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Abstract: 20 

The scope of this work was to develop a synthetic single crystal diamond dosimeter (SCDD-Pro) for 

accurate relative dose measurements of clinical proton beams in water. Monte Carlo simulations were 

carried out based on the MCNPX code in order to investigate and reduce the dose curve perturbation 

caused by the SCDD-Pro. In particular, various diamond thicknesses were simulated to evaluate the 

influence of the active volume thickness (eAV) as well as the influence of the addition of a front silver 25 

resin (250 µm in thickness in front of the diamond crystal) on depth-dose curves. The simulations 

indicated that the diamond crystal alone, with a small eAV of just 5 µm, already affects the dose at 

Bragg peak position (Bragg peak dose) by more than 2% with respect to the Bragg peak dose 

deposited in water. The optimal design that resulted from the Monte Carlo simulations consists of a 

diamond crystal of 1 mm in width and 150 µm in thickness with the front silver resin, enclosed by a 30 

water-equivalent packaging. This design leads to a deviation between the Bragg peak dose from the 

full detector modeling and the Bragg peak dose deposited in water of less than 1.2%. Based on those 

optimizations, an SCDD-Pro prototype was built and evaluated in broad passive scattering proton 

beams. The experimental evaluation led to probed SCDD-Pro repeatability, dose rate dependence and 

mailto:cyril.moignier@free.fr
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linearity, that were better than 0.2%, 0.4% (in the 1.0 to 5.5 Gy/min range) and 0.4% (for dose higher 

than 0.05 Gy), respectively. The depth-dose curves in the 90-160 MeV energy range, measured with 

the SCDD-Pro without applying any correction, were in good agreement with those measured using a 

commercial IBA PPC05 plane-parallel ionization chamber, differing by less than 1.6%. The 

experimental results confirmed that this SCDD-Pro is suitable for measurements with standard 5 

electrometers and that the depth-dose curve perturbation is negligible, with no energy dependence and 

no significant dose rate dependence. 

 

Keywords:  

proton therapy, diamond dosimeter, design optimization, dose perturbation, depth-dose curve. 10 
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1. INTRODUCTION 

Proton therapy is an advanced radiotherapy approach that enables clinicians to closely conform 

the dose to the target tissues while limiting surrounding tissue exposure. Three delivery techniques 

are currently used: passive scattering, uniform scanning and pencil beam scanning. The passive 

scattering technique consists of spreading the beam by interposing scattering elements in the beam 5 

line. The resulting broad beam is conformed to the target laterally using collimators. A range shifter, 

range modulator wheel, and compensators are used to conform the dose to the distal edge of the 

target. The uniform scanning technique consists of a single scattering element with steering magnets 

to produce uniform dose laterally. The pencil beam scanning technique was first used with protons 

for treating deep-seated tumors in 1992 at the Paul Scherrer Institute in Switzerland. The pencil beam 10 

is magnetically deflected in order to scan the target volume (Pedroni et al 1995), improving the 

quality of the dose distributions. Accurate proton pencil beam dosimetry requires special precautions 

due to the small size of the beam, the pulsed high dose rate and the proton energy variation with 

depth in water. Another problem is finding high spatial resolution detectors appropriate for 

measurements in narrow proton beams, because such detectors typically have energy, dose rate and 15 

linear energy transfer (LET) dependences (Vatnitsky et al 1999, Karger et al 2010). 

Because of their high spatial resolution and high sensitivity, solid state detectors are widely used 

for relative photon and electron beam dose measurements with strong dose gradients. However, in 

certain conditions, special care must be taken to ensure the accuracy of the measurements. For 

instance, it is well known that most solid state detectors perturb dose measurements in water for 20 

small megavoltage photon beams (Bouchard et al, 2015a). In such a situation, detector dose 

responses are often investigated using Monte Carlo simulations, which provide a better 

understanding of the perturbation effects caused by the detectors (Bouchard et al, 2015b). 

Regarding relative proton beam dosimetry, the ICRU Report No. 78 (ICRU 2007) recommends 

the use of plane-parallel ionization chambers as reference detectors for depth-dose curve 25 

measurements. If the field size is smaller than twice the diameter of the chamber cavity, the IAEA 

TRS-398 code of practice (IAEA 2000) recommends the use of higher spatial resolution detectors, 

such as mini-chambers, silicon diodes or diamond detectors. However, TRS-398 stipulates that the 

suitability of such detectors for depth-dose curve measurements should be verified using a plane-

parallel ionization chamber with a large field size for comparison. Diamond appears to be a 30 
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promising active volume material for relative dosimetry in narrow or high-pulsed beams, due to its 

properties such as radiation hardness, atomic number close to water, fast response time, low leakage 

current, large dynamic range, etc. Moreover, the good performance and reliability of synthetic 

diamond detectors have increased the interest for this technology (Guerrero et al 2004, Bucciolini et 

al 2005, Garino et al 2006, Tranchant et al 2008, Almaviva et al 2008, 2009, 2010, Schirru et al 5 

2010, Tromson et al 2010, Betzel et al 2010, Ciancaglioni et al 2012, Venanzio et al 2013, Zani et al 

2013, Mandapaka et al 2013, Marsolat et al 2013, 2015). 

Two commercial diamond detectors have been distributed for radiotherapy applications: the 

PTW60003 (no longer marketed) and more recently the PTW60019 microDiamond. For the PTW 

60003, a small natural diamond was used as the active volume. The suitability of the PTW 60003 10 

made from natural diamonds of various shapes has been widely investigated for measurement in 

clinical proton beams (Vatnitsky et al 1995, Onori et al 2000, Pacilio et al 2002, Fidanzio et al 

2002). These studies concluded that such devices based on natural diamonds exhibited too significant 

of a variation of sensitivity with dose rate and proton energy, rendering them inappropriate for 

accurate dose measurement, even after an empirical correction method was proposed by Fidanzio et 15 

al (2002) to improve the depth-dose curves measurement of modulated proton beams.  

For the PTW 60019 microDiamond, a synthetic crystal diamond Schottky diode is used 

(Ciancaglioni et al 2012). This dosimeter has been widely tested and characterized in clinical photon 

and electron beams (Lechner et al 2013, Laub and Crilly 2014, Morales et al 2014, Ralston et al 

2014, Lárraga-Gutiérrez et al 2015, Mancosu et al 2015, Brualla-Gonzalez et al 2015). A pre-20 

commercial version of this detector developed by the Università di Roma Tor Vergata (Rome, Italy) 

was tested with clinical proton beams (Mandapaka et al 2013), and its commercial version was 

evaluated by Akino et al (2015), Gomà et al (2015) and Marsolat et al (2016). These studies have 

demonstrated that they exhibit a small dose rate and energy dependence and good agreement with 

plane-parallel ionization chambers. Regarding depth-dose curves, the PTW 60003 detectors were 25 

found to significantly underestimate the dose at the Bragg peak position (Bragg peak dose), whereas 

most of the PTW 60019 microDiamond detectors investigated were found to correctly estimate this 

dose. This was assumed to be related to the extremely small thickness of their active volume (1 µm). 

In fact, Bichsel (1995) demonstrated that the detector response is highly dependent on the active 

volume finite dimension. However further investigations about the Bragg peak dose perturbation 30 
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caused by the crystal and the coating are still required. It is also necessary to thoroughly characterize 

the reproducibility performance of each PTW 60019 microDiamond detector in order to confirm that 

they exhibit a small energy and dose rate dependence with proton beams. In fact, Marsolat et al 

(2016) demonstrated a deviation of about 10% for the Bragg peak dose between four PTW 60019 

microDiamond detectors. It should also be noted that an under-response of the PTW 60019 5 

microDiamond in the Bragg peak of a 62 MeV/n carbon ion beam was recently reported by 

Rossomme et al (2016). 

In the current work, we have developed a synthetic single crystal diamond dosimeter (SCDD-

Pro) which aims to provide accurate and reliable relative dose measurements for proton beams. As 

opposed to a plane-parallel ionization chamber, a diamond dosimeter allows the performance of 10 

measurements in narrow proton beams without radial volume integration. First, the detector design 

has been optimized in terms of depth response in water for several proton beams using Monte Carlo 

simulations. Then, an SCDD-Pro prototype was mounted in a water-equivalent holder, and its 

performance was evaluated in a clinical proton beam line. Finally, the depth-dose curves measured 

with the SCDD-Pro were compared with a plane-parallel ionization chamber, as recommended by the 15 

TRS-398, at a large field size for three different proton beam energies and for a modulated Bragg 

peak. Unlike the PTW 60019 microDiamond Schottky diode configuration, the SCDD-Pro is based 

on a high-quality free standing single crystal diamond configuration (i.e. there is neither substrate nor 

diamond doping, and a bias voltage is required for charge collection) which implies a different 

approach. From this point of view, the SCDD-Pro is closer to a PTW 60003 than to a PTW 60019 20 

microDiamond. The goal of our work is to provide measurements of depth-dose curves, without 

Bragg peak dose perturbation, by using this single crystal diamond configuration.  

An IBA pencil beam scanning system is being set up at the Proton therapy Center of the Curie 

Institute (Orsay, France) to complement the current passive scattering system. Thus, we also aim to 

develope an SCDD-Pro with an active volume that exhibits a smaller radial width than the PTW 25 

60019 microDiamond, in order for the SCDD-Pro device to be more suitable for pencil proton 

beams. 
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2. MATERIALS AND METHODS 

2.1. Detector design 

The general design of the SCDD-Pro built at CEA-LIST laboratories (Saclay, France) is 

schematically described in Figure 1. The SCDD-Pro components are listed below. 

 Active volume: The active volume consists of the entire volume of the diamond crystal. An 5 

electronic grade synthetic single crystal diamond, from Element Six Ltd., was used. The 

diamond front surface was 1.0 mm × 1.0 mm and the active volume thickness (eAV) was 

chosen in accordance with three aspects: the numerical results presented in this paper, the 

Bragg peak dose perturbation less than 2% required by the Proton therapy Center of the 

Curie Institute and the technical constraint of the electrode design.  10 

 

 
Figure 1: Technical drawing of the diamond dosimeter: (a) top and (b) lateral views. The diamond 

crystal and the electrical connections are kept inside a Plastic Water housing filled with water-

equivalent epoxy resin.  

 15 
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 Electrodes: The electrodes on the two faces of the diamond crystal were made by depositing 

a 100 nm conductive material on the entire front and back surfaces of the crystal in order to 

reduce the dose rate dependence (Marsolat et al 2015), potentially allowing the use of the 

SCDD-Pro in high dose rate proton pencil beams. 

 External coating: The external coating of the detector was manufactured from Plastic Water 5 

material. The external coating dimensions were 0.8 cm in the beam axis direction, and 

1.0 cm × 6.0 cm in the perpendicular plane. 

 Internal coating: The internal coating was made of water-equivalent epoxy resin material. 

According to the manufacturer, the electronic and mass density of this epoxy resin is about 

5% higher than liquid water. 10 

 Triax cable: A tri-axial cable used to connect the device to the electrometers. 

 Back silver resin: The aluminum wire and the back silver resin are used to connect the back 

face of the diamond to the electrical circuit. 

 Front silver resin: The front silver resin is used to connect the front face of the diamond to 

the electrical circuit. The front silver resin has a cylindrical shape with a thickness of about 15 

250 µm and a diameter of about 1 mm. According to the manufacturer, the mass density of 

the silver resin is 4.0 g/cm
3
. 

 

2.2. Numerical study of the perturbation 

2.2.1. Setup of the simulations 20 

Monte Carlo simulations performed with the MCNPX code (version 2.7) (Pelowitz et al 2011) 

were used to study and reduce the impact of the detector design on the dose curve perturbation in 

water for proton beams. A water phantom was modeled by a volume of 50 cm wide and 90 cm depth 

filled with water material (mass density ρwater of 1.00 g/cm
3
). The phantom was modeled as being 

surrounded by air material (1.2∙10
-3

 g/cm
3
). Three basic proton beam models were used. For each 25 

model, the source was mono-energetic and mono-directional, but the radial distribution and the 

energy were different. A proton pencil beam of 100 MeV was modeled using a gaussian radial 

distribution with a full width at half maximum of 5.0 mm, i.e. sigma of about 2 mm. Two proton 

broad beams of 100 MeV and 220 MeV were modeled using a uniform radial distribution with a 

radius of 1.5 cm. Concerning the simulation parameters, the transport of the proton, electron, 30 
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positron, neutron and photon particles were enabled. The cut-off energies were 1 keV for photons 

and electrons and 1 MeV for protons. For the protons, the Vavilov straggling model was used.  

 
Figure 2: Model used to calculate (a) the profile and the depth-dose curve of reference (Dwater(r), 

Dwater(z)). Models used to calculate the profiles and the depth-dose curves related to the study of the 

perturbation caused by (b) the diamond crystal alone (Ddiamond(r), Ddiamond(z)), (c) the addition of the 5 

front silver resin (Dresin(z)) and (d) the full detector design (Ddet(r), Ddet(z)). 

 

For the profile simulations, only the 100 MeV pencil beam and active volumes with an eAV of 

150 µm have been used in order to have a first evaluation of the volume averaging effect caused by 

the diamond crystal width (LAV) and the full detector design in the penumbra region for beams 10 

delivered by pencil beam scanning technique. The active volume center was set at 1.5 cm in depth 

and only the radial distance (r) from the beam axis was changed. Simulations were performed to 

achieve at least a 0.2% (1-sigma) relative statistical uncertainty in the penumbra region. 
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For the depth-dose curve simulations, only active volumes with a LAV of 1 mm have been 

investigated. The active volume center was set on the beam axis and only the depth position in water 

was changed with the active volume center set at the point of calculation (z). The dose in the active 

volume was recorded for different depths along the Z axis, with the origin being set to the water 

phantom surface. Simulations were performed to achieve a 0.2%, 0.3% and 0.3% (1-sigma) relative 5 

statistical uncertainties on the Bragg peak dose for the 100 MeV pencil beam, 100 MeV broad beam 

and 220 MeV broad beam, respectively.  

 

2.2.2. Perturbation on pencil beam profiles 

The profile without perturbation (Dwater(r)) was evaluated with a point-like water voxel (Figure 10 

2a) of 0.25 mm × 0.25 mm × 150 µm. The profiles with the diamond crystal alone (Ddiamond(r)) were 

calculated by defining a carbon material with the theoretical mass density of diamond 

(ρdiamond = 3.52 g/cm
3
) for the active volume. The diamond crystal was modeled with several LAV 

between 0.25 mm and 4.0 mm (Figure 2b). Then, the profile with the full detector design (Ddet(r)), as 

presented in Figure 1, was calculated with a LAV of 1 mm (Figure 2d). All the profiles were 15 

normalized to 100% at central axis, and the differences (Diffr) compared to the Dwater(r) were 

calculated. Four features were also derived from Ddiamond(r): the field size defined as the field at 50% 

maximum dose, the 80%-20% lateral penumbra width, and their deviations with those calculated 

from the Dwater(r). The uncertainties related to the field size and the lateral penumbra width have been 

estimated at 0.012 mm (1-sigma). 20 

 

2.2.3. Perturbation caused by the diamond crystal on depth-dose curves 

Several eAV ranging from 5 µm to 500 µm were investigated. At the first stage, only the active 

volume was modeled (Figure 2b) to study the perturbation exclusively caused by the diamond 

crystal without the detector coating. The active volume was defined with the ρdiamond carbon material 25 

and the depth-dose curves with the diamond crystal alone (Ddiamond(z)) were calculated with the three 

proton beams. Then, the depth-dose curves without perturbation (Dwater(z)) were calculated to be used 

as reference. This reference was estimated by recording the dose in a water voxel (Figure 2a) of 

exactly the same size as the diamond crystal in order to avoid a possible volume averaging effect in 

the analysis. 30 
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The raw values of Dwater(z) were divided by the maximum value (Dwater,max) at the Bragg peak 

position and expressed in percents (%) of Dwater,max. Then the raw values of Ddiamond(z) were 

normalized to the Dwater(z) mean value at the water phantom entrance by considering the values 

between 0 and 1.5 cm in depth. As the perturbation in active volume at the beginning of the depth-

dose curve is less important than at the end, the Ddiamond(z) normalization was done at the water 5 

phantom entrance to ease the discussion on the Bragg peak shape. 

More specifically, the effect of the diamond mass density on depth-dose curves was investigated 

for the eAV of 500 µm with the 100 MeV pencil beam in order to provide an explanation of the 

mechanism by which the active volume density affects the dose in the active volume itself. For this 

purpose, the active volume was set with the water atomic composition (H2O), but the mass density 10 

was set equal to ρdiamond. The dose in the active volume was recorded for each depth in water to 

calculate the depth-dose curve, denoted Dwater[ρdiamond](z). Similarly to Ddiamond(z), the raw values of 

Dwater[ρdiamond](z) were normalized to Dwater(z) entrance. The perturbation caused by the active volume 

mass density will be discussed by comparing Dwater[ρdiamond](z) and Dwater(z) calculated for the eAV of 

500 µm. To achieve this, the difference as a function of depth, denoted by Δdensity (Equation 1), was 15 

calculated to point out specific depths (Zi) relative to the mass density effect.  

                                         Equation 1 

For these depths, the mean energy in the active volume (EAV) was calculated by Monte Carlo 

simulation. Then, the corresponding proton ranges (in the continuous slowing down approximation), 

Rangewater[ρwater] and Rangewater[ρdiamond], in water material with a normal mass density and a diamond 

mass density, respectively, were taken from the PSTAR program tables and compared to the 20 

diamond crystal thickness. 

 

2.2.4. Perturbation caused by the design features on depth-dose curves 

At the second stage, the front silver resin was added in the modeling (Figure 2c) to study the 

impact of this element on the depth-dose curves. The front silver resin was modeled by a thin 25 

cylinder of 1 mm in diameter and 250 µm in thickness. The mass density and atomic composition of 

the silver resin material was defined according to the data provided by the manufacturer. The depth-

dose curves related to this modeling (Dresin(z)) were calculated and, similarly to Ddiamond(z), the raw 

values of Dresin(z) were normalized to Dwater(z) entrance. 
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The effect of the front silver resin on depth-dose curves was investigated in more details for the 

eAV of 150 µm with the 100 MeV pencil beam in order to provide an explanation of the mechanism 

by which the front silver resin affect the dose deposited in the active volume. To this end, the proton 

mean energies, denoted Eresin and Ediamond, and the fluences, denoted Φresin and Φdiamond, were 

calculated at each depth in water with and without the front silver resin respectively. The mean 5 

energy is used instead of the energy spectrum in order to simplify the demonstration. Dresin(z) can be 

express as Equation 2, where ΔE and ΔΦ are the energy and fluence variations due to the addition of 

the front silver resin, and S/ρdiamond is the mass stopping power for protons.  

                   
         

        

               
              

        

 

with               for a high density material in front of the active volume 

Equation 2 

The first-order Taylor expansion of Equation 2 leads to Equation 3. 

                     
           

        

          

    
  
  

 
          

        

    
           

        

 

Equation 3 

And Dresin(z) can be expressed as Equation 4, where εΔE (Equation 5) and εΔΦ (Equation 6) are the 10 

perturbation factors due to ΔE and ΔΦ respectively. For each depth in water, these two perturbation 

factors were calculated. 

                                                               Equation 4 

 

    
  

           
  
  

  
 
          

            Equation 5 

    
  

        
                             Equation 6 

 

Finally, the remaining parts of the detector were added to the model (Figure 2d) to numerically 15 

estimate the perturbation caused by the full detector design on depth-dose curves. Only the eAV of 

150 µm was investigated since it was the real diamond crystal thickness mounted in the SCDD-Pro 

prototype built in this work. The depth-dose curves related to the whole detector modeling (Ddet(z)) 

were calculated and the raw values of Ddet(z) were normalized to Dwater(z) entrance. 

 20 
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2.2.5. Evaluation of the Bragg peak dose errors 

The maximum dose value (Dmax) at Bragg peak position was determined for Ddiamond(z), Dresin(z) 

and Ddet(z). Then, the deviation of Dmax from the reference value Dwater,max was calculated by 

Equation 7 and denoted ΔPeakMC. 

                                                  Equation 7 

The range shifts (ΔRangeMC), due to the diamond crystal, the front silver resin and the full detector 5 

design, were also calculated by Equation 8.  

                                  Equation 8 

Range90% is the depth distal to the Bragg peak, where the dose is 90% for Ddiamond(z), Dresin(z) or 

Ddet(z). Rangewater,90% is the depth distal to Bragg peak, where the dose is 90% for Dwater(z). The 

ΔPeakMC and ΔRangeMC, representing the deviations of the Bragg peak dose and position from the 

reference, were calculated for all eAV investigated and for the three simulated proton beams. 10 

 

2.3. Experimental study 

2.3.1. Characterization of the diamond detector 

The electrical characterization of the SCDD-Pro was evaluated under a kV radiation beam 

produced by an X-Ray generator (Oxford-instrument, XTF5011/75). The SCDD-Pro was placed in 15 

the beam with a dose rate of 6 Gy/min at measurement point, and connected to a Keithley 6517A 

electrometer. The current-voltage response of the SCDD-Pro was measured in the range of –100 V to 

+100 V to estimate the best voltage for maximum charge collection efficiency. Then, the current as a 

function of time was measured for a bias voltage of +50 V, at a sampling rate of 5 s
-1

, in order to 

evaluate the SCDD-Pro stability. The SCDD-Pro signal-to-noise ratio was calculated as the ratio of 20 

the mean value to the standard deviation value of the current. 

 

2.3.2. Experimental setup 

Measurements in clinical proton beams were performed in one of the horizontal beam line at the 

Proton therapy Center of the Curie Institute. This beam line is dedicated to the treatment of head and 25 

neck tumors and has been described elsewhere (Stankovskiy et al 2009). Three binary filters were 

used in this work: 48 mm of Lexan + 2.5 mm of lead, 95.75 mm of Lexan +1.0 mm of lead, and 
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160 mm of Lexan + 1.0 mm of lead to produce proton beam energies of about 163 MeV, 138 MeV 

and 89 MeV respectively. A modulated Bragg peak of the 138 MeV beam, further referred to as the 

m138 MeV proton beam,  was also produced using a 6 cm range modulator wheel with a binary filter 

of 95.75 mm of Lexan and 1.0 mm of lead in order to create a Spread-Out Bragg Peak. 

Two active detectors were used in this study: the SCDD-Pro developed in this work and a 5 

commercial PPC05 plane-parallel ionization chamber from IBA. All measurements in clinical proton 

beams were performed in an IBA BluePhantom
2
 water tank. The water tank has a fixation system 

motorized by stepper motors in the three dimensions allowing a detector positioning accuracy of 

0.1 mm. The distance from the last collimator to the water tank entrance window was set to 5.0 cm 

and the field diameter was 12 cm. The dose rate was always set to 2.2 Gy/min except for the study of 10 

the SCDD-Pro dose rate dependence.  

The IBA PPC05 was used to obtain the experimental reference data of the depth-dose curves as 

recommended by international dosimetric protocols (IAEA 2000, ICRU 2007). This plane-parallel 

ionization chamber has a cylindrical active volume of 9.9 mm in diameter and 0.6 mm in thickness, 

allowing a good spatial resolution for depth-dose curve measurements in broad beams. 15 

Each detector was attached to the motorized system using a plastic holder (Figure 3). The 

SCDD-Pro orientation was the same as in the Monte Carlo study (Figure 1). IBA PPC05 and 

SCDD-Pro were used with a bias voltage of +300 V and +50 V respectively. The detectors’ depths in 

water were adjusted considering the effective point of measurement and the water-equivalent 

thickness of the water tank entrance window. The detectors’ active volumes were accurately centered 20 

on the beam axis after measuring two profiles in perpendicular directions (in-line and cross-line 

directions). 

 

2.3.3. Dosimetrical characterization of the diamond detector 

The SCDD-Pro dosimetrical characterization at the Proton therapy Center of the Curie Institute 25 

was performed with the dosimeter connected to a PTW Unidos Webline electrometer. The 

SCDD-Pro was positioned on the central axis of the m138 MeV proton beam, at a depth in water of 

10 cm in order to be placed in the middle of the Spread-Out Bragg Peak, which is referred as the 

reference condition. In these conditions, the delivered dose was 1.0 Gy for 100 MU. 



Page 14 
 

  

Figure 3: Pictures of (a) the water tank at the end of the proton beam line and (b) the SCDD-Pro 

attached to the motorized system in water. 

 

After a pre-irradiation of 5 Gy, the repeatability of SCDD-Pro was evaluated by measuring 18 

charges (qi) for consecutive irradiations with a constant delivered dose of 1.0 Gy. The mean charge 5 

(Q) and the standard deviation σ(Q) of the qi values were calculated, and the SCDD-Pro sensitivity in 

proton beams was estimated as the ratio of Q to the delivered dose, expressed in nC/Gy. The 

integrated background charge (Qbck) was measured when the proton beam was turned-off during the 

same time as the previous delivered dose of 1.0 Gy. The SCDD-Pro signal-to-background ratio was 

calculated as the ratio of Q to Qbck. 10 

The dose rate dependence of SCDD-Pro was studied by varying the beam intensity from 

1.0 Gy/min to 5.5 Gy/min. For each measurement, a dose of 1.0 Gy was delivered and four 

measurements were performed for each dose rate. The deviation from the maximum dose rate was 

calculated as          
   , where     is the charge for the studied dose rate      and     

 is the 

charge for the maximum dose rate      , i.e. 5.5 Gy/min. 15 

The dose linearity of SCDD-Pro was studied for the range between 0.05 Gy and 5 Gy. For each 

dose ( ), 10 charge measurements were performed for doses below 0.2 Gy and at least four for doses 

above 0.2 Gy. The deviation from linearity (Dev.lin.) was calculated as the relative deviation of the 

sensitivity from the one at the maximum delivery dose (  ) by Equation 9, where    was the mean 

charge related to the dose   and    
 was the mean charge related to the maximum dose   . 20 

              
    

   
   

        Equation 9 

a) b) 
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2.3.4. Evaluation of the detector response for depth-dose curves measurement 

For depth-dose curves measurement (DSCDD-Pro(z), DPPC05(z)), the SCDD-Pro and an IBA PPC05 

plane-parallel chamber were connected to the electrometer integrated into the water tank. The scan 

was controlled by the software OmniPro Accept 7. DSCDD-Pro(z) and DPPC05(z) of 5 

the  163 MeV,  138 MeV, 89 MeV and m138 MeV proton beams were measured. For each beam, the 

DPPC05(z) values were normalized to the maximum dose, and the DSCDD-Pro(z) values were normalized 

to the dose near the water surface, i.e. the mean dose value calculated with DPPC05(z) using the 

measurements between 2.5 cm and 4.0 cm. No response correction was applied to the experimental 

SCDD-Pro data for either the water-to-dosimeter material stopping power ratio or for dose rate 10 

dependence. Then, the difference, Diffz, of the DSCDD-Pro(z) from the DPPC05(z) was calculated by 

Equation 10. 

                                 Equation 10 

Three features were derived from the curves with the unmodulated proton beams: the difference, 

ΔPeakexp, of the DSCDD-Pro(z) maximum dose (DSCDD-Pro,max) at Bragg peak position (Equation 11), the 

difference, ΔWidthexp, of the Bragg peak width at 80% (WidthSCDD-Pro) (Equation 12), and the 15 

difference, ΔDDFexp, of the DSCDD-Pro(z) distal-dose fall-off distance (DDFSCDD-Pro) (Equation 13) 

were calculated with respect to the IBA PPC05 measurements (DPPC05,max, WidthPPC05 and DDFPPC05). 

The distal-dose fall-off distance is defined as the distance between the 80% and 20% distal points. 

                                   Equation 11 

                                     Equation 12 

                               Equation 13 

 

  20 
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3. RESULTS AND DISCUSSION 

3.1. Monte Carlo study of the perturbations caused by the detector 

3.1.1. Pencil beam profiles 

Dwater(r), Ddiamond(r) and Ddet(r) calculated by Monte Carlo simulations are shown on Figure 4. 

Diffr is smaller than 1% for the diamond crystal alone with LAV smaller than or equal to 1.0 mm and 5 

for the full detector design. Diffr becomes larger than 2% for a diamond crystal with LAV of 2 mm 

and this difference increases when the LAV increases. No differences are observed between Ddiamond(r) 

with LAV of 1 mm and Ddet(r), which means that the effect of the design features (i.e. other than the 

active volume) on the profile is not significant. The field sizes and lateral penumbra widths related to 

Ddiamond(r) are given in Table 1, as well as the deviation from Dwater(r). For LAV smaller than or equal 10 

to 1.0 mm, the deviations are within the uncertainties. Thus no perturbation is found with a diamond 

crystal width up to 1 mm. For LAV larger or equal to 2.0 mm, the field size and lateral penumbra 

width deviations are larger than 0.17 mm and 0.08 mm, respectively. This perturbation is caused by a 

volume averaging effect produced by the large active surface of the diamond crystal compared to the 

lateral beam size. These results demonstrate that a diamond crystal with a LAV of 1 mm or less can 15 

evaluate a profile without volume averaging effect for a proton pencil beam of 5 mm in full width at 

half maximum. The correct estimation of profiles for broader proton pencil beams is also expected 

with this detector design. 

 

Table 1: Values of field size and lateral penumbra width at water phantom entrance for a 100 MeV 20 

pencil beam and deviations from the point-like water voxel modeling. 

  Field sizes   Lateral penumbra widths 

LAV (mm)  
Value  

(mm) 

Deviation  

(mm) 
 

Value  

(mm) 

Deviation  

(mm) 

0.25  5.05 +0.00  2.43 +0.00 

0.5  5.05 +0.00  2.42 −0.01 

1.0  5.07 +0.02  2.44 +0.01 

2.0  5.22 +0.17  2.51 +0.08 

3.0  5.46 +0.41  2.61 +0.18 

4.0  5.81 +0.76  2.75 +0.32 
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Figure 4: Profiles calculated by Monte Carlo simulations at 1.5 cm in depth for a 100 MeV proton 

pencil beam. The profiles for the point-like water voxel (Dwater(r)), the several diamond crystal widths 

(Ddiamond(r)) and the full detector design (Ddet(r)) are plotted on the top graph. Differences from 

Dwater(r) are plotted on the bottom graph. 

 5 

3.1.2. Influence of the diamond crystal thickness on depth-dose curves 

The Dwater(z) and Ddiamond(z) for three eAV values (5, 150 and 500 µm) are reported in Figure 5. 

The Ddet(z) is also reported for an eAV of 150 µm. For clarity, only the results around the Bragg peak 

are shown. All depth-dose curves are equal at water phantom entrance, and all ΔPeakMC(%) and 

ΔRangeMC(mm) values are reported in Table 2. From Table 2 and Figure 5, it can be noted that the 10 

depth-dose curve perturbation does not depend on the beam size for the 100 MeV proton beams. 

For an eAV of 5 µm, the Bragg peak is at the same position for both the diamond and water active 

volumes. For beam energies of 100 MeV and 220 MeV, the Bragg peak position is at 7.58 cm and 

30.15 cm, and ΔRangeMC is less than 0.1 mm and 0.3 mm, respectively. Dmax is systematically lower 

than Dwater,max, and ΔPeakMC is between –2.2% and –2.7%. Although an eAV of 5 µm does not change 15 

the Bragg peak position, the simulations display an under-estimation of the Bragg peak dose for all 

investigated beams. Despite the extremely small thickness, the diamond crystal perturbs the Bragg 

peak dose. 
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For an eAV of 150 µm, the Bragg peak position from a diamond active volume is shifted by about 

0.2 mm and 0.4 mm toward the entrance for beam energies of 100 MeV and 220 MeV, respectively, 

compared to a water active volume. Similarly to the eAV of 5 µm, Dmax is systematically lower than 

Dwater,max. ΔPeakMC is –0.7%, –1.1% and –2.2% for the 100 MeV pencil beam, 100 MeV and 

220 MeV broad beams, respectively. Thus, the perturbation is less important with only a small shift 5 

on the Bragg peak position. 

For an eAV of 500 µm, the Bragg peak position from the diamond active volume is shifted by 

about 0.7 mm and 0.6 mm toward the entrance for beam energies of 100 MeV and 220 MeV, 

respectively, compared to the water active volume. A large under-estimation of the Bragg peak dose 

is found at a beam energy of 100 MeV: ΔPeakMC are –4.3% and –4.9% for the 100 MeV pencil and 10 

broad beams, respectively. However, good agreement on the Bragg peak dose is found at a beam 

energy of 220 MeV: ΔPeakMC is –0.6% for the 220 MeV broad beam. 

Table 2: Values of ΔPeakMC, the deviation of the Bragg peak dose, and ΔRangeMC, the Bragg peak 

position shift calculated by Monte Carlo simulations. 

    

eAV (µm) 

  Single crystal diamond alone   Single crystal diamond with front silver resin 

      

100 MeV 

pencil beam 

100 MeV 

broad beam 

220 MeV 

broad beam   

100 MeV 

pencil beam 

100 MeV 

broad beam 

220 MeV 

broad beam 

ΔPeakMC 

(%) 

 

5   –2.3 –2.2 –2.7   1.2 0.3 –1.7 

50 

 

–3.0 –3.0 –2.6 

 

–0.5 –0.9 –0.8 

100 

 

–0.4 –0.6 –2.3 

 

1.8 1.1 –1.0 

150 

 

–0.7 –1.1 –2.2 

 

1.1 0.3 –1.3 

200 

 

–1.9 –2.4 –2.4 

 

–0.5 –1.3 –2.4 

250 

 

–2.5 –3.0 –1.4 

 

–1.3 –2.1 –1.4 

300 

 

–2.7 –3.3 –0.3 

 

–1.7 –2.4 –0.5 

400 

 

–3.0 –3.5 –0.1 

 

–2.3 –2.8 –0.5 

500 

 

–4.3 –4.9 –0.6 

 

–3.9 –4.7 –1.0 

ΔRangeMC 

(mm) 

 

5 

 

<0.10 <0.10 <0.30 

 

–0.14 –0.16 <0.30 

50 

 

–0.16 –0.17 –0.34 

 

–0.24 –0.25 <0.30 

100 

 

–0.13 –0.13 –0.36 

 

–0.24 –0.25 –0.33 

150 

 

–0.19 –0.20 –0.40 

 

–0.32 –0.28 –0.41 

200 

 

–0.28 –0.30 –0.49 

 

–0.42 –0.45 –0.63 

250 

 

–0.36 –0.38 –0.41 

 

–0.50 –0.53 –0.58 

300 

 

–0.42 –0.44 –0.36 

 

–0.57 –0.61 –0.54 

400 

 

–0.55 –0.57 –0.43 

 

–0.71 –0.75 –0.66 

500 

 

–0.72 –0.76 –0.61 

 

–0.90 –0.95 –0.82 

 15 
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Figure 5: Depth-dose curves calculated by Monte Carlo simulations with an active volume of water 

(Dwater(z)), a diamond crystal alone (Ddiamond(z)), a diamond crystal with the front silver resin 

(Dresin(z)), and with the model of the full detector (Ddet(z)). 

 

Regarding all eAV reported in Table 2, ΔRangeMC shows that the position shift of the Bragg peak 5 

toward the entrance increases with eAV, up to 0.76 mm for eAV equal to 500 µm. According to the 

results of modeling the diamond crystal alone, no eAV can produce a Dmax agreeing with the reference 
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within 2% for the investigated energies and eAV range. The Bragg peak dose for the diamond crystal 

alone is systematically underestimated and depends on the beam energy and the eAV. This 

underestimation is consistent with experimental results reported by Cirrone et al (2003) for natural 

and synthetic single crystal diamonds of 0.3 mm and 0.4 mm thicknesses, respectively, as well as by 

other authors (Onori et al 2000, Pacilio et al 2002, Fidanzio et al 2002) for the PTW 60003. The 5 

optimal eAV that produces a minimal Bragg peak dose perturbation is about 100 µm and 400 µm for 

beam energies of 100 MeV and 220 MeV, respectively. Since the dosimeter has to be accurate for all 

clinical beams at this energy range with only one eAV value, an additional element in front of the 

active volume has been investigated to reduce the energy-dependence of the SCDD-Pro. 

 10 

3.1.3. Impact of the active volume mass density on depth-dose curves 

Figure 6 shows Dwater, Dwater[ρdiamond](z) and Ddiamond(z) for an eAV of 500 µm and the 100 MeV 

pencil beam. No significant difference is observed between Dwater[ρdiamond](z) and Ddiamond(z); showing 

that the main perturbation is not caused by the atomic composition of the diamond. This result was 

expected since the variation in the water/carbon mass stopping power ratio is negligible in the proton 15 

energy range investigated. Regarding Δdensity (Figure 6), four regions can been identified: from 0 to 

~6 cm in depth, Δdensity is nearly zero; from ~6 cm to 7.43 cm (denoted by Z1), Δdensity increases; from 

Z1 to 7.66 cm (denoted by Z2), Δdensity decreases; and beyond Z2, Δdensity tends toward zero. 

At the active volume depths of 0, Z1 and Z2, the proton ranges are calculated to 77.1, 1.99 and 

0.51 mm for Rangewater[ρwater], and 21.9, 0.56 and 0.15 mm for Rangewater[ρdiamond]. Thus, at the 20 

phantom entrance, the Rangewater[ρwater] and Rangewater[ρdiamond] are significantly larger than eAV. 

There is no fluence perturbation caused by the crystal thickness and the dose deposited in the active 

volume is independent from the mass density. If the active volume position increases up to Z1, 

Rangewater[ρdiamond] becomes similar to eAV and all residual proton energy is deposited in the active 

volume, while Rangewater[ρwater] remains larger than the eAV. Thus, the Dwater[ρdiamond](z) becomes 25 

larger than Dwater(z). When the active volume position increases from Z1 to Z2, Rangewater[ρwater] 

becomes similar to eAV and all proton energy is deposited in the active volume. Thus, the energies 

deposited in active volume of ρdiamond and ρwater mass densities are the same at Z2, and 

Dwater[ρdiamond](z) is related to Dwater(z) by a ρwater/ρdiamond factor. After Z2, Δdensity tends to zero since 

the residual proton energy tends to zero.  30 
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Therefore, the depth-dose curves perturbation caused by the diamond crystal is mainly explained 

by the high density of the diamond crystal compared to water. 

 

 
Figure 6: Depth-dose curves calculated in a water active volume of 500 µm thickness, a diamond 

active volume and a water active volume with diamond mass density, for the 100 MeV pencil beam. 

Z1 and Z2 depths are indicated by the vertical magenta and green dash-lines, respectively. 5 

 

3.1.4. Influence of the front silver resin on depth-dose curves 

Dresin(z) are shown in Figure 5 for the 100 MeV pencil beam, 100 MeV broad beam and 

220 MeV broad beam. Only three eAV are displayed (5, 150 and 500 µm) but all ΔPeakMC and 

ΔRangeMC values calculated for the investigated eAV are given in Table 2. 10 

Regarding the error on Bragg peak position, ΔRangeMC increases with the addition of the front 

silver resin, except for eAV below or equal to 100 µm for a beam energy of 220 MeV, which reduces 

the error slightly. For eAV of 500 µm, ΔRangeMC increases to 0.2 mm with the front silver resin for all 

beam energies. For eAV of 150 µm, ΔRangeMC changes from –0.2 mm to –0.3 mm for a beam energy 

of 100 MeV and remains at –0.4 mm at 220 MeV. Thus, the Bragg peak position shift caused by a 15 

diamond crystal of thickness below or equal to 150 µm with front silver resin remains low, with a 

maximum shift of 0.4 mm compared to Dwater(z). 

Regarding the Bragg peak dose error, the addition of the front silver resin can induce positive 

ΔPeakMC values for eAV smaller than 200 µm with a beam energy of 100 MeV, while only negative 

values are found for the diamond crystal modeled alone. For the beam energy of 220 MeV, only 20 
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negative ΔPeakMC values are found, but the absolute value of ΔPeakMC is reduced for eAV smaller 

than 200 µm. Regarding all investigated beams, the addition of the front silver resin with eAV smaller 

than or equal to 250 µm is found to reduce the error on the Bragg peak dose. Thus, with this 

additional feature, the perturbation caused by the diamond crystal is partly cancelled. 

From the calculation with the modeling of the diamond crystal alone, none of the eAV were 5 

appropriate because the ΔPeakMC exceeded the 2% criteria required by the Proton therapy Center of 

the Curie Institute. With the addition of the front silver resin, the new design perturbation on 

ΔPeakMC is less than 2% for eAV smaller than or equal to 150 µm. For instance, considering an eAV of 

150 µm, ΔPeakMC is +1.1%, +0.3% and –1.3% for the 100 MeV pencil beam, 100 MeV broad beam, 

and 220 MeV broad beam, respectively. 10 

In accordance with the previous results analysis, the SCDD-Pro was mounted with a synthetic 

single crystal diamond of 150 µm in thickness with an electrical silver resin connection. Smaller eAV 

can show better results than 150 µm for some beams, but, for technical reasons, the largest thickness 

within the 2% criteria on ΔPeakMC was chosen. Indeed, very small eAV may cause an electrical short-

circuit between the two opposite surfaces of the diamond crystal (electrodes were deposited on the 15 

entire 1 × 1 mm
2
 surfaces). 

 

3.1.5. Protons energy and fluence perturbations caused by the front silver resin 

Figure 7 shows the depth-dose curve perturbation factors, εΔE and εΔΦ, as a function of depth for 

the eAV of 150 µm with the 100 MeV pencil beam. The εΔE is always positive and increases slightly 20 

with the depth with a maximum value of about 0.05 at Bragg peak position. Thus, the addition of the 

front silver resin reduces the proton energies entering the active volume and consequently increases 

the dose deposited in the active volume. According to the εΔE values in this simulation, this effect 

alone could increase the Bragg peak dose up to 5%. 

From the water phantom entrance to 7.4 cm in depth, the εΔΦ value is zero, but when the depth 25 

becomes greater than 7.4 cm, the εΔΦ decreases rapidly. Thus, the addition of the front silver resin 

does not reduce the fluence for depths from entrance to 7.4 cm. At 7.4 cm, the fluence is slightly 

reduced but becomes significant only after the Bragg peak position. This effect alone could have 

decreased the Bragg peak dose and aggravated the perturbation caused by the diamond crystal mass 

density, but the ΔΦ effect occurs after the ΔE effect so that the total perturbation (red dash-line on 30 
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Figure 7) can compensate for the negative ΔPeak values that were found with Ddiamond(z). Thus, the 

reduction of the Bragg peak dose perturbation with the addition of the front silver resin is explained 

by the increase of the energy deposition in the active volume due to the slight energy reduction of 

protons crossing the front silver resin before entering the active volume. 

 

 
Figure 7: Depth-dose curve perturbation factors, εΔE and εΔΦ, related to the energy and fluence 5 

variations due to the addition of the front silver resin. The Bragg peak position, without perturbation, 

is indicated by the vertical blue dash-line. 

 

3.1.6. Influence of the full detector design on depth-dose curves 

Ddet(z) are shown in Figure 5 and are very similar to Dresin(z). The ΔPeakMC and ΔRangeMC 10 

values from the full detector design are given in Table 3. Values from the previous modeling are also 

summarized in this table. 

Table 3: Summary of the Bragg peak dose errors at each step of the detector modeling. 

Modeling 
 

diamond crystal alone  
diamond crystal with 

front silver resin 
 full detector design 

Beam 
 ΔPeakMC 

(%) 

ΔRangeMC 

(mm) 
 

ΔPeakMC 

(%) 

ΔRangeMC 

(mm) 
 

ΔPeakMC 

(%) 

ΔRangeMC 

(mm) 

100 MeV 

pencil beam 

 
–0.7 –0.19  +1.1 –0.32  +1.2 –0.35 

100 MeV 

broad beam 

 
–1.1 –0.20  +0.3 –0.28  +0.7 –0.35 

220 MeV 

broad beam 

 
–2.2 –0.40  –1.3 –0.41  –1.1 –0.48 
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The Plastic Water coating, the epoxy resin, and the aluminum wire connected on the diamond 

back face (Figure 1), do not perturb the depth-dose curves in proton beams. For the 100-220 MeV 

energy range, the maximum error on Bragg peak dose with the full detector design is 1.2% of the 

Bragg peak dose from Dwater(z). Moreover, if the point of measurement is set at 0.415 mm in front of 5 

the active volume center, i.e. at 1.41 mm from the detector entrance surface, the error on Range90% 

would be less than 0.065 mm. The agreement between Ddet(z) and Dwater(z) is excellent by using this 

new effective measurement point with the full detector modeling. 

This numerical study shows that the perturbation caused by the full design agrees with the 

requirements for dose curves estimation of unmodulated clinical proton beams in the 100-220 MeV 10 

energy range; in particular, the 2% error requirement (without correction applied on detector 

response) is reached for the determination of the Bragg peak dose. 

 

3.2. Experimental evaluation of the detector response 

3.2.1. Detector radiography and electrical characterization 15 

Radiographs of the active volume region for the SCDD-Pro are shown in Figure 8. The coating 

is made of water-equivalent materials. Only the silver resin and the aluminum wire at the back 

diamond surface can be distinguished. 

  
Figure 8: Radiographs of the (a) front view and (b) side view of the SCDD-Pro head. The beam 

direction is drawn on the side view. 20 

10 mm 

a) 8 mm 

beam 

b) 
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The current-voltage curve obtained with the SCDD-Pro is shown in Figure 9a from –100 to 

+100 V. The current has a symmetrical response to bias voltage with a saturation value of 2.15 nA 

for positive bias voltage which is reached at +50V with a charge collection efficiency higher than 

99%. Subsequently, the SCDD-Pro could be used from bias equal or above +50V without any 

differences in the signal observed. In this paper, the SCDD-Pro is used at +50V. The current stability 5 

with the SCDD-Pro in the kV photon beam is shown in Figure 9b. The standard deviation of the 

current reaches 0.51 pA and thus the signal-to-noise ratio is about 4200. These results confirm the 

high quality of both the electrical contacts and the synthetic single crystal diamond mounted in the 

SCDD-Pro. 

 
Figure 9: (a) Current-voltage characteristic and (b) current stability at +50V of the SCDD-Pro in a kV 10 

photon beam at a dose rate of 6 Gy/min. 

 

3.2.2. Dosimetrical characterization in a modulated clinical proton beam 

Regarding the repeatability (Figure 10b), the mean charge Q is 21.27 nC, the maximum 

deviation from Q is 0.23%, and σ(Q) is 0.11% under irradiation with the m138 MeV proton beam. 15 

The Qbck is estimated at 19 pC (during 27.3 seconds) and thus the SCDD-Pro signal-to-background 

ratio is about 1100 at 2.2 Gy/min. Regarding the dose linearity (Figure 10a), the maximum deviation 

from linearity, for a delivered dose larger than 0.05 Gy, is 0.4%. For a delivered dose of 0.05 Gy, the 

deviation is 1.0 %, but it may be caused by the delivery system uncertainty (at 2.2 Gy/min, the dose 
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of 0.05 Gy is delivered in 1.4 seconds) or the monitor resolution (the dose uncertainty is 2% of the 

expected delivery dose of 0.05 Gy for a monitor resolution of 0.1 MU). Regarding the dose rate 

dependence (Figure 10c), the mean sensitivity is 21.24 nC/Gy and the maximum sensitivity variation 

is 0.36%. These results evidence the good signal stability, dose linearity and dose rate independence 

of the SCDD-Pro under a dose rate of 5.5 Gy/min. 5 

 
Figure 10: (a) Measured SCDD-Pro charge as a function of the delivered dose and percentage 

deviation of the measured SCDD-Pro sensitivity with respect to the measured sensitivity at 5.0 Gy. (b) 

Measured SCDD-Pro charge as a function of consecutive irradiation of 1.0 Gy. The mean value is 

plotted as a dash-line. (c) Measured SCDD-Pro sensitivity as a function of the dose rate. The mean 

value is plotted as a dash-line. All the standard deviations are plotted at 2-sigma. 10 

 

3.2.3. Depth-dose curves measurement of clinical proton beams 

The depth-dose curves measured with the SCDD-Pro and the reference IBA PPC05 plane-

parallel ionization chamber are shown in Figure 11. Good agreement between DSCDD-Pro(z) and 

DPPC05(z) is found with maximum differences of 1.2%, 1.6%, 0.8% and 1.6% calculated for the 15 

163 MeV, 138 MeV, 89 MeV and m138 MeV proton beams, respectively. 

The differences, ΔPeakexp, ΔWidthexp and ΔDDFexp, derived from the curves displayed in Figure 

11 are given in Table 4 for the unmodulated proton beams. Good agreement is found on ΔPeakexp for 

the three investigated proton energies, with a maximum deviation of 0.24% compared to the 

reference chamber. The SCDD-Pro accuracy on the Bragg peak dose compared to a plane-parallel 20 

ionization chamber indicates that the SCDD-Pro has no energy dependence. A small negative 
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difference on ΔWidthexp and a small positive difference on ΔDDFexp are found for all beam energies 

investigated. These differences are not significant and may be attributed to the positioning error 

during detector scanning: the water tank positioning system has an accuracy of 0.1 mm and the 

maximum difference on ΔWidthexp or ΔDDFexp is about 0.2 mm. 

 5 

 
 

 
 

Figure 11: Depth-dose curves measured in a water tank with SCDD-Pro and IBA PPC05. The 

difference between SCDD-Pro and IBA PPC05 depth-dose curves is plotted under each graph. 
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Table 4: Difference of the Bragg peak dose, the width at 80% and the distal-dose fall-off distance between the 

curves measured with the SCDD-Pro and the IBA PPC05. 

Proton beams 
ΔPeakexp 

(%) 

 WidthPPC05 

(mm) 

ΔWidthexp 

(mm) 

 DDFPPC05 

(mm) 

ΔDDFexp 

(mm) 

163 MeV –0.24  8.0 –0.16  4.6 +0.15 

138 MeV +0.11  8.1 –0.05  4.4 +0.23 

89 MeV +0.06  7.9 –0.21  4.5 +0.08 

 

Marsolat et al (2016) recently demonstrated the lack of reproducibility of PTW 60019 

microDiamond in the 89-138 MeV energy range with four detectors, and have found a discrepancy of 5 

up to 6.7% and 2.2 mm on ΔPeakexp, and ΔWidthexp, respectively. In the current work, the 

experimental results of the DSCDD-Pro(z) demonstrate that the SCDD-Pro does not perturb the depth-

dose curve measurements of clinical proton beams. These results are consistent with the numerical 

optimization of the detector design presented in this paper. Depth-dose curves measured with the 

SCDD-Pro mounted with a single crystal diamond of 150 µm in thickness are at least as good as a 10 

synthetic crystal diamond Schottky diode configuration as used in the PTW 60019 microDiamond. 

Only one SCDD-Pro device has been investigated in this work, but production of synthetic single 

crystal diamonds is well controlled and their mounting as presented in Figure 1 should allow the 

fabrication of suitable diamond dosimeters with a good reproducibility. 

 15 
 

 

4. CONCLUSION 

In this work, the crystal dimensions of a diamond detector have been optimized by Monte Carlo 

simulations to reduce the dose curve perturbation with proton beams. In particular, the Monte Carlo 20 

simulations have shown that the use of a diamond crystal alone cannot achieve accurate depth-dose 

curves. However, the Monte Carlo simulations have demonstrated that the addition of a silver resin 

in front of the active volume can compensate for the Bragg peak dose perturbation caused by the 

diamond crystal, thus allowing more accurate measurement of the depth-dose curves without any 

correction. A discrepancy in the Bragg peak dose smaller than 1.2% was found in the proton energy 25 

range of 100-220 MeV for the full detector design including a diamond crystal of 150 µm in 

thickness (1 mm in width) and a front silver resin of 250 µm in thickness. More generally, it was 

demonstrated that an active volume with higher density than water perturbs the depth-dose curves, 
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but the addition of a specific element in front of the active volume can compensate for this 

perturbation. 

Based on these results, an SCDD-Pro prototype has been built and tested in high energy proton 

beams to evaluate the SCDD-Pro performance in a clinical environment. The SCDD-Pro has 

demonstrated a stable response with a maximum deviation below 0.23% from the mean sensitivity. 5 

The charge measured as a function of the delivered dose over 0.05 Gy has demonstrated the good 

linearity response with a maximum deviation of 0.4%. No significant dose rate dependence was 

measured with a maximum sensitivity variation of 0.36% in the range between 1.0 and 5.5 Gy/min. 

Finally, the depth-dose curves measured with the SCDD-Pro were compared with those 

measured with an IBA PPC05 plane-parallel ionization chamber at large field size for several clinical 10 

proton beams in the energy range of 89-163 MeV. Good agreement was found. For all investigated 

beams, the differences in the depth-dose curves were below 1.6% and the deviations in Bragg peak 

dose were below 0.3%. These good experimental results show that the SCDD-Pro has no energy or 

dose rate dependence at Bragg peak position and that the SCDD-Pro is suitable for accurate depth-

dose curve measurements without any correction. 15 
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