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Performance Analysis of Multi-Stream Receive

Spatial Modulation in the MIMO Broadcast Channel
Athanasios Stavridis, Marco Di Renzo, Senior Member, IEEE, and Harald Haas, Member, IEEE

Abstract—In this paper, Multi-Stream Receive-Spatial Modu-
lation (MSR-SM) for application to the Multiple-Input Multiple-
Output (MIMO) broadcast channel is introduced and studied.
MSR-SM is a closed-loop transmission scheme, which applies the
concept of multi-stream space modulation at the receiver side. An
accurate mathematical framework for the evaluation of the Bit
Error Rate (BER) is proposed. In addition, the diversity order
and coding gain of the new architecture are derived. Note that the
proposed analytical framework takes into account both the small-
scale fading and the system topology, and is directly applicable to
the conventional MIMO broadcast channel. Compared with the
state-of-the-art MIMO transmission in the broadcast channel,
it is mathematically shown that MSR-SM achieves the same
diversity order and a better coding gain, in the high Signal-to-
Noise Ratio (SNR) regime. Finally, the proposed mathematical
framework and the new findings are validated via Monte Carlo
simulation results.

I. INTRODUCTION

MULTI-ANTENNA communication has been considered

as a promising technique for achieving high data rates

without requiring additional radio resources [1, 2]. However,

due to the deployment of multiple antennas, the complexity of

the transceiver could become prohibitively high. A Multiple-

Input Multiple-Output (MIMO) scheme which promotes a low

complexity implementation is Spatial Modulation (SM) [3–8].

Due to its operating mechanism, SM requires a single Radio

Frequency (RF) front-end at the transmitter [3]. This is shown

to offer significant energy gains compared with conventional

MIMO techniques [9, 10]. In addition, at the receiver side, a

low complexity (single stream) Maximum Likelihood (ML)

detector is deployed [8]. Despite the adoption of a single

stream detector, SM is able to obtain a multiplexing gain.

Inspired by the potential of SM, several authors have

extended the concept of SM in different communication sce-

narios [11–23]. For example, Space Shift Keying (SSK) is a

low complexity and low rate variant of SM [11]. Furthermore,

Space Time Shift Keying (STSK) is a SM-based scheme

which extends the concept of SM in the time domain [24].

The first real system implementation of SM has recently
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been reported in [25]. The performance of SM under real

channel measurements is discussed in [26, 27]. A complete

introduction on SM is provided in [3].

A. Related Work and Motivation

Similar to the concept of conventional SM, the author of

[28] proposes a point-to-point closed-loop MIMO scheme that

applies the principle of SM at the receiver side. In particular,

using MIMO linear precoding, the reciprocal of SM, called

Receive-Spatial Modulation (R-SM), is obtained. The exten-

sion of R-SM to a scheme which spatially modulates multiple

parallel symbol streams to the indices of multiple receiving

antennas is conducted in [29, 30]. In the present paper, the

term of Multi-Stream Receive-Spatial Modulation (MSR-SM)

is used for this scheme. In addition, the performance of R-SM

in different application scenarios is studied in [31–36].

As discussed in [3], there is a wide range of spatially mod-

ulated architectures for point-to-point communication. How-

ever, is it possible for SM to be incorporated in a Multi-User

(MU) scenario? Indeed, just like any other MIMO physical

layer technique, SM and its variants can be combined with a

multiple access scheme such as Time Division Multiple Access

(TDMA), Frequency Division Multiple Access (FDMA), or

Orthogonal Frequency-Division Multiple Access (OFDMA) in

order to form a MU system.

A new trend in MIMO communication promotes systems

where multiple users are aggressively allocated in the same

time and frequency resources. Usually, this is accomplished via

Space Division Multiple Access (SDMA) techniques [37, 38].

However, the design of a SDMA-based spatially modulated

scheme for the downlink is a challenging task. Due to the

activation of a single transmit antenna (or a subset of the

available transmit antennas) and the way that information is

conveyed, the design of interference reduction, elimination,

or manipulation techniques becomes difficult. However, the

authors of [39, 40] managed to incorporate SM in the MIMO

broadcast channel. In these papers, non-interfering SM-based

communication is established via the use of a linear precoding

matrix which is based on the Zero Forcing (ZF) principle.

B. Contributions and Outcomes

Against this background, the present paper aims to in-

corporate MSR-SM in the MIMO broadcast channel. More

specifically, a new SDMA architecture based on the concept of

MSR-SM is proposed. In addition, an accurate mathematical

framework for computing the Average Bit Error Probability

(ABEP), the diversity order, and the coding gain is introduced.
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The proposed transmission scheme and framework, in partic-

ular, are based on the following assumptions: i) the wireless

channel follows a Rayleigh distribution; ii) Perfect-Channel

State Information at the Transmitter (P-CSIT) is assumed; iii)

the proposed precoder is designed based on the ZF principle;

and iv) the effect of system topology is duly taken into

account. Based on the proposed mathematical framework, it is

proved that the proposed scheme is capable of outperforming

the conventional MIMO broadcast channel. In particular, the

proposed scheme provides the same diversity order as state-

of-the-art MIMO scheme but a better coding gain in the high

Signal-to-Noise Ratio (SNR) regime.

As far as the novelty of the proposed mathematical frame-

work is concerned, to the best of the authors’ knowledge,

the analysis of the diversity order and of the coding gain

of MSR-SM is not available in the literature. In the present

paper, we prove, for the first time, that the conventional

MIMO broadcast channel and MU MSR-SM achieve the

same diversity order if they both rely on ZF precoding. In

addition, the proposed approach is directly applicable to point-

to-point single user scenarios. As far as this latter scenario

is concerned, in particular, it is worth mentioning that the

ABEP of MSR-SM for point-to-point single user transmis-

sion has recently been studied in [29, 30]. However, several

important differences exist between the framework available

in [29, 30] and that proposed in the present paper. The study

presented in [29] does not take into account the statistical

description of the received signal. The ABEP computed in

[30] is applicable to MSR-SM in the presence of a suboptimal

detector, which decouples the detection process. In contrast,

the analysis presented in Sections IV and V is different for

the following reasons: i) the statistical description of the

received signal is considered; ii) the system topology that

is inherent in MU setups is taken into account; and iii) the

detection process is based on the ML principle which imposes

some additional mathematical difficulties. Finally, since the

conventional Spatial MultipleXing (SMX) MIMO architecture

with ZF precoding is a special case of MSR-SM, the proposed

framework can be applied to this setup as well and can be

used for a simple comparison between the two architectures,

as better discussed in the sequel.

The rest of the present paper is organized as follows. In

Section II, the system model is introduced. In Section IV, the

ABEP of each user and of the whole system is computed. In

Section V, the diversity order and coding gain of MSR-SM in

the MIMO broadcast channel are analyzed. In Section VI, the

proposed MSR-SM MIMO architecture is compared against

the corresponding conventional MIMO broadcast channel and

some numerical results that validate our theoretical findings

are illustrated. Finally, Section VII concludes this paper.

Notation: Lowercase bold letters denote vectors and upper-

case bolt letters denote matrices. (·)T , (·)H , tr(·) and A1/2

denote transpose, Hermitian transpose, matrix trace and the

square root of A, respectively. The Kronecker product is

denoted as ⊗. ‖· ‖2 represents the Euclidean norm, while

‖· ‖F is the Frobenius norm. A diagonal matrix, whose main

diagonal includes the elements a1, · · · , an, is denoted as

diag (a1, . . . , an). E[·] denotes the mean value of a RV. A

complex Gaussian distribution with mean m and variance σ2
C

is represented as CN (m,σ2
C), where its real and imaginary

part are independent and identically distributed (i.i.d.) Gaus-

sian RV with distribution N (m,
σ2

C

2
). Re{·} denotes the real

part of a complex number or matrix.

II. SYSTEM MODEL

An uncoded Multi-User Multiple-Input Multiple-Output

(MU-MIMO) system that comprises a multi-antenna Base

Station (BS) and Nu remotely distributed multi-antenna users

is considered. The BS is equipped with Nt antennas and each

user possesses Nr antennas. Since the transmitter is a BS,

it is realistic to consider the assumption that Nt ≥ NuNr.

In addition, the wireless channel between the BS and every

user is assumed to be frequency flat and quasi-static. Finally,

P-CSIT is considered, which can be obtained by using either

the channel reciprocity or fast and error free links from the

users1.

Provided the availability of P-CSIT, the transmitter is able to

use linear precoding. By interpreting the Nt transmit antennas

and the B = NuNr receive antennas as a Nt × B MIMO

system, the baseband equation of such a system is expressed

as:

y = H̆P̆D̆x+w, (1)

in a matrix form. In (1), y =
[
yT
1 , . . . ,y

T
Nu

]T
is a NuNr × 1

vector, where yi, i = 1, . . . , Nu, denotes the Nr × 1 re-

ceived signal vector at the i-th user. The NuNr ×Nt matrix,

H̆ =
[

H̆H
1 , . . . , H̆H

Nu

]H

, denotes the wireless channel from

the transmitter to all receive antennas. Furthermore, the sub-

matrix H̆i, i = 1, . . . , Nu, denotes the wireless channel from

the transmitter to the i-th user. Due to the spatial distribution

of the users inside the geographical area of a cell, each user

experiences a different large-scale channel effect. However,

given that the receive antennas of each user are collocated,

the large-scale channel effect between the transmitter and each

receive antenna of a certain user is the same. Therefore, it is

assumed that H̆i, i = 1, . . . , Nu, has the following distribu-

tion: H̆i ∼ CN (0, ξiI). Here, the value of ξi is determined

by the transmission distance and the effect of shadowing.

In general, the values of ξi close to zero represent a poor

channel condition, while those of ξi close to one indicate

a strong channel condition. It is assumed that there is no

channel correlation due to rich scattering. The Nt × NuNr

precoding matrix can be formulated as P̆ =
[

P̆1, . . . , P̆Nu

]

,

where, P̆i, i = 1, . . . , Nu, corresponds to the precoding

matrix of the i-th user. In order to ensure that the transmitted

power is not amplified by the precoder P̆, a NuNr ×NuNr

diagonal normalization matrix D̆ = diag
(

d̆1, . . . , d̆NuNr

)

is

used. Every element d̆i, i = 1, . . . , NuNr, of D̆ is expressed

as, d̆i =
√

1/‖p̆i‖22, where, p̆i is the i-th column of P̆.

Thus, every column of the normalized precoding matrix,

P̆norm = P̆D̆ has unity power. The normalization matrix D̆

1In real systems, Channel State Information at the Transmitter (CSIT) is
subjected to imperfections. However, the study of the effect of imperfect CSIT
is out of the scope of this paper.
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xi =




0, . . . , 0, s1

︸︷︷︸

i1-th position

, 0, . . . , 0, si
︸︷︷︸

ik-th position

, 0, . . . , 0, sNs
︸︷︷︸

iNs -th position

0 . . . , 0






T

(7)

can be expressed in the following block diagonal matrix form,

D̆ = diag
(

D̆1, . . . , D̆Nu

)

. Here, D̆i, i = 1, . . . , Nu, is the

Nr ×Nr diagonal normalization matrix of the corresponding

precoding matrix P̆i. The collective signal vector at the

transmitter is denoted as, x =
[
xT
1 , . . . ,x

T
Nu

]T
, where, xi,

i = 1, . . . , Nu, is the signal vector for the i-the user. Finally,

w =
[
wT

1 , . . . ,w
T
Nu

]T ∼ CN (0, σ2
w
I) is a NuNr × 1 vector

that represents the white Gaussian noise. In more detail, wi,

i = 1, . . . , Nu, is the Gaussian noise observed by the i-th user.

The precoding method of interest in the present paper is ZF.

The ZF precoder is a suboptimal precoder that offers a good

trade-off between complexity and performance [41]. The main

characteristic of ZF precoding is the total elimination of inter-

ference between different users and between different antennas

of the same user. Hence, ZF precoding is an efficient method

that can be used for the formation of a MU architecture based

on MSR-SM. Therefore, if the channel matrix is expressed as,

H̆ = Ξ
1

2H, (2)

where, Ξ = diag (ξ1I, . . . , ξNu
I) , represents the effect of

the system topology, H =
[
HH

1 , . . . ,HH
Nu

]H ∼ CN (0, I),
represents the small scale fading, and Hi represents the small

scale fading effect of the i-th user, the ZF precoding matrix

is written as:

P̆ = HH
(
HHH

)−1
Ξ− 1

2 . (3)

Let the ZF precoder in (3), the diagonal normalization

matrix D̆ can be re-written as, D̆ = Ξ
1

2DMU, where, DMU =
diag (d1, . . . , dNuNr

) is a diagonal matrix. The i-th element

of the main diagonal of DMU is expressed as:

di =

√
√
√
√

1
[

(HHH)
−1
]

i,i

, i = 1, . . . , NuNr, (4)

in order to ensure that the instantaneous transmission power

is constrained.

In order to gain a better understanding, (2) and (3) can be

plugged into (1). By doing so, the received signal at user is

expressed as:

yi =
√

ξiDixi +wi, i = 1, . . . , Nu, (5)

since DMU = diag (D1 . . . ,DNu
) is a block diagonal matrix,

where Di is defined as the i-th Nr ×Nr block matrix of the

main block diagonal of DMU. From the structure of di in (4)

and (5), it can be seen that the received signal of the i-th user

is directly affected by the CSIT of all users.

The inspection of (5) highlights that the choice of the

transmitted vector xi, i = 1, . . . , Nu, determines the way

that information is transmitted to each user. For example,

conventional SMX transmission is obtained if all the elements

of xi are drawn from a conventional M -ary constellation

diagram M. On the other hand, MSR-SM can be obtained by

appropriately choosing the symbol vectors xi, i = 1, . . . , Nu,

as discussed in Section III.

At the users’ side, the reconstruction of the transmitted bit-

streams is undertaken by detecting the transmitted vectors xi,

i = 1, . . . , Nu. Provided that the i-th user is aware of ξi and

Di, this can be implemented at every user independently by

using the following ML detector:

(x̃i) = argmin
xi

‖yi −
√

ξiDixi‖22, i = 1, . . . , Nu. (6)

III. MULTI-STREAM RECEIVE-SPATIAL MODULATION

The objective of MSR-SM is twofold: i) the simultaneous

transmission of Ns ≤ Nr information symbols from the

transmitter to the receiver and ii) the transmission of additional

information bits via the indices of Ns (out of Nr) receive

antennas. Assuming ZF precoding, the received signal at each

user is given in (5). Hence, by appropriately choosing the

structure of the transmit signal vector xi, it is possible to

enforce that the noise free received signal Dixi has exactly

Ns non-zero elements and Nr −Ns zero elements. Let Di be

the diagonal matrix introduced in (5), the non-zero elements of

Dixi constitute a scaled version of the corresponding non-zero

elements of xi. Similarly, the positions of the zero elements

of Dixi are the same as those of the zero elements of xi. This

implies that a portion of binary information can be encoded in

the position of the non-zero elements of xi and consequently in

the position of the non-zero elements of the noise free received

signal Dixi.

The general expression of xi ∈ Bi for MSR-SM is given

in (7), which is available at the top of this page. Here, Bi

denotes the set (alphabet) of all possible transmitted symbol

vectors to the i-th user and {s1, . . . , sNs
} ∈ M, where

M is the deployed constellation. The positions of the non-

zero elements correspond to the indices of the receiving

antennas, while the positions of the zero elements correspond

to the antennas that do not receive signal. The selection of

the combinations of receiving antennas can be optimized in

order to minimize the instantaneous Bit Error Rate (BER) or

they can be chosen at random. In this paper, for reasons of

simplicity and mathematical tractability, the focus is on the

latter case.

With these assumptions, the bit-stream to be transmitted in

every signaling period is divided in two portions. The first

portion, which is of length kMSR-SM
1 = Ns log2 (M) bits, is

encoded and transmitted using the Ns symbols which are

drawn from the M -ary constellation M. The second portion,

which is of length kMSR-SM
2 = ⌊log2

((
Nr

Ns

))

⌋ bits, is encoded

in the indices of the receive antennas. Here,
(
·
·

)
denotes

the binomial coefficient. Therefore, the spectral efficiency of



4

MSR-SM is kMSR-SM = Ns log2 (M)+⌊log2
((

Nr

Ns

))

⌋ bits per

channel use (bpcu) per user. In the extreme case, where it holds

Ns = Nr, MSR-SM reduces to a spatially multiplexed MIMO

architecture with ZF precoding. In this case, the spectral

efficiency is kSMX = Nr log2 (M) bpcu per user.

The inspection of (7) reveals that the sparsity of the trans-

mission alphabet Bi of MSR-SM can be utilized in order

to offer lower computational complexity at the transmitter.

Provided that the precoding matrix P̆ of (3) is precomputed

offline before transmission, the transmitted signal, s = P̆D̆x,

in (1) can be computed with Ct = Nt(8NuNs − 2) + 2NuNs

real operations (additions or multiplications). It is clear that

as Ns takes lower values, the complexity of the transmitter

Ct is also reduced. The computational analysis of the detector

of MSR-SM is presented in [30]. In that paper, a suboptimal

detector with low complexity for MSR-SM is also proposed.

The study of the detector of [30] is, however, outside of the

scope of the present paper.

IV. EVALUATION OF THE AVERAGE BIT ERROR

PROBABILITY

In this section, the ABEP of each individual user and of

the whole MU system are derived. The ABEP of the i-th
user, P i

bit(γ), for a given transmit SNR γ, can be bounded

as follows:

P i
bit(γ) ≤

1

|Bi|kMSR-SM

∑

xi

∑

x̂i

x̂i 6=xi

d(xi → x̂i)P
i
e (xi → x̂i, γ),

(8)

using the union bound technique [42]. In (8), P i
e (xi → x̂i, γ)

represents the Pairwise Error Probability (PEP) of transmitting

xi to the i-th user while the detector decides in favor of

the erroneous symbol vector x̂i. The number of different bits

between the bit-words represented by xi and x̂i is denoted

by d(xi → x̂i). Furthermore, |Bi| = MNs2⌊log2 (
Nr
Ns
)⌋ denotes

the number of all possible transmitted symbol vectors to the

i-th user.

The evaluation of (8) requires the knowledge of

P i
e(xi → x̂i, γ), which is the expectation of the instantaneous

PEP over all channel realizations. Let the detector of the

i-th user in (6), a symbol error occurs at this user when,

Ei (xi, x̂i) =
{
‖yi −

√
ξiDixi‖22 > ‖yi −

√
ξiDix̂i‖22

}
. In

this case, if the statistical distribution of the Gaussian noise of

the i-th user is taken into account, after some manipulations,

the corresponding instantaneous PEP (conditioned on Di) is

expressed as:

P i
e

(
xi → x̂i, γ|D2

i

)
= Q

(√

cHi D2
i ci

2
ξiγ

)

. (9)

In (9), the vector ci is defined as ci = xi − x̂i. From (9) and

the structure of Di, it can be seen that the instantaneous PEP

of the i-th user depends on the CSIT of all users via Di.

For notational convenience, the following variables are

defined:

zi = cHi D2
i ci, (10)

and

γ̆i = ξiγ. (11)

In order to evaluate the expectation of (9) over all possible

realizations of the diagonal random matrix Di, (10), (11),

and the following tight upper bound of the Q-function [43],

Q (x) ≤ 1
6
e−2x2

+ 1
12
e−x2

+ 1
4
e

−x2

2 , are considered. In this

way, the PEP of interest is expressed as:

P i
e (xi → x̂i, γ̆i) ≤

1

6
Ezi

[
e−ziγ̆i

]
+

1

12
Ezi

[

e−
zi
2
γ̆i

]

+
1

4
Ezi

[

e−
zi
4
γ̆i

]

. (12)

From (12), it can be observed that the Probability Density

Function (PDF) of the Random Variable (RV) zi has to be

derived. To this end, using an algebraic elaboration on (10),

the RV zi can be re-written as:

zi =

Nr∑

k=1

|xk − x̂k|2d2k =
∑

xk−x̂k 6=0

|xk − x̂k|2d2k, (13)

where, xk and x̂k, k = 1, . . . , Nr, are the k-th elements

of xi and x̂i, i = 1, . . . , Nu, respectively. Furthermore, dk,

k = 1, . . . , Nr, is the k-th element of the main diagonal of

Di.

Usually, in the literature, the RVs d2k are assumed to be

statistically independent in order to simplify the mathematical

analysis [44, 45]. This assumption is, however, in contradiction

with the structure of d2k = 1/
[(
HiH

H
i

)−1
]

k,k
. In fact, the

realization of every RV d2k occurs using the same mathematical

operations on the same random matrix Hi. More specifically,

the following holds [46]:

d2k =
1

[
adj
(
HiH

H
i

)]

k,k

det
(
HiH

H
i

)
, (14)

where, adj(·) is the adjoint matrix and det(·) is the matrix

determinant. The inspection of (14) shows that for different

values of k = 1, . . . , Nr, the realization of the RVs d2k
affects one another, since they are produced via the same

mathematical formula using the same random elements of Hi.

This implies that the RVs d2k are dependent. An empirical

confirmation for the previous argument can be obtained by

computing the Pearson product-moment correlation coefficient

between any pair of the previous RVs using multiple samples.

In this way, it can be shown that the Pearson product-moment

correlation coefficient takes non-zero values. The analytical

evaluation of these correlation coefficients is difficult to be

obtained, since it requires the joint PDF between each pair of

the RVs d2k. An additional confirmation is provided in Section

VI-A, where the empirical PDF of zi is depicted against the

theoretical PDF derived below. Hence, it can be concluded that

the RVs d2k are statistically dependent.

Due to the dependence between the RVs d2k, a different ap-

proach, compared to the state-of-the-art literature, is proposed:

we take into account that d2k, k = 1, . . . , Nr, are dependent

and correlated gamma RVs.

For notational convenience, the variables

bj = |ck|2 = |xk − x̂k|2, (15)

and

Xj = d2k, (16)
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fzi(x) =

[
Ni∏

l=1

(
ᾰ1

ᾰl

)LMU

][
+∞∑

k=0

δ̆kx
NiLMU+k−1e−

x
ᾰ1

ᾰNiLMU+k
1 Γ (NiLMU + k)

]

H0(x), (21)

δ̆k+1 =







1, k = −1,

k
k+1

∑k+1
i=1

[
∑N

j=1

(

1− ᾰ1

ᾰj

)i
]

δ̆k+1−i, k = 0, 1, 2, . . . .
(25)

j = 1, . . . , Ni, are introduced only for those values of k in

(13) for which it holds that ck = xk − x̂k 6= 0. Here, ck is

the k-th element of ci. In addition, Ni is the number of non

zero elements of ci. Thus, the value of Ni depends on the

considered pair of xi and x̂i. Therefore, (13) can be re-written

as:

zi =

Ni∑

j=1

bjXj =

Ni∑

j=1

Zj . (17)

In (17), Zj is defined as:

Zj = bjXj . (18)

The PDF of d2k is explicitly derived in [46] as a gamma

distribution with d2k ∼ Gamma (LMU, 1) and

LMU = Nt −NuNr + 1. (19)

Consequently, given that Xj = d2k, Xj follows the same

distribution. Therefore, the RVs Zj = bjXj , j = 1, . . . , Nj ,

are distributed as Zj ∼ Gamma (LMU, bj), with a PDF given

by:

fZj
(x) =

1

bLMU

j Γ(LMU)
xLMU−1e

x
bj H0(x), (20)

Here, H0(x) is the Heaviside step function defined as,

H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.

Since Xj , j = 1, . . . , Nj , are correlated RVs, also, Zj =
bjXj , j = 1, . . . , Nj are correlated RVs. This implies that

zi is a RV which is equal to the sum of correlated Gamma

RVs. For this reason and based on [47, Corollary 1], the

PDF of zi is given in (21) at the top of this page. Note

that, because of the correlation between the different pairs

of RVs Zj , the derivations provided below are significantly

different than the corresponding derivations of a conventional

MIMO system which deploys ZF detection. Such an example

is the performance analysis presented in [38]. In fact, in a

conventional MIMO system with ZF detection, the detection

process of the parallel symbol streams decouples. Hence,

each parallel symbol stream can be detected independently.

Therefore, the correlation between the RVs which represent

the instantaneous receive SNR of each parallel symbol stream

does not need to be considered.

In (21), ᾰl, l = 1, . . . , Ni, are the eigenvalues of:

Ă = B̆R̆ (22)

in ascending order, and B̆ is the diagonal matrix

B̆ = diag (b1, . . . , bNi
) , (23)

where bl, l = 1, . . . , Ni, is the square of the absolute value of

the l-th non zero element of ci. Moreover, R̆ is a Ni × Ni

matrix defined as:

R̆ =









1
√
ρc · · · √

ρc
√
ρc

. . .
. . .

...
...

. . .
. . .

√
ρc√

ρc · · · √
ρc 1









, (24)

where, ρc is the Pearson product-moment correlation coeffi-

cient between any pair of two different RVs of the main diag-

onal of D2
i . The inspection of the structure of d2k shows that

the Pearson product-moment correlation coefficient between

every pair of two different RVs of the main diagonal of D2
i

takes the value of ρc. Finally, δ̆k, k = 0, 1, 2, . . ., are given in

(25) at the top of this page.

Let the PDF of zi given in (21), the evaluation of (12) over

all possible realizations of zi can be performed by evaluating

expectations of the following form, g (y) = Ezi

[
e−yγ̆izi

]
.

Here, y is a deterministic scalar. Thus, the evaluation of the

previous expectation is given as:

g (y) = Ezi

[
e−yγ̆izi

]
=

∫ +∞

−∞

e−yγ̆ixfzi(x)dx

=

[
Ni∏

l=1

(
ᾰ1

ᾰl

)LMU

][∫ +∞

0

e−yγ̆ix

×
+∞∑

k=0

δ̆kx
NiLMU+k−1e−

x
ᾰ1

ᾰNiLMU+k
1 Γ(NiLMU + k)

dx

]

=

[
Ni∏

l=1

(
ᾰ1

ᾰl

)LMU

]
+∞∑

k=0

[

δ̆k

ᾰNiLMU+k
1 Γ(NiLMU + k)

×
∫ +∞

0

xNiLMU1+k−1e
−
(

yγ̆i+
1

ᾰ1

)

x
dx

]

, (26)

From the integration formula in [48, p.346, 3.381, 4], we have:
∫ +∞

0

xν−1e−µxdx = µ−νΓ(ν), (27)

where, ν > 0 and Re{µ} > 0, and Γ(·) denotes the incomplete

gamma function defined in [48, p. 899]. By plugging (27) in

(26) and with the aid of some manipulations, we have:

g (y) =

[
Ni∏

l=1

(
ᾰ1

ᾰl

)LMU

]

(yᾰ1γ̆i + 1)
−NiLMU

×
+∞∑

k=0

δ̆k (yᾰ1γ̆i + 1)
−k

. (28)
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P i
e(x → x̂, γ) ≤

[
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

]

6
(ᾰ1ξiγ + 1)−NiLMU

+∞∑

k=0

δ̆k (ᾰ1ξiγ + 1)−k

+

[
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

]

12

(
ᾰ1

2
ξiγ + 1

)−NiLMU +∞∑

k=0

δ̆k

(
ᾰ1

2
ξiγ + 1

)−k

+

[
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

]

4

(
ᾰ1

4
ξiγ + 1

)−NiLMU +∞∑

k=0

δ̆k

(
ᾰ1

4
ξiγ + 1

)−k

. (29)

P+∞
i (xi → x̂i, γ) /

[
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

]

2

(
ᾰ1

4
ξiγ + 1

)−NiLMU

=




 NiLMU

√
√
√
√

2
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

ᾰ1

4
ξiγ +

NiLMU

√
√
√
√

2
∏Ni

l=1

(
ᾰ1

ᾰl

)LMU






−NiLMU

≈ γ−NiLMU






∏Ni

l=1

(
ᾰ1

ᾰl

)LMU

2

(
ᾰ1

4
ξi

)−NiLMU




+ o

(
γ−NiLMU

)

≤
[

ᾰ1
NiLMU

√
2

4
ξiγ

]−NiLMU

+ o
(
γ−NiLMU

)
. (32)

Since γ̆i = ξiγ and using the result from (28), the PEP of

the i-th user is given in (29) at the top of this page. Thus, the

evaluation of the ABEP of the i-th user follows from (8), by

using (29).

In addition to the performance of each user, the whole

system performance is of interest. A metric that is able to

evaluate the whole system performance is the system ABEP.

Assuming that the detection process at each user is performed

independently, the system ABEP is expressed as:

P System
bit (γ) =

1

Nu

Nu∑

i

P i
bit(γi). (30)

An upper bound of (30) can be obtained by using the upper

bound of the PEP, P i
bit(γi), of each user given in (8).

V. ANALYSIS OF DIVERSITY ORDER AND CODING GAIN

In the high SNR regime, the user and system performance

can be characterized in terms of diversity order and coding

gain. In [49], the diversity order and coding gain are obtained

from the metric of Symbol Error Rate (SER). Therefore, in

order to be perfectly aligned with [49], the focus in this

section is on the metric of SER. We start by analyzing these

performance measures for the i-th user, i = 1, . . . , Nu and

then generalize the analysis from the system standpoint based

on (30).

In order to compute the diversity order and coding gain

of the i-th user, a high SNR approximation for the PEPs of

the i-th user is needed. By using mathematical steps similar to

Section IV and based on the Chernoff bound of the Q-function,

Q (x) ≤ 1
2
e−

x2

2 , the PEP of the i-th user can be bounded as:

P i
e(xi → x̂i, γ) ≤

[
∏Ni

l=1

(
ᾰ1

αl

)LMU

]

2

(
ᾰ1

4
ξiγ + 1

)−NiLMU

×
+∞∑

k=0

δ̆k

(
ᾰ1

4
ξiγ + 1

)−k

. (31)

From (31), a high SNR (γ → +∞) approximation of the

PEP of the i-th user can be obtained as given below. If the SNR

approaches to infinity, only the smallest value of the exponent

k in (31) needs to be considered, which is equal to one. In

this way, using the previous simplification, (31) can be further

approximated as shown in (32) at the top of this page. Note

that the last step in (32) follows from the inequality:

Ni∏

l=1

(
ᾰ1

ᾰl

)LMU

≤ 1, (33)

which holds because ᾰl, l = 1, . . . , Ni, are the eigenvalues of

Ă in (22) in ascending order.

In this case, a high SNR approximation of the SER of the

i-th user is obtained as follows:

SER+∞
i /

1

|B|
∑

xi

∑

x̂i

x̂i 6=xi

P+∞
i (xi → x̂i, γ). (34)
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In (34), B denotes the set of all possible transmitted symbol

vectors to a generic user.

It can be observed that the high SNR approximation of the

SER in (34) is a linear combination of P+∞
i (xi → x̂i, γ), as

given in (32), for all possible pairs of xi and x̂i. Therefore, as

γ → +∞, the slope of (34) is determined by the smallest

exponent of γ in (32), i.e. NiLMU. The smallest value of

NiLMU occurs when Ni = 1. In fact, the dominant addends

of (34) are those for which Ni = 1. Therefore, the high SNR

approximation of the SER in (34) can be further approximated

by considering only these dominant addends. In addition, the

careful inspection of (32) shows that the matrix Ă in (22)

reduces to a scalar if Ni = 1. This implies ᾰ1 = b1, where b1
is given in (15).

With this simplification at hand, a more insightful approxi-

mation of (34) can be obtained. More specifically, from (32),

(34) can be expressed as:

SER+∞
i /

1

|B|
∑

xi

Ns∑

n=1

∑

x∈M

∑

x̂∈M
x̂ 6=x

[

|x− x̂|2 LMU
√
2

4
ξiγ

]−LMU

+

Ns∑

k=2

o
(
γ−kLMU

)
. (35)

By using a line of thought similar to [42, Chapter 5.2.9],

an upper bound for (35) is obtained by retaining only the

minimum distance, denoted by dmin, between every pair of

the constellation points {x, x̂} ∈ M. By doing so, after

some algebraic manipulations of the summations in (35), the

following high SNR approximation of the SER of the i-th user

is obtained:

SER+∞
i /

[

d2min

4
LMU

√

2

Ns (M2 −M)
ξiγ

]−LMU

+

Ns∑

k=2

o
(
γ−kLMU

)
. (36)

The bound in (36) may be loose for high values of the

constellation order M [42, Chapter 5.2.9]. However, it is

conveniently formulated for providing insightful information

on the achievable diversity order and coding gain. If M is

large, if needed, a tighter bound may be obtained by following

the guidelines in [42, Chapter 5.2.9].

Based on the definitions of the diversity order and coding

gain available in [49], the inspection of (36) reveals that the

diversity order of the i-th user is:

di = LMU, (37)

and that the corresponding coding gain is:

ci =
d2min

4
LMU

√

2

Ns (M2 −M)
ξi. (38)

Since LMU = Nt −NuNr +1, from (37) it follows that the

diversity order of the i-user does not depend on large-scale

channel effect, but only on the system size (the number of

transmit antennas Nr, the number of users Nu, and the number

of receive antennas per user Nr). In contrast, (38) shows that

the coding gain of the i-th user depends on the system size,

the number of parallel data streams Ns, the constellation size

M (via dmin and M ), and ξi which represents the large-scale

channel effect. Here, it is indirectly assumed that the large-

scale channel effect is deterministic.

From the system-level standpoint, the diversity order can

be computed by approximating the system SER for high SNR

(γ → +∞) as follows:

SER+∞
System =

1

Nu

Nu∑

i=1

SER+∞
i

/
1

Nu

Nu∑

i=1

[

d2min

4
LMU

√

2

Ns (M2 −M)
ξiγ

]−LMU

+

Ns∑

k=2

o
(
γ−kLMU

)
, (39)

where, the last step in (39) exploits the high SNR approxi-

mation in (36). In order to express (39) in a convenient form

that explicitly provides information on the diversity order and

coding gain, an upper bound based on the smallest value of ξi,
i = 1, . . . , Nu is used. More specifically, the following holds:

SER+∞
System /

[

d2min

4
LMU

√

2

Ns (M2 −M)
ξminγ

]−LMU

+

Ns∑

k=2

o
(
γ−kLMU

)
, (40)

where, ξmin = min (ξ1, . . . , ξNu
). From (40) and [49], it

follows that the system diversity order is:

dSystem = LMU, (41)

and the corresponding coding gain is:

cSystem =
d2min

4
LMU

√

2

Ns (M2 −M)
ξmin. (42)

Comparing (41) and (42) with (37) and (38), respectively,

we conclude that the diversity order and the coding gain

from the user and system standpoints are the same. The

main difference is that the system-level coding gain in (42)

is dominated by the large-scale channel effect of the user

having the weakest channel, i.e., the smallest value of ξi,
i = 1, . . . , Nu.

Based on the obtained expressions of the diversity order

and coding gain, the proposed transmission scheme can be

compared against the conventional MIMO broadcast channel.

To this end, it is worth noting that the proposed mathematical

framework is directly applicable to the conventional MIMO

broadcast channel by simply setting Ns = Nr. Therefore, (37),

(38), (41), and (42) can be directly used for comparing MU

MSR-SM and the conventional MIMO broadcast channel.

From (37) and (41), in particular, we conclude that the

diversity order is independent of Ns. As a result, both schemes

achieve the same diversity order. As for the conventional

MIMO broadcast channel, this conclusion is in agreement

with the results available in [50]. This further validates the
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correctness of our mathematical framework.

The comparison of (38) and (42), on the other hand, brings

to our attention that the coding gain depends on Ns. Therefore,

the coding gain of MU MSR-SM, where, in general, Ns < Nr

holds, is different from the coding gain of the conventional

MIMO broadcast channel, where Ns = Nr. Since both

schemes offer the same diversity order, the scheme providing

the highest coding gain also results in the lowest BER. Hence,

the superiority of a scheme compared to the other can be

assessed by a direct inspection of the following coding gain

ratio:

λi =
cMSR−SM
i

cSMX
i

=

(

dMSR−SM
min

dSMX
min

)2

LMU

√

Nr (M2
SMX −MSMX)

Ns

(
M2

MSR−SM −MMSR−SM

) .

(43)

By appropriately choosing the constellation orders

MMSR−SM and MSMX for MU MSR-SM and for the

conventional MIMO broadcast channel, respectively, the

same spectral efficiency can be guaranteed. In (43), the

coding gain of the i-th user of MU MSR-SM is denoted

by cMSR−SM
i and the coding gain of the same user in the

conventional MIMO broadcast channel is denoted by cSMX
i .

Furthermore, dMSR−SM
min and dSMX

min denote the minimum

distance between every pair of points of the adopted signal

constellations for MU MSR-SM and for the conventional

MIMO broadcast channel, respectively. From (43), it follows

that MU MSR-SM performs better than the conventional

MIMO broadcast channel if λi > 1.

If MMSR−SM = MSMX, a direct inspection of (43) reveals

that λi > 1 and that it increases as Ns decreases. This is

also supported by the fact that as Ns is reduced, dMSR−SM
min

is increased. This happens because, for a fair comparison, the

power of x and xi should be irrespective of Ns . Therefore,

the distances between the points of a deployed constellation

are increased as Ns is reduced. As a result, in this case,

MU MSR-SM outperforms the conventional MIMO broadcast

channel.

In general, however, it holds that MMSR−SM 6= MSMX. In

this case, usually, MU MSR-SM deploys a constellation of

higher order in order to achieve the same spectral efficiency

as the conventional MIMO broadcast channel. Therefore, the

minimum distance, dMSR−SM
min , between every pair of points

of the deployed constellation is decreased. Hence, although

the decrease of Ns have a positive effect on the increase

of the value of λi, the combined effect of increasing the

constellation order and consequently reducing dMSR−SM
min may

result in lower values of λi.

In this case, a direct analysis of (43) is more difficult.

The ratio λi can, however, be numerically computed. Table

I provides typical values of λi in dB scale, by assuming the

same spectral efficiency for both schemes. The inspection of

Table I shows that, for a group of system setups (Nt = 20,

Nr = 4, Nu = 4, Ns = 3; Nt = 20, Nr = 5, Nu = 4,

Ns = 4; and Nt = 16, Nr = 4, Nu = 4, Ns = 3), MU

MSR-SM provides a higher coding gain than the conventional

TABLE I
CODING GAIN OF MU MSR-SM, BASED ON (43), WITH RESPECT TO THE

CONVENTIONAL MIMO BROADCAST CHANNEL (Ns = Nr ).

System Configuration Ns kuser (bpsp) λi (in dB)

Nt = 20, Nr = 4, Nu = 4 3 8 1.49

Nt = 20, Nr = 4, Nu = 4 2 8 -2.49

Nt = 20, Nr = 4, Nu = 4 1 8 -11.05

Nt = 20, Nr = 5, Nu = 4 4 10 1.93

Nt = 16, Nr = 4, Nu = 4 3 8 2.49

Nt = 10, Nr = 2, Nu = 4 1 8 -2.98

MIMO broadcast channel. More specifically, the coding gain

is in the range between 1 and 2.49 dB. On the other hand,

for the rest of the system setups, the conventional MIMO

broadcast channel provides a higher coding gain. As a result,

(43) can be used for the system optimization and for ensuring

that MSR-SM is superior to the state-of-the-art. Note that,

as shown in Section II, smaller values of Ns result in lower

computational complexity at the transmitter. Therefore, in

terms of coding gain and complexity at the transmitter, the

optimal way for selecting the value of Ns is to find the smallest

one for which it holds that λi ≥ 1.

VI. SIMULATION RESULTS AND DISCUSSION

The objective of this section is twofold. First, to validate

the theoretical results of Sections IV and V using simulation

results. Second, to provide a performance comparison between

MU MSR-SM and the benchmark MIMO broadcast channel.

In this latter case, in particular, Ns = Nr is assumed and

no SM is used. More specifically, the benchmark system

conveys information to the Nu remote users by establishing

Nr parallel and non-interfering data streams to each one of

them. In all studied scenarios, the number of users is equal

to Nu = 4. As described in Section II, the wireless channel

of the i-th user, i = 1, . . . , Nu, is generated following a

complex Gaussian distribution
(

H̆i ∼ CN (0, ξiI)
)

. In more

detail, ξi, i = 1, . . . , Nu, is set equal to 1, 0.75, 0.5, and

0.25, for user 1, 2, 3, and 4, respectively. This choice allows

us to demonstrate how the large-scale channel effect (system

topology) affects the performance of different users. Values

of ξi which are close to one model strong channels, while

as ξi is reduced and approaches zero, less strong channels

are modeled. Note that, as it is a common assumption in the

literature [41, 45, 46, 51–54], the effect of shadowing is not

considered. Thus, the value of ξi is solely determined by the

transmission distance (pathloss). More specifically, for the i-
th user and at a normalized distance ri = r̄i/r0, where r̄i is

the transmission distance and r0 is a given reference distance,

the value of ξi is given as, ξi = 1/rαi . Here, α ≥ 2 is the

pathloss exponent. Therefore, for α = 2, the previous values

of ξi correspond to the following normalized distances of 1,

1.154, 1.142, and 2, respectively. For a fair comparison, the

M -ary constellations of both schemes are normalized such that

Ex [x] = 1 and Exi
[xi] =

1
Nu

. So, the transmit SNR of the

whole system is γ = 1
σ2
w

.
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Fig. 1. Illustration of empirical and analytical PDF of (17) by assuming
that: i) the RVs dk , k = 1, . . . , 2 are statistically dependent and ii) they are
independent. Setup: H ∼ CN (02×4, I2×4); and ii) b1 = 0.5 and b1 = 1.2.

0 10 20 30 40 50
10

−4

10
−3

10
−2

10
−1

Performance Analysis of MU MSR−SM

SNR/dB

B
E

R
 a

nd
 A

B
E

P

 

 

Sim.: User 1
Sim.: User 2
Sim.: User 3
Sim.: User 4
Sim.:System
Theory (Section IV)
High SNR approx.

Fig. 2. Performance analysis of MU R-SM (Ns = 1) for four users, when
ZF with P-CSIT is employed: simulation results vs. the bounds in Section IV.
The high SNR approximation of the ABEP is calculated using the PEP given
in (32). Setup: Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1,
0.75, 0.5, and 0.25 for the user 1, 2, 3, and 4, respectively.

A. Validation of (21)

Section IV provides the ABEP of MU MSR-SM by using

the PDF of zi given in (21). The derivation of (21) is based

on the fact that the RVs d2k, k = 1, . . . , Nr, are statistically

correlated. In order to confirm this, Fig. 1 illustrates the

empirical PDF of (17) and compares it against its analytical

expression in (21). In addition, Fig. 1 shows the analytical PDF

of (17) under the incorrect assumption that d2k , k = 1, . . . , Nr,

are statistically independent RVs, as usually considered in the

literature for mathematical tractability. If this assumption was

valid, the PDF of (17) could be directly obtained by using the

result from [47, Theorem 1]. From Fig. 1, we observe that the

theoretical PDF of (17) perfectly matches its empirical PDF.

In contrast, when the RVs d2k, k = 1, . . . , Nr are assumed

to be independent, the obtained PDF from [47, Theorem 1]

deviates from the empirical results.
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Fig. 3. Performance analysis of MU MSR-SM (Ns = 2) for four users, when
ZF with P-CSIT is employed: simulation results vs. the bounds in Section IV.
The high SNR approximation of the ABEP is calculated using the PEP given
in (32). Setup: Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1,
0.75, 0.5, and 0.25 for the user 1, 2, 3, and 4, respectively.
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Fig. 4. BER performance of MU MSR-SM as a function of Ns. Setup:
Nt = 20, Nr = 4, Nu = 4. The spectral efficiency is 8 bpcu.

B. Validation of the Theoretical Analysis

The upper bounds derived in Section IV are compared

against Monte Carlo simulations in Figs. 2 and 3. Furthermore,

the same figures illustrate the upper bounds of the ABEP for

the system and for each user when the high SNR approxima-

tion of the PEP in (32) is used. Note that Figs. 2 and 3 present

the BER of the proposed architecture in very high SNRs

solely for validating the theoretical framework of this paper.

The inspection of Figs. 2 and 3 indicates that the analytical

bounds of the ABEP are tight in the high SNR, both for (29)

and (32). More specifically, in the high SNR, the analytical

results can be considered as an excellent approximation of

the simulation results. In contrast, in the low SNR, there is

a difference between the theoretical and simulation results.

However, this is a well known phenomenon that originates

from using union bound methods [42]. Finally, the diversity

order and coding gain analysis of Section V is also verified

from Figs. 2 and 3. In more detail, the slope of the simulated

BER curves of each user is LMU = Nt−NuNr+1. In addition,

the simulated curves show that the behavior of the coding
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(a) The spectral efficiency is 2 bpcu, with Ns = 1.
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Fig. 5. BER performance of MU MSR-SM versus benchmark system (conventional MIMO broadcast channel with SMX). Setup: Nt = 10, Nr = 2,
Nu = 4.
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Fig. 6. BER performance of MU MSR-SM versus benchmark system (conventional MIMO broadcast channel with SMX). Setup: Nt = 20, Nr = 4,
Nu = 4.

gain of the i-th user depends on ξi. Similarly, the simulated

curves show that the system coding gain is dominated by ξmin.

These conclusions are in perfect agreement with the analysis

presented in Section V.

C. Analysis of the Impact of Ns

Figure 4 shows the BER of MU MSR-SM as a function

of Ns. It shows, in particular, that the BER of each user gets

better as Ns increases. This happens because higher values of

Ns require a lower modulation order of Quadrature Amplitude

Modulation (QAM) in order to achieve the same spectral

efficiency. Table I, however, shows that the optimal value of

Ns is not necessarily equal to Nr, i.e., the conventional MIMO

broadcast channel.

D. BER Comparison with the Conventional Broadcast Chan-

nel

Figures 5 and 6 show the BER of MU MSR-SM and of the

conventional MIMO broadcast channel (benchmark system)

for different system setups. As shown in Figs. 5(a), 6(a), and

6(b), in the low SNR, conventional MIMO offers a slightly

better BER than the new scheme. In the high SNR, on the

other hand, the new architecture outperforms the benchmark

system. More specifically, in Figs. 5(a), 6(a), and 6(a), and at

BER=10−4, MU MSR-SM provides a gain of 1.4, 0.8, and

1 dB, respectively. In contrast, in Fig. 6(b), MU MSR-SM

is outperformed by the benchmark system. However, even

in this case, MU MSR-SM retains its complexity benefits

at the transmitter. These findings are in agreement with the

mathematical analysis of the ratio of the coding gains in (43).

E. Energy Efficiency Comparison with the Conventional

Broadcast Channel

In this section, the energy efficiency of MU MSR-SM is

studied using the Relative Average Energy Reduction (RAER)

performance metric, which is defined as follows:

RAER[%] =
[

1− 10−
∆SNR
10

]

× 100%. (44)
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TABLE II
RAER OF MU MSR-SM WITH RESPECT TO THE CONVENTIONAL MIMO

BROADCAST CHANNEL.

Configuration ksystem (bpsp) Target BER RAER [%]

Nt = 20, Nr = 4, Nu = 4 32 10−1 −20%

Nt = 20, Nr = 4, Nu = 4 32 10−2 1%

Nt = 20, Nr = 4, Nu = 4 32 10−4 18%

In (44), ∆SNR denotes the SNR difference (in dB) between

MU MSR-SM and the conventional MIMO broadcast channel

for a given BER. It is worth mentioning that only the energy

consumption for the RF power transmission is considered.

Both architectures, in fact, have almost the same circuits

energy consumption, since they employ the same number of

RF front-ends.

Table II presents the system RAER of MU MSR-SM with

respect to the conventional MIMO broadcast channel, by

assuming the same system setup as in Fig. 6(a). Both schemes

provide the same BER and the same spectral efficiency. If

BER=10−1, the conventional MIMO broadcast channel is

more energy efficient. For practical values of the BER less

than 10−2, on the other hand, MU MSR-SM becomes more

energy efficient. For example, an energy efficiency gain of

18% is achieved by MU MSR-SM at BER=10−4.

VII. CONCLUSIONS

In this paper, the incorporation of MSR-SM for application

to the MIMO broadcast channel is introduced and its BER

performance is mathematically studied. More specifically,

based on the union bound technique, an accurate mathematical

framework for its performance evaluation is proposed and

discussed. From this framework, it is proved that MSR-SM

provides the same diversity order as the conventional MIMO

broadcast channel, while offering a better coding gain in the

high SNR regime. Also, this performance gain is achieved

with a reduction of the complexity of the transmitter. Numer-

ical simulations are shown in order to substantiate the gain

predicted by the analysis. As a result, MSR-SM is shown to

be a promising transmission scheme for the MIMO broadcast

channel.
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