
HAL Id: hal-01880039
https://hal.science/hal-01880039

Submitted on 24 Sep 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Bags of Graphs for Human Action Recognition
Xavier Cortés, Donatello Conte, Hubert Cardot

To cite this version:
Xavier Cortés, Donatello Conte, Hubert Cardot. Bags of Graphs for Human Action Recognition. Joint
IAPR International Workshops on Statistical Techniques in Pattern Recognition (SPR) and Structural
and Syntactic Pattern Recognition (SSPR), Aug 2018, Beijing, China. pp. 429-438. �hal-01880039�

https://hal.science/hal-01880039
https://hal.archives-ouvertes.fr


Bags of Graphs for Human Action Recognition 

Xavier Cortés
1
, Donatello Conte

1
, Hubert Cardot

1 

1 LiFAT, Université de Tours, Tours, France 

{xavier.cortes, donatello.conte, hubert.cardot}@univ-tours.fr 

Abstract. Bags of visual words are a well known approach for images 

classification that also has been used in human action recognition. This model 

proposes to represent images or videos in a structure referred to as bag of visual 

words before classifying. The process of representing a video in a bag of visual 

words is known as the encoding process and is based on mapping the interest 

points detected in the scene into the new structure by means of a codebook. In 

this paper we propose to improve the representativeness of this model including 

the structural relations between the interest points using graph sequences. The 

proposed model achieves very competitive results for human action recognition 

and could also be applied to solve graph sequences classification problems. 

1 Introduction 

Human action recognition in video sequences has become a necessary task in several 

applications such as human-robot interaction, autonomous driving, surveillance 

systems and many others. However, an accurate recognition performance of human 

actions is a very challenging task. 

Bags of Visual Words (BoVW) used before for images classification [1-3] have 

been shown as a successful way to address the problem of human action recognition 

[4-7]. The key idea of this approach is to map the interest points detected in a human 

action video in a representative structure referred to as BoVW taking into account its 

features. 

In order to improve the representativeness of the BoVW model, we propose to 

include in the representation the structural relations between the interest points instead 

of evaluating the points individually. 

A typical way to represent structured objects is by means of graphs. Graphs are 

defined by a set of nodes (interest points in our case) and edges (connections between 

the nodes) and they have become very important in pattern recognition. Graphs have 

been successfully applied in several domains such as cheminformatics, bioinformatics 

and computer vision among others [8-10]. We propose to represent human actions by 

means of graph sequences. 

It is important to remark that most of the fields in which graphs have been applied 

in pattern recognition, are based on single graph representations estimating graph 

distances [11] or classifying graphs [12]. However, dynamic or time dependent 

problems are very common in several pattern recognition applications. For instance 

signal processing, study of chemical interactions, proteins folding, evaluation of 

diseases behaviors on populations or the human action recognition problem addressed 



in this paper can be represented by streams of graphs evolving through the temporal 

dimension. Due to this, another important contribution of this paper is to present a 

method to classify graph sequences. 

The paper is organized as it follows, in section 2, we introduce the necessary 

definitions to understand the paper, in section 3, we present a model to transform a 

video in a graphs sequence, in section 4, we present a classification model for graph 

sequences, finally, in sections 5 and 6, we show the experimental results and the 

conclusions. 

2 Definitions 

In this section we introduce some definitions necessary to contextualize and 

understand the paper. 

2.1 Attributed Graph 

Formally, we define an attributed graph as a quadruplet g = (Σν , Σe , γv , γe), where 

Σv = {vi  | i =  1, … , n} is the set of attributed nodes, Σe =   eij  i, j ∈ 1, … , n  is the 

set of edges connecting pairs of nodes, γv  is a function that maps the nodes to their 

attributed values and γe  maps the edges. 

2.2 Graph Edit Distance 

The Graph Edit Distance (GED) [13, 14] defines a distance model between two 

attributed graphs gp  and gq   through the minimum amount of distortion required to 

transform gp  into gq . To do this, a set of edit operations of insertion, deletion, and 

substitution of nodes and edges are required. Edit cost functions are typically used to 

evaluate the level of distortion of each edit operation. A sequence of edit operations 

that completely transform gp  into gq  is referred to as editpath between gp  and gq . 

The total cost of the edit operations included in an editpath could be considered as a 

distance between gp  and gq . Note, that there are several editpaths between two 

graphs depending on the edit operations we use to do the transformation. Formally, 

GED is defined as the minimum cost under all possible editpaths T. 

 

GED gp , gq = min
Υ∈T

EditCost gp , gq , Υ   (1) 

2.3 Sub-optimal Graph Edit Distance Computation 

Optimal algorithms for computing the GED are based on complex search procedures. 

These procedures typically explore a wide range of possible editpaths between gp  



and gq  selecting the smaller in terms of total cost. The main drawback of these 

methods is that they are very complex in terms of computational cost. 

In order to reduce its computational complexity, the problem of minimizing the 

GED has been sub-optimally reformulated in [15, 16]. However in these works the 

problem still has a considerable computational complexity. More recently, in [17], the 

authors propose a quadratic time approximation of GED based on the Hausdorff 

matching algorithm. For a better understanding of the details of this algorithm we 

encourage to read the original paper [17]. 

2.4 Graph Sequences 

We define a graphs sequence G = {g1 , … , gn , … , gN }  as a stream of graphs 

representing the evolution through N different states, represented by graphs, of a 

single object. 

2.5 Bags of Graphs 

Bags of Words (BoW) are a kind pattern representation model that has been used for 

several years in language processing [18] and more recently as BoVW in image [1-3] 

and video classification [4-7]. A BoW is a global object descriptor consisting of 

different bins counting the mappings between the components of the represented 

object and the words of a codebook. We can distinguish three fundamental parts in 

this model, the first one is the codebook generation, the second one is the encoding 

procedure to embed the objects in a BoW and the last one is the classification 

algorithm. 

In [19], the authors introduced Bags-of-Graphs (BoG), a particular type of BoW to 

encode digital objects into histograms based on local structures defined by graphs. 

The authors propose to use the BoG to encode single graph representations as 

proteins, letters or images.  

Inspired by [19], in this paper, we propose to use a BoG to encode and classify 

graph sequences. 

3 Representing Human Actions by means of Graph Sequences 

We propose to represent each video by means of a graphs sequence. The original 

video is divided into splits of a predefined number of consecutive frames and each 

split is represented by a graph. The process consists of the following steps. First, we 

extract the interest points that appear in the frames of the original video. To do this, 

we propose to use a Spatio-Temporal Interest Point detector (STIP) [20] that can be 

seen as an extension of the Harris detector [21] but taking into account the temporal 

dimension. Next, we divide the original video into splits of consecutive frames and 

we group the interest points within the split where they have been detected. We build 

one graph per split. To do this we find the Convex Hull [22] on the spatial coordinates 

where the interest points have been detected to find which points are the vertexes of 



the smallest polygon enveloping all the points detected in the same split. Applying 

this method, we filter the interest points using only the vertexes and consequently we 

limit the cardinality and the density of the graph representations reducing also the 

computational complexity of the problem. Moreover, we assume that for human 

action recognition tasks, the peripheral interest points are more informative than the 

internal interest points. To feature the nodes we propose to use the Histogram of 

Optical Flows (HOF) [23] of the corresponding interest points as attributes. Finally, to 

represent the structure, we use the sides of the Convex Hull polygon. If two nodes 

belong to the ends of the same side, we connect them by an edge. Fig. 1 shows the 

process described in this section. 

 

Fig. 1. Representing human action videos by means of graph sequences. 

4 Graph sequences Classification using Bags of Graphs 

We propose to use BoGs representations (introduced in section 2.5) to encode graph 

sequences into histograms, mapping the graphs of the sequence to the graphs 

represented in a codebook. 

 
Fig. 2. Human action classification based on BoG scheme. 

 

Fig. 2 shows the general scheme of this classification model. First, we find the 

corresponding graphs sequence from a human action video, this procedure is 

described in section 3, next, we encode the graphs sequence in a BoG using a graph 

codebook and finally we perform the classification. In section 4.1 we propose a 

method to build a graph codebook of representative graphs from a training set while 



in section 4.2 we explain how to encode a graphs sequence in a BoG given a graph 

codebook. Finally, in section 4.3 we detail how to classify BoGs. 

4.1 Generation of Graph Codebooks by means of Graph Clustering 

 

Fig. 3. Graph codebook generation scheme. 

Graph codebooks are graph collections used to encode graph sequences in BoGs. A 

representative selection of graphs in the codebook is crucial for the performance of 

the model. To build a graph codebook we propose to follow a multi-level clustering 

approach based on the k-means algorithm [24] similar to the one presented in [7]. 

This approach proposes to build the codebook by means of clustering the interest 

points extracted from a set of training videos. The clustering is performed at different 

levels in order to reduce the computational complexity of the process and to be more 

robust to the noise. In our model we propose to cluster graphs instead of interest 

points. In the first level we cluster the graphs of the sequences extracted from the 

training videos (section 3) in order to select a subset of representative graphs per 

sequence while in the second level we cluster the output graphs of the first level to 

select the action representatives. The codebook is finally built attaching the output 

graphs of the second level in a single structure. In Fig. 3, we show a general scheme 

of the codebook generation process. 



The graph clustering problem has been addressed by several authors in the 

literature as in [25, 26] because is not trivial given the computational complexity of 

the GED. We followed a similar approach to the one presented in [26] to perform the 

graph clustering. The authors propose to embed the graphs before applying the k-

means clustering algorithm. The embedding problem aims to convert graphs into 

another structure to make more manageable the operations. There are different 

methods to solve the graph embedding problem as in [26-27]. In our model, we 

propose to embed graphs in n-dimensional vector spaces. The values of the embedded 

vector are filled by taking the GED between the graphs we are embedding to each one 

of the graphs in the set we are clustering. Once all the graphs have been embedded the 

k-means algorithm is applied on the embedded representations. The outputs of the k-

means algorithm are k-centroids in the vector space corresponding to k-clusters. 

Finally, as clusters representatives, we select the graphs whose embedded 

representations are the closest to the centroids found by the k-means algorithm. 

4.2 Bags of Graphs Encoding 

The encoding is the procedure to represent a graphs sequence in a BoG. The BoG is a 

histogram divided in different bins. Each bin corresponds to one of the graphs in the 

codebook. We propose to follow a soft-approach [28] updating each bin according the 

GED between the graph of the sequence that we are mapping and the corresponding 

graph in the codebook. Formally: 

A BoG ∈ ℝJ  is defined as a vector of J bins representing a graphs sequence 

where N is the number of graphs in a sequence G = {g1, … , gn , … , gN } and J is the 

number of representative graphs in a codebook W =  w1 , … , wj , … , wJ . 

We encode the graphs sequence G into each bin BoGj  of the BoG using the 

graph codebook W as follows: 

 

BoGj =  u(gn , wj) 

N

n=1

 (2) 

 

Where: 

 

u(gn , wj)  =
e(−β∙GED(gn ,w j ))

 e(−β∙GED(gn ,wk ))J
k=1

 (3) 

 

Where βa parameter to control the softness of the assignment and GED is the 

distance function between two graphs. 

4.3 Bags of Graphs Classification 

To perform the classification we propose to train one linear SVM [29] per class 

targeting the BoGs to the corresponding classes of the training videos. The trained 



SVMs are used to identify if the BoGs representing the videos that we want to classify 

belong to a class or not. 

5 Experiments 

The aim of our experiments is to empirically evaluate the performance of the model 

classifying videos of humans performing different actions. We tested the experiments 

on the KTH [30] dataset, which is commonly used in the human action recognition 

domain to compare results. 

The dataset consist of 599 videos corresponding to 6 different action classes. The 

actions are performed by 25 actors in 4 different scenarios. The testing set consists of 

the videos performed by the first 9 actors and the training set by the videos performed 

by the next 16 actors. 

We build the codebook using the graph sequences generated from the training 

videos following a multilevel clustering approach as we describe in section 4.1. In the 

first level, we select a sample of the 10% of graphs that appear in the original 

sequence and in the second level we select 50 graphs for each human action. Finally, 

given 6 actions and 50 graphs per action we build a graph codebook of 300 graphs. To 

build the graphs sequence as we described in section 3 we divide the original video 

into splits of 50 frames. The parameter β of the encoder (section 4.2) is fixed to 0.75. 

Due to its good balance in terms of computational complexity and classification 

accuracy, we have used the Hausdorff-GED (section 2.3) as the GED measure and the 

Clique centrality [31] as the costs function penalizing the structural dissimilarities. 

Table 1.  Accuracy results of our method and other state-of-the-art models following a similar 

experimental configuration. 

Method Accuracy 

Elshourbagy et al. [7] 97.7 

Bilinski et al. [32] 96.3 

Bregonzio et al. [33] 94.3 

Wang et al. [6] 92.1 

Klaser et al. [34] 91.4 

Laptev et al. [5] 91.8 

Zhang et al. [35] 91.3 

Dollr et al. [36] 81.2 

Our method 96.5 

 

In Table 1 we show a comparison between our method and other recently presented 

results following a similar experimental configuration. The values correspond to the 

average classification accuracy percentage achieved on each human action using a 

linear SVM classifier per class. Our method is the second best with respect to the 

state-of-the-art presented in the table, so proving the competitiveness of our solution. 

Fig. 4 shows some sample graphs appearing in the original sequence and the 

corresponding BoG belonging to different action classes. We observe how BoG 

representing videos of the same action class tend to be more similar. 



 

 

Class Sample Graphs of the Sequence Bag of Graphs 

Boxing 1 

      

Boxing 2 

      

Handwaving 1 

      

Handwaving 2 

      

Handclapping 1 

      

Handclapping 2 

      

Walking 1 

      

Walking 2 

      

Jogging 1 

      

Jogging 2 

      

Running 1 

      

Running 2 

      

Fig. 4. Sample Graphs and BoG of different human actions in the KTH dataset. 

6 Conclusions 

The main purpose of the paper is to present a method for human action recognition 

based on BoG. To perform this task, we propose a model consisting of two main 

parts. The first part consists of transforming of the human action video in a sequence 

of graphs. The second part is to encode the sequence of graphs in a BoG before 

classifying. We experimentally prove that our method is competitive compared with 

some of the best state-of-the-art results. Another relevant contribution of our paper is 

the idea to use the BoG model to classify graph sequences. For future works we 

consider to evaluate the performance of our model using different GED measures and 



to address new problems represented by graph sequences using our classification 

model. 
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