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Systems with Distributed Cyclic Delay Diversity
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Hongwu Liu, Member, IEEE, Philip V. Orlik Senior Member, IEEE, and

H. Vincent Poor Fellow, IEEE

Abstract—This paper investigates a distributed cyclic delay
diversity (CDD) transmission scheme for cyclic-prefixed single
carrier systems in non-identically and identically distributed
frequency selective fading channels. The distinguishable feature
of the proposed scheme lies in providing a transmit diversity
gain while reducing the burden of estimating the channel state
information (CSI), which is a challenging task in distributed
and cooperative systems. To effectively use the distributed CDD
scheme at the transmitters, two sufficient conditions are derived
to eliminate the intersymbol interference at the receiver and
leveraged to convert the multi-input single-output channel into
a single-input single-output channel. These conditions allow
the system to achieve the maximum diversity for frequency
selective fading channels at a full rate. To achieve this maximum
diversity, a fixed number of CDD transmitters is selected based
on the channel conditions, symbol block size, and maximum time
dispersion of the channel, and a new two-stage transmission mode
is proposed. Based on the distributed CDD and the proposed
selection schemes, a new expression for the signal-to-noise ratio
at the receiver is obtained with the aid of order statistics, and
then closed-form expressions for the outage probability and
average symbol error rate (ASER) are derived. As far as the
identically-distributed frequency selective fading channel model
is concerned, the achievable maximum diversity gain is proved,
with the aid of asymptotic analysis, to be equal to the product of
the total number of transmitters in the system and the number of
multipath components. Link-level simulations are also conducted
to validate the mathematical expressions of outage probability,
ASER, and maximum achievable diversity gain.

Index Terms—Distributed single carrier system, cyclic delay
diversity, diversity order, transmitter selection, frequency selec-
tive fading.

I. INTRODUCTION

UNDER the assumption that exact channel state informa-

tion (CSI) is available at the transmitter, the maximum

ratio transmission (MRT) scheme [1], [2] has been proposed

for exploiting the availability of multiple transmit antennas at

each transmitter. In particular, by applying a transmit weight
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vector that maximizes the signal-to-noise ratio (SNR) [1], [2],

better receiver performance can be achieved by virtue of a

diversity gain proportional to the number of transmit antennas.

Under the same conditions, MRT has been applied among dis-

tributed transmitters as well [3], in order to achieve a diversity

order proportional to the number of cooperating transmitters.

A distributed space-time-coded (STC) cooperative diversity

scheme has been proposed in [4] and [5]. However, full rate

orthogonal space-time block codes (STBCs) do not exist for

a general number of distributed transmitters.

Since acquiring CSI is a challenging task in distributed

cooperative systems, we consider, in the present paper, a

more practical transmit diversity scheme, which is referred to

as distributed cyclic delay diversity (CDD)1 [6]–[10]. Owing

to its compatibility with the Orthogonal Frequency Division

Multiplexing (OFDM) transmission scheme and thanks to its

reduced hardware complexity [8], CDD has been adopted in

several wireless communication systems that are based on

the 802.11ac [11], 802.11n [12], and Long-Term Evolution

(LTE) protocols [13]. As for OFDM transmission, it is usually

required to use forward error correction (FEC) codes in order

to convert spatial diversity into frequency diversity.

Cyclic prefixed single-carrier (CP-SC) transmission [14] has

been proposed as a good candidate scheme for several wireless

systems [15]–[20], including cooperative relaying [15]–[18],

spectrum sharing systems [19] and physical layer security

[20]. In contrast to OFDM transmission, CP-SC transmission

exhibits a reduced sensitivity to frequency offset errors, a

lower peak-to-average power ratio (PAPR), and a reduced

power-backing off. In addition, it alleviates the dynamic range

requirements of the linear amplifiers [6], [14], [15].

Recently, several works [6], [7], [9], [10] have attempted to

exploit CDD transmission for application to CP-SC systems.

Notably, the block iterative generalized decision feedback

equalizer (BI-GDFE) was proposed as an effective means

for cancelling the interference [6]. Its maximum achievable

diversity order, however, was not studied. In [7], on the

other hand, the authors proved that the BI-GDFE system is

capable of achieving the maximum diversity gain only if the

transmission rate is no greater than a given threshold. Other

works have, however, proved that CDD-based CP-SC systems

can achieve the maximum diversity gain at full rate [9], [10].

In [9], in particular, the authors proposed a method forming

1Since we apply CDD between cooperating transmitters, we call the
proposed CDD as the distributed CDD.
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an equivalent channel matrix for CDD with a proper choice of

the delay. In [10], in addition, the CDD scheme was combined

with relay selection for attaining the maximum diversity gain

in Rayleigh fading channels.

Without the need of channel equalization [6], [21], research

works in [15] and [22] have shown that the maximum diversity

of cooperative CP-SC systems over frequency selective fading

channels is jointly determined by multiuser diversity and mul-

tipath diversity. For two-hop cooperative relaying systems, best

relaying selection and best terminal selection are respectively

proposed in [15] and [22] for the independent and identically

distributed (i.i.d.) fading channel. To achieve the maximum

diversity, they both assume perfectly known CSI in the system.

However, since either a single relay or terminal is selected

for cooperation, its achievable coding gain is limited. Based

on the above state of the art of research on CDD-based CP-

SC systems, it can be concluded that the existing studies

are applicable to the analysis of non-cooperative transmitters

equipped with multiple transmit antennas. In the present paper,

on the other hand, we focus our attention on systems with

cooperative (or distributed) single-antenna, and hence low-

complexity, transmitters. A major objective of our research

work, more specifically, is to propose a CDD-based CP-SC

system that is capable of achieving the maximum diversity

without necessitating CSI either at the control unit (CU) or

at the transmitters. In our system model, the CU employs the

distributed CDD scheme among the transmitters. In light of

this, the channels among the transmitters and the receiver of

interest can be assumed to be independent but non-identically

distributed (i.n.i.d.). In the present paper, as a consequence, an

i.n.i.d. frequency selective fading channel model is assumed,

which makes the performance evaluation of CDD-based CP-

SC systems a challenging mathematical problem. To the best

of the authors’ knowledge, the mathematical analysis of this

system model is not available in the open technical literature.

More specifically, the novel contributions of the present

paper can be summarized as follows:

1) We propose a new cooperative CP-SC system that em-

ploys the distributed CDD scheme with a systematic delay

assignment. In particular, we assume a general system

model where only a subset of the available transmitters

cooperatively apply the distributed CDD scheme. The

selected transmitters are identified based on the maximum

time dispersion of the channel and size of the block

symbol for CP-SC transmission. A two-stage selection

process is proposed in order to select the collaborative

transmitters.

2) Inspired by the work in [9] and [10], we derive two

sufficient conditions for achieving the maximum diversity

order at full rate that is offered by CP-SC transmission.

3) In the general i.n.i.d. frequency selective fading channel,

we derive closed-form expressions of the outage proba-

bility and average symbol error rate (ASER) when either

one or two CDD transmitters are available. As far as

the analysis of system models with a larger number of

CDD transmitters is concerned, we provide closed-form

expressions of the same performance metrics in the i.i.d.

frequency selective fading channel. This is due to the

mathematical intractability of i.n.i.d. frequency selective

fading channels if more than two CDD transmitters are

considered. Based on the proposed mathematical frame-

works, we prove that the maximum achievable diversity

order is equal to the product of the number of available

transmitters and multipath components.

The rest of the present paper is organized as follows. In Sec-

tion II, the system and channel models are summarized. The

distributed CDD-based CP-SC system model is introduced as

well. In Section III and Section IV, the outage probability and

ASER are computed in i.n.i.d. and i.i.d. frequency selective

fading channels, respectively. Simulation results are presented

in Section V and conclusions are drawn in Section VI.

Notation: The superscript (·)H denotes complex conjugate

transposition; < . >Q denotes the modulo operation with base

Q; IN denotes an N × N identity matrix; 0 denotes an all-

zero matrix of appropriate dimensions; CN
(
µ, σ2

)
denotes

the complex Gaussian distribution with mean µ and variance

σ2; C
m×n denotes the vector space of all m × n complex

matrices; Fϕ(·) denotes the cumulative distribution function

(CDF) of the random variable (RV) ϕ, whose probability

density function (PDF) is denoted by fϕ(·);
(
n
k

)△
= n!

(n−k)!k!

denotes the binomial coefficient; a(l) denotes the lth element

of vector a and A(k, l) denotes the (k, l) element of matrix

A.

II. SYSTEM AND CHANNEL MODEL

A block diagram of the considered cooperative system is

provided in Fig. 1. The CU provides perfect backhaul connec-

tions {bm}Mm=1 to M single-antenna transmitters {TX}Mm=1.

This assumption originates from the fact that remote radio

head (RRH) types of transmitters are assumed2. Likewise, the

receiver, R, is equipped with a single receive antenna. We

assume two types of channel models: (1) i.n.i.d. frequency

selective fading channels, which, in general, are comprised

of a different number of multipath components. Since the

single antenna equipped transmitters can be distributed at

random in the region of interest, different path losses and

different fading severity are assumed. A distance-dependent

path loss component is also used to model large scale fading;

(2) i.i.d. frequency selective fading channels, which are made

of the same number of multipath components. In this case,

the transmitters are located at the same distance from the

receiver. This channel model, despite being simplified, is often

considered for getting some insight for system design and

optimization and it is widely used in the literature.

Since there are M ≥ K transmitters in the system, the

CU needs to select those that will take part to the CDD

processing. To this end, we propose the transmitter selection

process discussed in the next sections.

A. Pilot Transmission for Initialization

Due to the presence of a larger number of distributed

transmitters compared with the number of transmitters that

2As for the use of a baseband unit (BBU) instead of the CU, perfect
fronthaul links are assumed from the BBU to RRHs.
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Fig. 1. Block diagram of the proposed distributed CDD-based cooperative CP-
SC system. All the single antenna equipped transmitters are connected to the
CU via perfect backhaul links {bm}M

m=1
and communicate with the receiver

R through independent frequency selective fading channels {hm}M
m=1

. Out
of M ≥ K transmitters, only K transmitters take part in the data transmission
with the aid of CDD-aided processing. So, M −K non-CDD transmitters do
not participate to data transmission.

employ CDD processing, two questions need to be answered:

Q1 : How to choose only K CDD transmitters out of M

(M ≥ K) available transmitters?

Q2 : How to assign a CDD delay ∆k to the CDD transmitter

TXk?

To answer these questions, we assume that pilot symbols

can be used at the transmitter and that they are known at the

receiver. The signal received at the receiver and transmitted

from the kth transmitter can be written as follows:

pk =
√

PTαkHkp+ zR (1)

where PT is the transmission power of each transmitter, αk

is the path loss component of the independent channel hk,

Hk ∈ CQ×Q is a right circulant matrix whose (j, l)th element

is Hk(j, l) = hk(< j − l >Q), and zR is the receiver

noise zR ∼ CN (0, σ2
zIQ). A common pilot symbol block is

denoted by p ∈ CQ×1 with E{p} = 0, E{ppH} = IQ.

The block size of p is denoted by Q. Since known pilot

symbols are used, no detection is necessary at the receiver. In

addition, by employing appropriate channel sounding schemes,

the receiver is assumed to have exact knowledge of the number

of multipath components of each channel hk.

From (1), the SNR at the receiver is as follows [15]:

γk
△
=
PTαk‖hk‖2

σ2
z

= α̃k‖hk‖2 (2)

where α̃k
△
=PT αk

σ2
z

.

The M available SNRs are arranged in ascending order of

magnitude as follows [23], [24]:

0 ≤ γ(1) ≤ γ(2) ≤ · · · ≤ γ(M) (3)

and their corresponding indices are denoted by

XI
△
=[(1), (2), · · · , (M)]. To reduce the feedback overhead

from the receiver to the CU, the receiver feeds back XI and

the maximum number of multipath components estimated

from channel sounding, namely, Nh = max(N1, . . . , NK), to

the CU.

The CU is assumed to be aware of Nh and of the CP length,

Np. Thus, the CDD delay length, ∆i, can be determined from

the following two conditions:

C1 : Np = Nh, (4)

C2 : ∆i = (i− 1)Np (5)

where C1 is needed to remove the intersymbol interference

(ISI) caused by the CP-SC transmission [15], and C2 is

required to form a non-overlapping equivalent channel vector

that allows us to convert the multi-input single-output (MISO)

channel into a single-input single-output (SISO) channel [9].

More precisely, the ISI can be removed if Np ≥ Nh. Since

it is preferable to keep the CP length as small as possible

compared to the symbol block size Q, we consider Np = Nh.

Based on C1 and C2, we propose to determine the number

of CDD transmitters, K , as a function of the symbol block

size, Q, and the maximum number of multipath components,

as follows:

K = 1 +
⌊ Q

Np

⌋

(6)

where ⌊·⌋ denotes the floor function.

Since we assume M ≥ K , the CU needs to select

the K CDD transmitters that are specified by the last

K elements of XI and form a table of CDD delays,

X∆
△
={∆1, . . . ,∆K−1,∆K}, which is used for assigning the

CDD delays to the CDD transmitters. The main objective

is, in fact, uniquely assigning one out of the K delays in

X∆ to a given CDD transmitter. To this end, consider the

K chosen CDD transmitters. Assume that Q transmission

symbols, {s1, . . . , sQ}, are transmitted sequentially from the

CU or BBU to all the transmitters. Each CDD transmitter

collects them to form a transmission symbol block s =
[s1, ..., sQ]

T ∈ CQ×1, where we assume that E{s} = 0 and

E{ssH} = IQ. Let ∆k be the unique CDD delay assigned to

the kth CDD transmitter. The exact value of ∆k is discussed in

Corollary 1 below. The kth CDD transmitter applies circular

shifting operations by using its assigned CDD delay ∆k, which

can be expressed by applying the permutation shifting matrix

P∆k

Q . In particular, the matrix P∆k

Q is obtained by circularly

shifting down the identity matrix IQ by ∆k. For instance,

P
∆k=1
Q=4 is given by

P∆k=1
Q=4 =








0 1 0 0

0 0 1 0

0 0 0 1

1 0 0 0







. (7)

Let us apply the QR decomposition (QRD) to the right

circulant matrices Hcir and H∆k

cir

△
=HcirP

∆k

Q . We obtain

H
∆k

cir = Q∆kR∆k , where

Q∆k = P
∆k

Q Q, and R∆k = R (8)
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which shows that the upper triangular matrix, R∆k , obtained

from the QRD of the column permutated circulant matrix is

independent of the column permutation, whereas the unitary

matrix, Q∆k , is obtained by pre-multiplying the permutation

matrix by Q3. With these prerequisites, the following corollary

holds.

Corollary 1: Let the delays of the K CDD transmitters

satisfy the conditions C1 and C2. Then, provided that each

transmitter is assigned a different delay, different assignments

of the cyclic delays to the CDD transmitters result in the same

performance if a maximum likelihood detector (MLD) [15] is

used at the receiver.

Proof: See Appendix A.

Corollary 1 implies that the system performance, which de-

pends on trace
(

(H∆k

cir )
HH∆k

cir

)

, is independent of the selec-

tion priority of the delays. For example, the CU has the free-

dom of assigning the delay ∆k to the CDD transmitter TXk

without any performance loss. In the sequel, this assumption

is retained for simplicity but without loss of generality. Based

on Corollary 1, as a result, the CU needs only Nh and XI

for applying the proposed CDD-based CP-SC transmission

scheme.

B. Information Data Transmission via Distributed CDD

Let us apply the permutation shifting matrix to the kth CDD

transmitter. The corresponding symbol s̃ can be formulated as:

s̃k = P∆k

Q s, where s ∈ CQ×1. Before transmission, a CP that

contains the last Np symbols of s̃k, is added to the front of s̃k.

The obtained symbol, sk, is sent through a frequency-selective

fading channel that is denoted by hk and is assumed to have

Nk multipath components.

At the receiver, after removing the CP, the signal can be

formulated as

r =

K∑

k=1

√

PTαkHkP
∆k

Q s+ zR (9)

where the additive noise is zR ∼ CN (0, σ2
zIQ). Since the

product of two right circulant matrices, Hk and P∆k

Q , is

another right circulant matrix, with the aid of (5), (9) can

be expressed as follows:

r = HCDDs+ zR (10)

where HCDD is an equivalent channel matrix comprising the

frequency fading channels from the K CDD transmitters to

the receiver. Its first column vector is as follows:

hCDD△
=
[√

PTα1(h1)
T ,01×(Np−N1), ...,

√

PTαK(hK)T ,01×(Np−NK)

]T ∈ C
Q×1. (11)

Since right circulant matrices are determined by their first

column vector, then hCDD completely specifies the equivalent

channel matrix HCDD.

From the equivalent expression of the received signal r, we

can observe the following facts:

3If the diagonal components of the matrix R∆k are all positive, these two
prerequisites are true.

1) The received signal does not include interference from

other CDD transmitters. This is obtained by virtue of the

properly designed CDD delays ∆k. As a result, the MISO

channel is converted into a SISO channel for distributed

CP-SC transmission. Since each channel vector comprises

Np elements, additional zeros are required in forming

hCDD.

2) Maximum transmit diversity can be achieved by em-

ploying the proposed distributed CDD scheme which

specifies the CDD delay according to two sufficient

conditions specified by Eqs. (4) and (5). This is proved

mathematically in the following sections.

III. PERFORMANCE ANALYSIS IN I.N.I.D. FREQUENCY

SELECTIVE FADING CHANNELS

To investigate the performance of the proposed distributed

CCD-based CP-SC transmission scheme, the distribution of

the SNR at the receiver needs to be computed.

A. SNR at the Receiver

From (9), the SNR [15] over the channel from the kth CDD

transmitter to the receiver can be formulated as follows:

γk =
PTαk‖h‖2

σ2
z

= α̃k‖hk‖2 (12)

which coincides with (2). The CDF and PDF of γk are,

respectively, given by

Fk(x) = 1− e
− x

α̃k

Nk−1∑

l=0

1

l!

( x

α̃k

)l

and

fk(x) =
xNk−1

Γ(Nk)(α̃k)Nk
e
− x

α̃k (13)

where Γ(·) denotes the gamma function. Based on (9), the

aggregated SNR from the K CDD transmitters is given by

SK =

K∑

k=1

α̃(M−K+k)

N(M−K+k)
∑

l=1

|h(M−K+k)(l)|2

=
K∑

k=1

γ(M−K+k). (14)

It is important to mention that the selected K CDD transmit-

ters provide the largest K SNRs to the receiver. This implies

that the analysis of (14) requires the mathematical tool of order

statistics. In other words, γ(M) is the largest SNR, γ(M−1) is

the second largest SNR, etc. Thus,

K∑

k=1

γ(M−K+k) is the sum

of the K largest SNRs. This implies that the SNRs in (14)

are correlated and, thus, the mathematical analysis of (14) is

a non-trivial problem.

Let us arrange the SNRs in increasing order of magnitude,

i.e., γ(M−K+1) < γ(M−K+2) < . . . < γ(M). The joint

PDF of γr1
△
=γ(M−K+1), γr2

△
=γ(M−K+2), . . . , γrK

△
=γ(M) can

be written as [24]:

fr1,r2,...,rK (x1, x2, . . . , xK) =
1

(M −K)!
PerAK (15)
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where

AK
△
=













F1(x1) f1(x1) . . . f1(xK)

F2(x1) f2(x1) . . . f2(xK)

...
...

...
...

FM (x1) fM (x1) . . . fM (xK)

M −K
︸ ︷︷ ︸

1
︸︷︷︸

1
︸︷︷︸

1
︸︷︷︸













(16)

and Fk(·) and fk(·) are the CDF and PDF of γk, i.e., the

kth SNR without CDD operation. Their expressions are pro-

vided in (13). Also, let us define the matrix










a11 a12
...

...

aM1 aM2

i
︸︷︷︸

j
︸︷︷︸










containing i copies of the first column vector [a11, . . . , aM1]
T

and j copies of the second column vector [a12, . . . , aM2]
T .

The permanent of a square matrix A, denoted by PerA, is

defined similar to the matrix determinant except for the fact

that all signs are positive [23], [24]. If a square matrix A

is considered, for example, A =






a b

c d

1
︸︷︷︸

1
︸︷︷︸




, we have

PerA = ad+ bc.
With the aid of some alegraic manipulations, a desired

compact expression for PerÃK
△
= PerAK

(M−K)! can be shown to be

(17) at the next page. For ease of analysis, we introduce the

notation XM
△
={1, . . . ,M} and Xp

△
=XM − {i1, . . . , iM−K}.

Also, the list of all possible permutations of the elements of

Xp is denoted by Pp
△
=Perms(Xp), where q denotes the qth

permutation of Pp. In addition, kl,q denotes the lth element of

permutation q. By applying the binomial and multinomial the-

orems [25, eq. (1.111)], (17) can be written as (18) at the next

page. In (18), we have defined D1
△
= q1

α̃i1
+. . .+ qM−K

α̃iM−K

+ 1
α̃k1,q

,

m̃1
△
=q̃1 + . . .+ q̃M−K +Nk1,q , and q̃l

△
=

Nil
−1

∑

tl=0

tlql,tl+1. Also,

∑

qj,1,...,qj,Nij
qj,1+...+qj,Nij

=qj

denotes the sum for all set of positive indices

{qj,1, . . . qj,Nij
} satisfying qj,1 + . . . + qj,Nij

= qj with the

possible range of 0 ≤ qj,m ≤ qj , ∃j, ∀m.

From (18), the moment generating function (MGF) of the

RV SK can be computed as follows:

ΦSK (s) =

∫ x2

0

∫ x3

0

. . .

∫ xK

0

∫ ∞

0

e−s(x1+...+xK)

PerÃKdx1dx2 . . . dxK−1dxK . (19)

The MGF in (19) necessitates the computation of (K − 1)-
fold nested integrals, whose solution does not exist for general

values of K in the considered i.n.i.d. frequency selective

fading channel model. In the rest of this section, therefore,

we focus our attention only on the case studies K ∈ {1, 2},

for which closed-form solutions can be found. In Section IV,

on the other hand, we consider the i.i.d. frequency selective

fading channel model for which closed-form expressions of

the MGF can be found for general values of K .

Theorem 1: The CDF of the aggregated received SNR from

two CDD transmitters in i.n.i.d. frequency selective fading

channels with Nh = Nk, ∀k is given by (20) at the next page.

In (20), we have defined D2
△
= 1

α̃k2,q
and γl(·, ·) denotes the

lower-incomplete gamma function.

Proof: See Appendix B.

If K = 1, i.e., a single CDD transmitter is considered,

PerÃK is given by (21) at the next page. Note that (21) is the

PDF of γ(M) and SK=1. Different but equivalent expressions

for γ(M) are derived in [26]. From (21), the CDF of SK=1

can be formulated as the expression in (22) provided at the

next two pages.

B. Outage Probability

From the CDF, the outage probability can be readily for-

mulated in closed-form. For a given outage threshold, γth, the

outage probability is as follows:

Oout(γth) =

{

FSK=1(γth), for K = 1,

FSK=2(γth), for K = 2.
(23)

It is worth noting that FSK=1(γth) is the outage probability

corresponding to the worst-case scenario for the proposed

CDD-based CP-SC transmission scheme.

C. Average Bit Error Rate

According to [27], the ASER can be expressed, as a function

of the CDF of the received SNR, as follows:

Pe =
ma

√
mb

2
√
π

∫ ∞

0

x−1/2FSK (x)e−xmbdx (24)

where ma and mb are specified by the modulation scheme

being used.

With the aid of the closed-form expressions of FSK=1(x)
and FSK=2(x), an explicit expression of the ASER is provided

in the following theorem.

Theorem 2: The closed-form expression of the worst ASER

of the CDD-based CP-SC transmission scheme is given by

(25) at the next two pages.

Proof: The computation of PK=1
e follows from the fol-

lowing notable integral:

ma
√
mb

2
√
π

∫ ∞

0

x−1/2γl(m̃1, D1x)e
−mbxdx

(a)

=

ma
√
mb

2
√
π

∫ ∞

0

x−1/2e−mbxG1,1
1,2

(

D1x
∣
∣
∣

1

m̃1, 0

)

dx

(b)

=

ma

2
√
π
G1,2

2,2

(D1

mb

∣
∣
∣
1/2, 1

m̃1, 0

)

(26)

where Gm,n
p,q

(

t
∣
∣
∣
a1, ..., an, an+1, ..., ap

b1, ..., bm, bm+1, ..., bq

)

denotes the Meijer

G-function [25, eq. (9.301)]. In the derivation of (26), we use

[28, eq.(06.06.26.0004.01)] in (a) and [29, eq. (2.24.3.1)] in

(b). Replacing K1 in (22) with (26), the final result in (25)

follows.
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PerÃK =
∑

i1,i2,...,iM−K
1≤i1<i2<...<iM−K≤M

∑

q∈Pp

M−K∏

j=1

Fij (x1)fk1,q (x1)

K∏

l=2

fkl,q
(xl)

=
∑

i1,i2,...,iM−K
1≤i1<i2<...<iM−K≤M

∑

q∈Pp

M−K∏

j=1

(

1− e
−

x1
α̃ij

Nij
−1

∑

l=0

(x1)
lα̃−l

ij

Γ(l + 1)

) (x1)
Nk1,q

−1e
−

x1
α̃k1,q

Γ(Nk1,q )(α̃k1,q )
Nk1,q

K∏

l=2

(xl)
Nkl,q

−1e
−

xl
αkl,q

Γ(Nkl,q
)(α̃kl,q

)Nkl,q

. (17)

PerÃK =
∑

i1,i2,...,iM−K
1≤i1<i2<...<iM−K≤M

∑

q∈Pp

1∑

q1=0

. . .

1∑

qM−K=0

(
1

q1

)

. . .

(
1

qM−K

)

(−1)q1+...+qM−K

∑

q1,1,...,q1,Ni1
q1,1+...+q1,Ni1

=q1

. . .
∑

qM−K,1,...,qM−K,NiM−K
qM−K,1+...+qM−K,NiM−K

=qM−K

M−K∏

j=1

(

qj !

qj,1! . . . qj,Nij
!

)

M−K∏

j=1

Nij
−1

∏

tj=0

( 1

tj !

)qj,tj+1
M−K∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nk1,q e−x1D1xm̃1−1
1

Γ(Nk1,q )

K∏

l=2

(xl)
Nkl,q

−1e
−

xl
αkl,q

Γ(Nkl,q
)(α̃kl,q

)Nkl,q

. (18)

FSK=2(x) =
∑

i1,i2,...,iM−2
1≤i1<i2<...<iM−2≤M

∑

q∈Pp

1∑

q1=0

. . .

1∑

qM−2=0

(
1

q1

)

. . .

(
1

qM−2

)

(−1)q1+...+qM−2

∑

q1,1,...,q1,Nh
q1,1+...+q1,Nh

=q1

. . .
∑

qM−2,1,...,qM−2,Nh
qM−2,1+...+qM−2,Nh

=qM−2

M−K∏

j=1

(

qj !

qj,1! . . . qj,Nh
!

)

M−2∏

j=1

Nh−1∏

tj=0

( 1

tj!

)qj,tj+1
M−2∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nh Γ(m̃1)

Γ(Nh)

( 1

α̃k2,q

)Nh

[ m̃1∑

f=1

(−1)m̃1−f (D2 −D1)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − f

)
γl(f,D1x)

Γ(f)(D1)f
+

Nh∑

f=1

(−1)Nh−f (D1 −D2)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

Nh − f

)
γl(f,D2x)

Γ(f)(D2)f
−

m̃1−1∑

b=0

(2)−b−NhΓ(b +Nh)

Γ(b + 1)Γ(Nh)

[ m̃1−b∑

f=1

(−1)m̃1−b−f (D2/2−D1/2)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − b− f

)
γl(f,D1x)

Γ(f)(D1)f
+

Nh+b∑

f=1

(−1)Nh+b−f (D1/2−D2/2)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

Nh + b− f

)
γl(f, (D1/2 +D2/2)x)

Γ(f)((D1/2 +D2/2))f

]]

. (20)

PerÃK =
∑

i1,i2,...,iM−1
1≤i1<i2<...<iM−1≤M

∑

q∈Pp

1∑

q1=0

. . .

1∑

qM−1=0

(
1

q1

)

. . .

(
1

qM−1

)

(−1)q1+...+qM−1

∑

q1,1,...,q1,Nh
q1,1+...+q1,Nh

=q1

. . .
∑

qM−K,1,...,qM−K,Nh
qM−1,1+...+qM−1,Nh

=qM−1

M−1∏

j=1

( qj !

qj,1! . . . qj,Nh
!

)

M−1∏

j=1

Nh−1∏

tj=0

( 1

tj !

)qj,tj+1
M−1∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nh e−x1D1xm̃−1

Γ(Nh)
. (21)



7

FSK=1(x) =
∑

i1,i2,...,iM−1
1≤i1<i2<...<iM−1≤M

∑

q∈Pp

1∑

q1=0

. . .

1∑

qM−1=0

(
1

q1

)

. . .

(
1

qM−1

)

(−1)q1+...+qM−1

∑

q1,1,...,q1,Nh
q1,1+...+q1,Nh

=q1

. . .
∑

qM−1,1,...,qM−1,Nh
qM−1,1+...+qM−1,Nh

=qM−1

M−1∏

j=1

( qj !

qj,1! . . . qj,Nh
!

)

M−1∏

j=1

Nh−1∏

tj=0

( 1

tj !

)qj,tj+1
M−1∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nh 1

Γ(Nh)(D1)m̃1
γl(m̃1, D1x)
︸ ︷︷ ︸

K1

. (22)

PK=1
e =

∑

i1,i2,...,iM−1
1≤i1<i2<...<iM−1≤M

∑

q∈Pp

1∑

q1=0

. . .

1∑

qM−1=0

(
1

q1

)

. . .

(
1

qM−1

)

(−1)q1+...+qM−1

∑

q1,1,...,q1,Nh
q1,1+...+q1,Nh

=q1

. . .
∑

qM−1,1,...,qM−1,Nh
qM−1,1+...+qM−1,Nh

=qM−1

M−1∏

j=1

( qj !

qj,1! . . . qj,Nh
!

)M−1∏

j=1

Nh−1∏

tj=0

( 1

tj !

)qj,tj+1

M−1∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nh ma

2
√
πΓ(Nh)(D1)m̃1

G1,2
2,2

(D1

mb

∣
∣
∣
1/2, 1

m̃1, 0

)

. (25)

Finally, we note that FSK=2(x) can be expressed in terms of

the summation of a finite number of lower-incomplete gamma

functions. This implies that the same approach as for the

computation of FSK=1(x) can be used. The resulting closed-

form expression is not provided due to space limitations.

In the next section, simplified expressions of outage proba-

bility and ASER in i.i.d. frequency selective fading channels

are provided.

IV. PERFORMANCE ANALYSIS IN I.I.D. FREQUENCY

SELECTIVE FADING CHANNELS

Let us assume a frequency elective fading channel, where

each channel has the same number of multipath components.

A closed-form expression of the CDF of SK is provided in

the following theorem.

Theorem 3: In i.i.d. frequency selective fading channels, the

CDF of the aggregate received SNR from K CDD transmitters,

is, for K < M and K = M , respectively, given by (27) at the

next page. In (27), we have defined β
△
= K

1+p+K , m1
△
=NhK− l̃,

m2
△
=l̃ + q̃ +Nh, q̃

△
=
∑Nh−1

t=0 tqt+1 for a non-negative integer

set {q1, q2, . . . , qNh
} satisfying the condition

∑Nh

k=1 qk = p

and l̃
△
=
∑Nh−1

t=0 tlt+1 for another non-negative integer set

{l1, l2, . . . , lNh
} satisfying the condition

∑Nh

k=1 lk = K .

Proof: See Appendix C.

A. Outage Probability and Average Symbol Error Rate

With the aid of the CDF of SK , the outage probability of

the CDD-based CP-SC system can be formulated as follows:

Õout(γth) = F̃SK (γth). (28)

Similar to the derivation of the ASER in i.n.i.d. frequency

selective fading channels, the ASER in i.i.d. frequency selec-

tive fading channels is provided in the following theorem.

Theorem 4: In i.i.d. frequency selective fading channels, the

ASER of the proposed CDD-based CP-SC system is given by

(29) at the next page.

The details of the proof are omitted because it directly

follows by applying the notable integral in (26).

B. Asymptotic Analysis of Outage Probability and Average

Symbol Error Rate

To better understand the performance of the proposed

scheme, we analyze the behavior of the CDF of SK in the

high-SNR regime. This is useful for identifying the diversity

order of the system.

Proposition 1: In the high-SNR regime, the CDF of SK can

be simplified as follows:

F̃ as
SK (x) = K

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

γl(MNh, x/α̃)

Γ(MNh)
. (30)

Proof: See Appendix D.

From Proposition 1, high-SNR expressions of outage prob-

ability and ASER can be obtained as follows:

Õas
out(γth) = F̃ as

SK (γth), (31)

P̃K,as
e = K

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

ma

2
√
πΓ(MNh)

G1,2
2,2

( 1

mbα̃

∣
∣
∣

1/2, 1

MNh, 0

)

. (32)
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F̃SK<M (x) =
M

Γ(Nh)

(
M − 1

K

)M−K−1∑

p=0

(
M −K − 1

p

)

(−1)p
∑

q1,...,qNh
q1+q2+...+qNh

=p

p!

q1!q2! . . . qNh
!

∑

l1,...,lNh
l1+...+lNh

=K

K!

l1!l2! . . . lNh
!

Nh−1∏

t1=0

( 1

t1!

)qt1+1
Nh−1∏

t2=0

( 1

t2!

)lt2+1

Γ(l̃ + q̃ +Nh)(1 + p+K)−l̃−q̃−Nh

[ m1∑

f=1

(−1)m1−fβm1−f (1 − β)−m1−m2+f

(
m1 +m2 − f − 1

m1 − f

)

γl(f,
x
α̃ )

Γ(f)
+

m2∑

f=1

(−1)m2−fβm1−f (β − 1)−m1−m2+fβf

(
m1 +m2 − f − 1

m2 − f

)
γl(f,

x
βα̃ )

Γ(f)

]

,

F̃SK=M (x) =
γl(MNh, x/α̃)

Γ(MNh)
. (27)

P̃K<M
e =

M

Γ(Nh)

(
M − 1

K

)M−K−1∑

p=0

(
M −K − 1

p

)

(−1)p
∑

q1,...,qNh
q1+q2+...+qNh

=p

p!

q1!q2! . . . qNh
!

∑

l1,...,lNh
l1+...+lNh

=K

K!

l1!l2! . . . lNh
!

Nh−1∏

t1=0

( 1

t1!

)qt1+1
Nh−1∏

t2=0

( 1

t2!

)lt2+1

Γ(l̃ + q̃ +Nh)(1 + p+K)−l̃−q̃−Nh

[ m1∑

f=1

(−1)m1−fβm1−f(1 − β)−m1−m2+f

(
m1 +m2 − f − 1

m1 − f

)
ma

2
√
πΓ(f)

G1,2
2,2

( 1

mbα̃

∣
∣
∣
1/2, 1

f, 0

)

+

m2∑

f=1

(−1)m2−fβm1(β − 1)−m1−m2+f

(
m1 +m2 − f − 1

m2 − f

)
ma

2
√
πΓ(f)

G1,2
2,2

( 1

mbβα̃

∣
∣
∣
1/2, 1

f, 0

)]

,

P̃K=M
e =

ma

2
√
πΓ(MNh)

G1,2
2,2

( 1

mbα̃

∣
∣
∣

1/2, 1

MNh, 0

)

. (29)

Finally, from the asymptotic expressions of the outage

probability and ASER, the achievable diversity order of the

proposed CDD-based CP-SC transmission scheme is provided

in the following theorem.

Theorem 5: The proposed distributed CDD-based CP-SC

transmission schemes which specify the CDD delay according

to two sufficient conditions provided by Eqs. (4) and (5)

achieve a diversity order equal to Gd = MNh, where M
is the total number of transmitters available in the system and

Nh is the number of multipath components of the channel.

Proof: We first approximate (31) as:

Õas
out(γth) ≈ CoK

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

(γth/α)
MNh

Γ(MNh + 1)

(PT

σ2
z

)−MNh

(33)

where Co is an approximation constant.

We observe that Gm,n
p,q

(

z
∣
∣
∣
a1, · · · , an, an+1, · · · , ap
b1, · · · , bm, bm+1, · · · , bq

)

∝

zβ as z → 0, where β = min(b1, . . . , bm) [30, Section 5.4.1].

Based on this, we can approximate (32) as follows:

P̃K,as
e ≈ CpK

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

maα
−MNh

2
√
πΓ(MNh)m

MNh

b

(PT

σ2
z

)−MNh

(34)

where Cp is an approximation constant. The proof follows by

direct inspection of (33) and (34).

It is worth nothing that the constants Co in (33) and Cp

in (34) affect the accuracy of proposed asymptotic approxi-

mations, i.e., the coding gain, however they do not affect the

diversity order.

Finally, we note that the number of cooperating CDD

transmitters, K , does not affect the diversity order of the

system. This is a novel finding with respect to past research

works, such as [31]–[33]. In [33], the difference between the

total number of transmitters, M , and the number of selected

transmitters, K , determines the maximum diversity order [31],

[32]. Our proposed system, on the other hand, is more similar

to cooperative relaying, where the diversity order is a function

of the total number of relays [15], [34].
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V. SIMULATION RESULTS

In this section, link-level simulations are conducted to

validate analysis and findings. For simplicity, Binary Phase

Shift Keying (BPSK) modulation is used. The curves ob-

tained via link-level simulations are denoted by Ex. Analytical

performance curves are denoted by An. High-SNR curves

are denoted by As. The transmission block size for CP-SC

transmission is Q = 64 with Np = 16. The transmission

power is assumed to be PT = 1 for all transmitters. The

SNR threshold causing an outage is γth = 3 dB. Note that

we consider the i.n.i.d. frequency selective fading channel

and the i.i.d. frequency selective fading channel in order.

Taking into account of transmitter cooperation, we compare

the performance of this work with that of selection combining

which was proposed by [20] and [35]. We can see that this

selection combining is a special case of the proposed CDD

scheme with K = 1.

A. Independent but non-identically distributed (i.n.i.d.) fre-

quency selective fading channel

We choose a particular location of the receiver and six

transmitters at the most, that is, M = 6. The pathloss

components over the channels from the transmitters to receiver

are given by α = {0.12, 0.13, 0.14, 0.15, 0.16, 0.143}; that is,

α1 = 0.12, . . . , α6 = 0.143. The same number of multipath

components for each channel is assumed.

1) Outage Probability Analysis: For this particular set of

pathloss components, Figs. 2 and 3 show the accuracy of

the derived outage probability obtained by using (23), when

compared with the exact outage probability from simulations.
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Ex, (K = 2,Nh = 1)
An, (K = 2,Nh = 1)
Ex, (K = 2,Nh = 2)
An, (K = 2,Nh = 2)
Ex, (K = 2,Nh = 3)
An, (K = 2,Nh = 3)
Ex, (K = 1,Nh = 2)
An, (K = 1,Nh = 2)
Ex, (K = 3,Nh = 2)

Fig. 2. Outage probability as a function of the number of multipath
components and CDD transmitters. When K = 1, the outage probability
corresponds to the CP-SC system with selection combining .

In Fig. 2, we investigate the effect of the number of

multipath components and the number of CDD transmitters

on the outage probability. This figure shows that the derived

outage probability for various scenarios is very tight to that

obtained via link-level simulations. For a fixed number of four

transmitters and two CDD transmitters, a different number of

multipath components results in a different outage probabil-

ity. As the number of multipath components increases, for

instance, Nh = 3 vs. Nh = 1, a steeper slope can be observed.

Thus, we can infer from this figure that the number of

multipath components is one of the key factors that determine

the diversity gain. For a fixed number of four transmitters

and two multipath components, this figure shows that a lower

outage probability is obtained if more CDD transmitters are

chosen. This is due to an increased aggregated signal power at

the receiver. However, we can observe that the same slope is

obtained, while the curves move to a lower outage probability

region. This indicates that the number of CDD transmitters,

K , influence the coding gain rather than the diversity gain. An

example is given by the curves corresponding to the setups

(K = 3, Nh = 2) vs. (K = 3, Nh = 1). Since the distributed

CDD scheme can aggregate more signal power at the receiver

as the number of CDD transmitters increases, the setup with a

single CDD transmitter results in the worst outage probability.

Note that the system proposed by [15] and [22] is somewhat

similar to the set up of a single CDD transmitter, so that the

distributed CDD scheme can provide a larger coding gain. In
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An,M = 4
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An,M = 5
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An,M = 6

Fig. 3. Outage probability for several system setups.

Fig. 3, we investigate the effect of the number of transmitters

on the outage probability. We assume two CDD transmitters

and two multipath components. This figure shows that, as the

number of transmitters increases, the distributed CDD scheme

provides a smaller outage probability and a steeper curves’s

slope. An example is given by the setups M = 6 vs. M = 2.

As the number of transmitters increases, it is more likely to

get relative large channel gains, so that the distributed CDD

scheme provides advantages on the aggregate signal power at

the receiver. Thus, the number of transmitters in the system
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is also a key factor in determining the slope of the outage

probability, which corresponds to the diversity gain.

2) Average Symbol Error Rate Analysis: To validate our

mathematical derivation of the ASER, we compare the derived

ASER with that obtained by the QRD-M detector4 [15], [36].
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Fig. 4. ASER for several system setups. When K = 1, the ASER corresponds
to the CP-SC system with selection combining.

Fig. 4 shows good agreement between the simulated ASER

and the mathematical expression of the ASER for various

values of K and Nh. This figure shows that as either the

number of transmitters or the number of multipath components

increases, a better ASER is obtained. Since using more CDD

transmitters yields a higher aggregated signal power at the

receiver, a better ASER is obtained as well.

In Fig. 5, we investigate the coding gain of the system by

assuming a single CDD transmitter. Under the assumption of

three multipath components, we observe that the ASEP gets

better as the number of transmitters increases. An example

if given by the setups (M = 5,K = 1, Nh = 3) vs. (M =
3,K = 1, Nh = 3). The case study (M = 3,K = 1, Nh = 1),
among those studied, provides the worst ASER. For a given

slope (diversity order), we study the individual impact of K
and Nh. From the figure, we note that the impact of multipath

is more pronounced. Two setups showing these trends are

(M = 4,K = 1, Nh = 3) vs. (M = 3,K = 1, Nh = 4),
and (M = 5,K = 1, Nh = 3) vs. (M = 3,K = 1, Nh = 5).

B. Independent and identically distributed (i.i.d.) frequency

selective fading channel

In this case, we assume α = 0.14 for all path-losses.

1) Outage Probability Analysis: Fig. 6 compares the outage

probability in (29) with simulations and show a good matching

between them. Given the number of CDD transmitters and

4Interested readers can find relevant information about the QRD-M detector
from [36].
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Fig. 5. ASER for several system setups.
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Fig. 6. Outage probability for various scenarios. When K = 1, the outage
probability corresponds to the CP-SC system with selection combining.

the number of multipath components, we note that the slope

of the curves (diversity order) does not change. In particular,

two different slopes are shown in the figure: the setups (M =
3,K = 1, Nh = 1), (M = 3,K = 2, Nh = 1), and (M =
3,K = 3, Nh = 1) have the same slope, whereas the setups

(M = 3,K = 1, Nh = 2), (M = 3,K = 2, Nh = 2), (M =
3,K = 3, Nh = 2), and (M = 2,K = 1, Nh = 3) have

a steeper slope than the other case studies. Once again, these

numerical results confirm that the number of CDD transmitters

do not affect the diversity order.

2) Average Symbol Error Rate Analysis: Similar to the

i.n.i.d. frequency selective fading channel model, we compare

the ASER of the proposed scheme against that obtained by us-
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Fig. 7. ASER for several system setups. When K = 1, the ASER corresponds
to the CP-SC system with selection combining.

ing the QRD-M detector. The results are reported in Fig. 7. For

the considered case studies, e.g., (M = 3,K = 1, Nh = 1),
(M = 3,K = 3, Nh = 1), (M = 3,K = 3, Nh = 2),
and (M = 4,K = 3, Nh = 1), a good accuracy between

modeling and simulations is obtained. In addition, this figure

is obtained by using the same parameters used for the QRD-M

demodulator in the i.n.i.d. frequency selective fading channel.

This shows that the same diversity order is obtained.

C. Asymptotic Performance Analysis on Outage Probability

and ASER
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Fig. 8. Outage probability vs. asymptotic outage probability for several system
setups. When K = 1, the outage probability corresponds to the CP-SC system
with selection combining .

In Figs. 8 and 9, we compare the outage probability and

ASER against their high-SNR asymptotic approximations.

These two figures allow us to validate Theorem 5 and then

to extract the maximum achievable diversity from the outage

probability and ASER. As far as the approximations are

concerned, we use the following constants: Co = 0.8 for

(M = 4,K = 1, Nh = 1), Co = 0.25 for (M = 3,K =
2, Nh = 1), Co = 0.9 for (M = 3,K = 1, Nh = 1),
Co = 0.15 for (M = 3,K = 2, Nh = 2), and Co = 0.65 for

(M = 2,K = 2, Nh = 4). By using these values, we obtain

a tight approximation and note, as expected, that the slope

of the curves does not change. By direct inspection of the

curves, we note that the slope of the curves of the high-SNR

asymptotic approximation of the outage probability is equal to

Gd = MNh. In particular, the setups (M = 4,K = 1, Nh =
1), {(M = 3,K = 2, Nh = 1), (M = 3,K = 1, Nh = 1)},

(M = 3,K = 2, Nh = 2), and (M = 2,K = 2, Nh = 4)
have a diversity order equal to Gd = 4, Gd = 3, Gd = 3,

Gd = 6, and Gd = 8, respectively.
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Fig. 9. ASER vs. asymptotic ASER for several system setups. When K = 1,
the ASER corresponds to the CP-SC system with selection combining .

To produce the curves of the ASER in the high-SNR regime,

we use the following constants: Cp = 0.3 for (M = 4,K =
3, Nh = 1), Cp = 25 for (M = 3,K = 2, Nh = 1), and

Cp = 0.4 for (M = 6,K = 3, Nh = 1). In this case as well,

a good approximation is obtained in the high-SNR regime.

Similar to the outage probability, the diversity gain is Gd =
MNh and, in particular, the setups (M = 3,K = 1, Nh = 1),
(M = 4,K = 3, Nh = 1), (M = 3,K = 1, Nh = 2),
(M = 6,K = 3, Nh = 1), (M = 3,K = 1, Nh = 2) and

(M = 6,K = 3, Nh = 1) provide the largest diversity order.

VI. CONCLUSIONS

In this paper, we have proposed a new distributed CDD-

based CP-SC transmission scheme. Two conditions have been

derived to achieve the maximum diversity at full rate, which

allow us to suppress the interference caused by allowing
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multiple transmitters to be active and by the time dispersion

introduced by the channel. The outage probability and the

ASER of the proposed scheme have been analyzed in i.n.i.d

and i.i.d. frequency selective fading channels. It has been

proved that the maximum diversity order of the system is

equal to the product of the number of available transmitters

and of the number of multipath components. With the aid

of simulations, it has been shown that the number of CDD

transmitters, on the other hand, affects the coding gain but it

does not affect the diversity order.

APPENDIX A: DERIVATION OF PROPOSITION 1

It is known that the performance of a MLD depends on

trace
(

(H∆k

cir )
HH

∆k

cir

)

, which is given by

trace
(

(H∆k

cir )
HH∆k

cir

)

= (R∆k(1, 1))2

= (R(1, 1))2

=

N∑

l=1

|h∆k

cir (l)|2 =

N∑

l=1

|hcir(l)|2 (A.1)

where h∆k

cir and hcir are the first column vectors of H∆k

cir and

Hcir, respectively, whose lth elements are denoted by h
∆k

cir (l)

and hcir(l). Eq. (A.1) shows that the trace
(

(H∆k

cir )
HH∆k

cir

)

is

independent of the column permutations. This implies that the

MLD provides the same performance for different assignments

of the cyclic delays to the CDD transmitters, provided that

each transmitter is assigned a different (unique) delay.

APPENDIX B: DERIVATION OF THEOREM 1

If K = 2, the MGF simplifies to:

ΦSK=2(s) =

∫ x2

0

∫ ∞

0

e−s(x1+x2)PerÃKdx1dx2 (B.1)

which is evaluated as (B.2) at the next page. To compute (B.2),

we have used the series expansion of the lower incomplete

gamma function [25, eq. (8.352.1)]. The following equivalent

expressions of J2 and J3 can be obtained:

J2 =

m̃1∑

f=1

(−1)m̃1−f (D2 −D1)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − f

)

(s+D1)
−f +

Nh∑

f=1

(−1)Nh−f

(D1 −D2)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

Nh − f

)

(s+D2)
−f

(B.3)

and

J3 =

m̃1−b∑

f=1

(−1)m̃1−b−f
(D2

2
− D1

2

)−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − b− f

)

(s+D1)
−f +

Nh+b∑

f=1

(−1)Nh+b−f

(D1

2
− D2

2

)−(m̃1+Nh−f)
(
m̃1 +Nh − f − 1

Nh + b− f

)

(

s+
D1

2
+

D2

2

)−f

. (B.4)

By applying the inverse MGF to J2/s and J3/s, the CDF can

be expressed as the summations of the following two terms:

FJ2 =

m̃1∑

f=1

(−1)m̃1−f (D2 −D1)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − f

)
γl(f,D1x)

Γ(f)(D1)f
+

Nh∑

f=1

(−1)Nh−f

(D1 −D2)
−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

Nh − f

)

γl(f,D2x)

Γ(f)(D2)f
(B.5)

and

FJ3 =

m̃1−b∑

f=1

(−1)m̃1−b−f
(D2

2
− D1

2

)−(m̃1+Nh−f)

(
m̃1 +Nh − f − 1

m̃1 − b − f

)
γl(f,D1x)

Γ(f)(D1)f
+

Nh+b∑

f=1

(−1)Nh+b−f

(D1

2
− D2

2

)−(m̃1+Nh−f)
(
m̃1 +Nh − f − 1

Nh + b− f

)

γl(f, (
D1

2 + D2

2 )x)

Γ(f)(D1

2 + D2

2 )f
. (B.6)

Replacing J2 and J3 in (B.2) by FJ2 and FJ3 , we can readily

obtain (20).

APPENDIX C: DERIVATION OF THEOREM 3

According to [37], conditioned on γ(M−K) and α = 1, SK

can be written as a summation of K i.i.d. random variables

as follows:

SK |γ(M−K) =

K∑

s=1

γ∗
s (C.1)

where γ∗
1 , · · · , γ∗

K are i.i.d. random variables whose PDF is

fγ∗(y) =
f1(y)

(1− F1(x))
for y > x (C.2)

with F1(·) and f1(·) denoting, respectively, the CDF and PDF

of γ1. From (C.1), the PDF of SK and its corresponding MGF

can be formulated as follows:

fSK (y) =

∫ y

0

fSK|γ(M−K)=x(y|x)fγ(M−K)
(x)dx and

ΦSK (s) =

∫ ∞

0

ΦK
γ∗(s)fγ(M−K)

(x)dx (C.3)

where Φγ∗(s) is the MGF of γ∗
1 . From (C.2), Φγ∗(s) is given

by

Φγ∗(s) =
1

(1 + s)Nh

(

1− F1((1 + s)x)
)

(1− F1(x))
−1. (C.4)

Applying the binomial and multinomial theorems [25, eq.

(1.111)], ΦSK (s) is computed as in (C.5) at the next page.
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ΦSK=2(s) =
∑

i1,i2,...,iC−2
1≤i1<i2<...<iC−2≤C

∑

q∈Pp

1∑

q1=0

. . .

1∑

qC−2=0

(
1

q1

)

. . .

(
1

qC−2

)

(−1)q1+...+qC−2

∑

q1,1,...,q1,Nh
q1,1+...+q1,Nh

=q1

. . .
∑

qC−2,1,...,qC−2,Nh
qC−2,1+...+qC−2,Nh

=qC−2

C−2∏

j=1

( qj !

qj,1! . . . qj,Nh
!

)C−2∏

j=1

Nh−1∏

tj=0

( 1

tj !

)qj,tj+1

C−2∏

j=1

( 1

α̃i,j

)q̃j( 1

α̃k1,q

)Nh Γ(m̃1)

Γ(Nh)

( 1

α̃k2,q

)Nh

[

(s+D1)
−m̃1(s+D2)

−Nh

︸ ︷︷ ︸

J2

−
m̃1−1∑

b=0

(2)−b−NhΓ(b +Nh)

Γ(Nh)Γ(b + 1)
(s+D1)

−(m̃1−b)
(

s+
D1

2
+

D2

2

)−(b+Nh)

︸ ︷︷ ︸

J3

]

. (B.2)

ΦSK (s) =
M

Γ(Nh)

(
M − 1

K

)M−K−1∑

p=0

(
M −K − 1

p

)

(−1)p
∑

q1,...,qNh

p!

q1! . . . qNh
!

∑

l1,...,lNh

K!

l1! . . . lNh
!

Nh−1∏

t1=0

( 1

t2!

)qt1+1
Nh−1∏

t2=0

( 1

t2!

)lt2+1

Γ(l̃ + q̃ +Nh)(1 + p+K)−l̃−q̃−Nh (1 + s)−m1(1 + βs)−m2

︸ ︷︷ ︸

J4

. (C.5)

ΦSK (s) =
M

Γ(Nh)

(
M − 1

K

)M−K−1∑

p=0

(
M −K − 1

p

)

(−1)p
∑

q1,...,qNh

p!

q1! . . . qNh
!

∑

l1,...,lNh

K!

l1! . . . lNh
!

Nh−1∏

t1=0

( 1

t1!

)qt1+1

Nh−1∏

t2=0

( 1

t2!

)lt2+1

Γ(l̃ + q̃ +Nh)(1 + p+K)−l̃−q̃−Nh

( m1∑

i=1

(−1)m1−iβm1−i(1− β)−m1−m2+i

(
m1 +m2 − i− 1

m1 − i

)

(1 + s)−i +

m2∑

i=1

(−1)m2−iβm1−i(β − 1)−m1−m2+i

(
m1 +m2 − i− 1

m2 − i

)
( 1

β
+ s
)−i
)

. (C.6)

Applying the partial fraction (PF) to J4 w.r.t. s, (C.5) can be

expressed as (C.6). By applying the inverse MGF of ΦSK (s)/s
w.r.t. s, the CDF of SK can be derived.

APPENDIX D: DERIVATION OF PROPOSITION 1

Consider the following different but equivalent expression

for the MGF of SK :

MSK (s) =
K
(
M
K

)

(1 + s)NhK

∫ ∞

0

(

F1

( x

1 + s

))M−K

(1 − F1(x))
K−1f1(x)dx (D.1)

where we assume α = 1. In the high SNR region, we

can approximate 1 − F1(x) and F1(x) by their asymptotic

expressions [33] as:

1− F1(x)
x → 0

≈ 1 and F1(x)
x → 0

≈
xNh

Γ(Nh + 1)
(D.2)

so that we have the following asymptotic approximation for

(D.1):

M as
SK (s) =

K
(
M
K

)

(1 + s)MNh

1

Γ(Nh + 1)M−KΓ(Nh)

∫ ∞

0

xMNh−KNh+Nh−1e−xdx

= K

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

(1 + s)−MNh . (D.3)

Thus, the high-SNR expression of the CDF of SK is as

follows:

F̃ as
SK (x) = K

(
M

K

)
Γ(MNh −KNh +Nh)

Γ(Nh + 1)M−KΓ(Nh)

γl(MNh, x)

Γ(MNh)
. (D.4)
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