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# LIMIT THEOREMS FOR WEIGHTED BERNOULLI RANDOM FIELDS UNDER HANNAN'S CONDITION 

JANA KLICNAROVÁ, DALIBOR VOLNÝ, AND YIZAO WANG


#### Abstract

Recently, invariance principles for partial sums of Bernoulli random fields over rectangular index sets have been proved under Hannan's condition. In this note we complement previous results by establishing limit theorems for weighted Bernoulli random fields, including central limit theorems for partial sums over arbitrary index sets and invariance principles for Gaussian random fields. Most results improve earlier ones on Bernoulli random fields under Wu's condition, which is stronger than Hannan's condition.


## 1. Introduction

We are interested in limit theorems for partial sums of weighted stationary random fields $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$, in form of

$$
\begin{equation*}
S_{n}=\sum_{j \in \mathbb{Z}^{d}} b_{n, j} X_{j}, n \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

where $\left\{b_{n, j}\right\}_{j \in \mathbb{Z}^{d}}$ are coefficients such that $\sum_{j} b_{n, j}^{2}<\infty$. We will impose further conditions on the dependence of $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ so that $S_{n}$ is well defined in the $L^{2}$ sense.

Limit theorems for partial sums of dependent random variables have a long history. In the case $d=1$, limit theorems for stationary sequences have been extensively developed. The most considered case is the unweighted case with $b_{n, j}=\mathbf{1}_{\{j \in\{1, \ldots, n\}\}}$, which yields

$$
S_{n}=X_{1}+\cdots+X_{n} .
$$

In this case, various conditions on the weak dependence of stationary sequence $\left\{X_{j}\right\}_{j \in \mathbb{Z}}$ have been developed. Heuristically, when the sequence of $\left\{X_{j}\right\}_{j \in \mathbb{Z}}$ is said to have weak dependence, $S_{n}$ should behave asymptotically as partial sums of i.i.d. random variables; in particular one expects

$$
\begin{equation*}
\left\{\frac{S_{\lfloor n t\rfloor}}{\sqrt{n}}\right\}_{t \in[0,1]} \Rightarrow \sigma\left\{\mathbb{B}_{t}\right\}_{t \in[0,1]} \tag{1.2}
\end{equation*}
$$

for a standard Brownian motion $\mathbb{B}$ and some constant $\sigma>0$. Results of this type are referred to as (weak) invariance principles or functional central limit theorems. See for examples $[14,24,25,28,29,36]$ and references therein for recent developments. In case that $b_{n, j}$ is a more general $\ell^{2}$ sequence, the same rational applies: $S_{n}$ in (1.1) with weakly dependent $\left\{X_{j}\right\}_{j \in \mathbb{Z}}$ should
behave as if $\left\{X_{j}\right\}_{j \in \mathbb{Z}}$ are independent and identically distributed (i.i.d.) random variables. Different types of invariance principles may arise, see for example [12] where the limiting processes are fractional Brownian motions.

A few conditions have been known that lead to the above invariance principle (1.2). See for example $[15,16]$ on comparisons between different conditions. In this paper we focus on Hannan's condition [18] and Wu's condition [36], and particular their extensions to random fields. In order to compare with our results for random fields, assume in addition that the stationary random variables $\left\{X_{j}\right\}_{j \in \mathbb{Z}}$ have the form

$$
X_{j}=f \circ T^{j}\left(\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}\right)
$$

for some measurable function $f: \mathbb{R}^{\mathbb{Z}} \rightarrow \mathbb{R}$ and the shift operator $T$ on $\mathbb{R}^{\mathbb{Z}}$ defined by $\left[T_{j}(w)\right]_{k}=w_{j+k}$ for $w=\left\{w_{k}\right\}_{k \in \mathbb{Z}} \in \mathbb{R}^{\mathbb{Z}}$, and a sequence of stationary random variables $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$. We assume $\mathbb{E} X_{j}=0$ and $\mathbb{E} X_{j}^{2}<\infty$. Furthermore, introduce $\mathcal{F}_{j}:=\sigma\left(\epsilon_{k}: k \leq j\right), \mathcal{F}_{-\infty}:=\bigcap_{j} \mathcal{F}_{j}$ and $\mathcal{F}_{\infty}:=$ $\bigvee_{j} \mathcal{F}_{j}$, and assume $f$ to be regular in the sense that $\mathbb{E}\left(f \mid \mathcal{F}_{-\infty}\right)=0, \mathbb{E}(f \mid$ $\left.\mathcal{F}_{\infty}\right)=f$. With these notations, Hannan's condition reads as

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left\|\mathbb{E}\left(f \circ T^{j} \mid \mathcal{F}_{0}\right)-\mathbb{E}\left(f \circ T^{j} \mid \mathcal{F}_{-1}\right)\right\|_{2}<\infty \tag{1.3}
\end{equation*}
$$

To introduce Wu's condition, furthermore set first $\epsilon_{j}^{*}=\epsilon_{j}$ for $j \neq 0$ and $\epsilon_{0}^{*}$ to be an independent copy of $\epsilon_{0}$ and independent of all the other random variables, and then set $X_{j}^{*}=f \circ T^{j}\left(\left\{\epsilon_{k}^{*}\right\}_{k \in \mathbb{Z}}\right)$. Then Wu's condition reads as

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left\|X_{j}-X_{j}^{*}\right\|_{2}<\infty \tag{1.4}
\end{equation*}
$$

Both conditions have been extensively investigated (e.g. [9, 13, 38]). It has been shown in [34] that Wu's condition is strictly stronger than Hannan's condition, in the sense that one can find an example such that the invariance principle as in (1.2) holds for Hannan's condition, but Wu's condition is violated. On the other hand, Wu's condition is very practical in proving limit theorems [38], and conditions of similar types have lead to strong invariance principles [3, 37].

Limit theorems for stationary random fields $(d \geq 2)$ have also been investigated since long time ago. There is a vast literature on limit theorems for general stationary random fields, and we refer to $[7,8,10,11]$ and the references therein. A main motivation of the recent developments was to extend the well-investigated dependence conditions for stationary sequences to random fields. However, the success so far has been mostly limited to Bernoulli random fields $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ :

$$
\begin{equation*}
X_{j}=f \circ T_{j}\left(\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}^{d}}\right) \tag{1.5}
\end{equation*}
$$

where $f: \mathbb{R}^{\mathbb{Z}^{d}} \rightarrow \mathbb{R}$ is a measurable function, $\left\{T_{j}\right\}_{j \in \mathbb{Z}^{d}}$ are the shift operators on $\mathbb{R}^{\mathbb{Z}^{d}}$ such that for $w=\left\{w_{k}\right\}_{k \in \mathbb{Z}^{d}} \in \mathbb{R}^{\mathbb{Z}^{d}},\left[T_{j}(w)\right]_{k}=w_{j+k}$ for all $k, j \in \mathbb{Z}^{d}$,
and $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}^{d}}$ are i.i.d. random variables. We assume $\mathbb{E} X_{j}=0$ and $\mathbb{E} X_{j}^{2}<$ $\infty$.

It is important to point out that in the case $d=1,\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}}$ is only assumed to be stationary. At the technical level, the reason for restricting $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$ to be i.i.d. when $d \geq 2$ is the following. Conditional expectations of random variables, in the form of $\mathbb{E}\left(Y \mid \mathcal{F}_{j}\right)$ with $\mathcal{F}_{j}=\sigma\left(\epsilon_{k}: k \leq j, k \in \mathbb{Z}^{d}\right)$, are involved in the proof. Such conditional expectations are extensively used to express random variables of interest in terms of sums of orthogonal random variables. For example in one dimension, one can write

$$
\begin{equation*}
Y=\sum_{j \in \mathbb{Z}}\left[\mathbb{E}\left(Y \mid \mathcal{F}_{j}\right)-\mathbb{E}\left(Y \mid \mathcal{F}_{j-1}\right)\right]=: \sum_{j} P_{j} Y \tag{1.6}
\end{equation*}
$$

for any regular random variable $Y$ with finite moment, and for all $j \neq j^{\prime}$, $P_{j} Y$ and $P_{j^{\prime}} Y$ are uncorrelated. To extend this key decomposition to the random-field setup (Lemma 2.1 below) and maintain the orthogonality of the terms, one needs the following commuting property of the filtration:

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{E}\left(Y \mid \mathcal{F}_{j}\right) \mid \mathcal{F}_{k}\right]=\mathbb{E}\left[\mathbb{E}\left(Y \mid \mathcal{F}_{k}\right) \mid \mathcal{F}_{j}\right]=\mathbb{E}\left(Y \mid \mathcal{F}_{j \wedge k}\right) \tag{1.7}
\end{equation*}
$$

with $(j \wedge k)_{q}=\min \left(j_{q}, k_{q}\right), q=1, \ldots, d$. This identity, unfortunately, is not true for filtrations generated by general stationary $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$ except when they are i.i.d. Therefore, many arguments based on the telescoping (1.6) fail to be generalized to high dimensions for arbitrary stationary $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$.

A deeper reason for working under the assumption of $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$ being i.i.d. is that the so-constructed random fields as in (1.5) can be approximated by $m$-dependent random fields, but it is not clear how to construct an $m$-dependent approximation for general stationary random fields. For general stationary sequences in one dimension, instead of $m$-dependent approximation one can proceed alternatively by establishing martingale approximation, using the projections based on conditional expectations, and then apply the martingale central limit theorem. However, the martingale central limit theorem has been well known (e.g. [7]) to be much less practical in high dimensions than in one dimension, and limit theorems for stationary random fields established via martingale approximations have very stringent conditions $[2,26,27,30]$. So for general stationary random fields in form of (1.5) with stationary $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$, it is still an open question that what should be the general approach to establish central limit theorems. This is the limitation of most of the results so far on weighted Bernoulli random fields. It might be true that the situation with stationary $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$ is actually much more complicated than in one dimension. An exceptional result for general stationary random fields is due to Dedecker [11] via a very involved Lindeberg method, and the condition on weak dependence is much more complicated than the one-dimensional case. Another very recent result that goes beyond the i.i.d. regime is in [33], although it is still not yet as satisfactory as in one dimension.

As discussed above, latest advances on limit theorems for stationary random fields have been mostly limited to Bernoulli random fields in form of (1.1) and (1.5). In particular, progress has been made on Wu's condition in the past few years. Observe that Wu's condition in one dimension (1.4) can be naturally extended to high dimensions, formally as

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}^{d}}\left\|X_{j}-X_{j}^{*}\right\|_{2}<\infty \tag{1.8}
\end{equation*}
$$

with $X_{j}^{*}=f \circ T_{j}\left(\left\{\epsilon_{k}^{*}\right\}_{k \in \mathbb{Z}^{d}}\right)$ and $\left\{\epsilon_{k}^{*}\right\}_{k \in \mathbb{Z}^{d}}$ similarly as in the case $d=1$. This extension is first considered by El Machkouri et al. [17], where invariance principles for unweighted partial sums are established. Limit theorems have been also established for fractional Brownian sheets [35] and set-indexed random fields $[4,17]$. All these results can be formulated as limit theorems for weighted Bernoulli random fields as in (1.1), under Wu's condition and certain assumptions on $b_{n, j}$. Recent results on Bernoulli random fields under other conditions include also [23].

In this paper, we consider limit theorems for Bernoulli random fields under Hannan's condition ((2.1) below), and continue the development in [34]. It is proved in [34] that for stationary Bernoulli random field under Hannan's condition,

$$
\left\{\frac{1}{n^{d / 2}} \sum_{\mathbf{1} \leq i \leq n t} X_{i}\right\}_{t \in[0,1]^{d}} \Rightarrow \sigma\left\{\mathbb{B}_{t}\right\}_{t \in[0,1]^{d}}
$$

as $n \rightarrow \infty$ in $D\left([0,1]^{d}\right)$, where the limiting random field is the Brownian sheet $\mathbb{B}$ up to a multiplicative constant $\sigma$, as in the case for $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ being i.i.d. Here, we complement results in [34] by considering more general weights $b_{n, j}$ : we extend a few of aforementioned results [4, 17, 35] on limit theorems for weighted Bernoulli random fields under Wu's conditions to the strictly weaker Hannan's condition (except in one case where the results are not comparable; see Remark 4.4).

There are two key ingredients in the proofs here. One is the assumption on the i.i.d. random variables discussed above: in particular, this assumption allows the approximation of the stationary random fields by $m$-dependent ones. The other is a moment inequality for weighted partial sums, in form of

$$
\left\|\sum_{j \in \mathbb{Z}^{d}} b_{n, j} X_{j}\right\|_{p} \leq C\left(\sum_{j \in \mathbb{Z}^{d}} b_{n, j}^{2}\right)^{1 / 2}
$$

for some $p \geq 2$. We establish such an inequality in Lemma 2.2 under Hannan's condition. It plays the key role in bounding the error term in the $m$-dependent approximation of the random fields. Such an inequality has been known under Wu's condition (1.8) [17, Proposition 1]. (See also for a different extension of Wu's condition proposed by [32], where a similar moment inequality was established for the unweighted partial sums.) Our proof
of the main result, Theorem 2.5, makes essential use of the two keys, and the proof is inspired by Biermé and Durieu [4] (see also Remark 2.9). Here we present a variation of the same idea, using $m$-dependent approximation instead of $m_{n}$-dependent approximation.

The paper is organized as follows. The main result, Theorem 2.5, is established in Section 2. As consequences, we present two applications. First, central limit theorems for partial sums over arbitrary index sets are investigated in Section 3. Second, invariance principles in [4, 17, 35] are established under the Hannan's condition in Section 4.

## 2. A Central limit theorem

Consider i.i.d. random variables $\left\{\epsilon_{i}\right\}_{i \in \mathbb{Z}^{d}}$ defined in a probability space $(\Omega, \mathcal{B}, \mathbb{P})$. Set $\mathcal{F}_{i}=\sigma\left(\epsilon_{j}: j \in \mathbb{Z}^{d}, j \leq i\right), i \in \mathbb{Z}^{d}$ and $\mathcal{F}_{i_{q}}^{(q)}=\sigma\left(\epsilon_{j}: j \in\right.$ $\left.\mathbb{Z}^{d}, j_{q} \leq i_{q}\right), q=1, \ldots, d, i_{q} \in \mathbb{Z}$. Because of the independence of $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$, $\left\{\mathcal{F}_{j}\right\}_{j \in \mathbb{Z}^{d}}$ are commuting in the sense of (1.7). Next, as in [34], introduce the projection operator

$$
P_{i}=\prod_{q=1}^{d} P_{i_{q}}^{(q)} \quad \text { with } \quad P_{i_{q}}^{(q)}(\cdot)=\mathbb{E}\left(\cdot \mid \mathcal{F}_{i_{q}}^{(q)}\right)-\mathbb{E}\left(\cdot \mid \mathcal{F}_{i_{q}-1}^{(q)}\right) .
$$

In this way, $P_{i_{q}}^{(q)}$ and $P_{i}$ are commuting operators from $L^{2}(\Omega, \mathcal{B}, \mathbb{P})$ to $L^{2}(\Omega, \mathcal{B}, \mathbb{P})$, due to the commuting property of the filtration. For more properties of these filtrations and operators, see [20, 35]. The following decomposition based on these projection operators is useful.
Lemma 2.1. Let $Y$ be a random variable measurable with respect to the $\sigma$-algebra $\mathcal{F}_{\infty}=\sigma\left(\epsilon_{j}: j \in \mathbb{Z}^{d}\right)$, with $\mathbb{E} Y=0, \mathbb{E}|Y|^{p}<\infty$, for some $p \geq 2$. Then,

$$
Y=\sum_{j \in \mathbb{Z}^{d}} P_{j} Y:=\lim _{m \rightarrow \infty} \sum_{j \in\{-m, \ldots, m\}^{d}} P_{j} Y \text { in } L^{p} .
$$

Proof. By definition of $P_{j}$,

$$
\sum_{j \in\{-m+1, \ldots, m\}^{d}} P_{j} Y=\mathbb{E}\left(Y \mid \mathcal{F}_{m \mathbf{1}}\right)+\sum_{\delta \in\{-1,1\}^{d} \backslash\{\mathbf{1}\}}(-1)^{\langle\delta\rangle} \mathbb{E}\left(Y \mid \mathcal{F}_{m \delta}\right)
$$

with $\langle\delta\rangle=\sum_{q=1}^{d} \mathbf{1}_{\left\{\delta_{q}=-1\right\}}, \mathbf{1}=(1, \ldots, 1) \in \mathbb{Z}^{d}$ and $m \delta, m \mathbf{1} \in \mathbb{Z}^{d}$. By martingale convergence theorem, $\mathbb{E}\left(Y \mid \mathcal{F}_{m \mathbf{1}}\right) \rightarrow Y$ almost surely and in $L^{p}$. The other $2^{d}-1$ terms all converge to zero in $L^{p}$. Indeed, observe that for each $q=1, \ldots, d$,

$$
\lim _{m \rightarrow \infty} \mathbb{E}\left(Y \mid \mathcal{F}_{-m}^{(q)}\right)=\mathbb{E}\left(Y \mid \bigcap_{m \in \mathbb{N}} \mathcal{F}_{-m}^{(q)}\right)
$$

almost surely and in $L^{p}$, by backwards martingale convergence theorem. By Kolmogorov's zero-one law, the limit is a constant and hence necessarily zero since $\mathbb{E} Y=0$. To complete the proof, it suffices to observe for each
$\delta \in\{-1,1\}^{d} \backslash\{\mathbf{1}\}$ with $\delta_{q}=-1$ for some $q \in\{1, \ldots, d\},\left\|\mathbb{E}\left(Y \mid \mathcal{F}_{m \delta}\right)\right\|_{p} \leq$ $\left\|\mathbb{E}\left(Y \mid \mathcal{F}_{m}^{(q)}\right)\right\|_{p}$ for $j \in \mathbb{Z}^{d}$.

In view of Lemma 2.1, throughout, an infinite sum of random variables is understood as the limit of partial sums over sequence of finite sets in the $L^{p}$ sense.

With projection operators defined above, the Hannan's condition states as

$$
\begin{equation*}
\Delta_{p}(X):=\sum_{i \in \mathbb{Z}^{d}}\left\|P_{\mathbf{0}} X_{i}\right\|_{p}<\infty, \tag{2.1}
\end{equation*}
$$

for some $p \geq 2$. We first give two lemmas on Bernoulli random fields under Hannan's condition.

Lemma 2.2. Suppose $\Delta_{p}(X)<\infty$ for some $p \geq 2$. Then for all $\left\{a_{i}\right\}_{i \in \mathbb{Z}^{d}} \in$ $\ell^{2}\left(\mathbb{Z}^{d}\right)$,

$$
\begin{equation*}
\left\|\sum_{i \in \mathbb{Z}^{d}} a_{i} X_{i}\right\|_{p} \leq C_{p, d}\left(\sum_{i \in \mathbb{Z}^{d}} a_{i}^{2}\right)^{1 / 2} \Delta_{p}(X) \tag{2.2}
\end{equation*}
$$

with $C_{p, d}=(p-1)^{d / 2}$.
Proof. Observe that it suffices to show

$$
\left\|\sum_{i \in \Lambda} a_{i} X_{i}\right\|_{p} \leq C_{p, d}\left(\sum_{i \in \Lambda} a_{i}^{2}\right)^{1 / 2} \Delta_{p}(X)
$$

for all finite $\Lambda \subset \mathbb{Z}^{d}$. Then, by Lemma 2.1,

$$
\sum_{i \in \Lambda} a_{i} X_{i}=\sum_{i \in \Lambda} a_{i} \sum_{j \in \mathbb{Z}^{d}} P_{j} X_{i}=\sum_{j \in \mathbb{Z}^{d}} P_{j}\left(\sum_{i \in \Lambda} a_{i} X_{i}\right) .
$$

Now let $Y$ be any random variable with $\mathbb{E}|Y|^{p}<\infty$ in the same probability space, and recall that $P_{j}=\prod_{q=1}^{d} P_{j_{q}}^{(q)}$. Then,

$$
\begin{aligned}
& \left\|\sum_{j \in\{-m, \ldots, m\}^{d}} P_{j} Y\right\|_{p}^{2}=\left\|\sum_{j_{1}=-m}^{m} P_{j_{1}}\left(\sum_{j_{2}, \ldots, j_{d} \in\{-m, \ldots, m\}} \prod_{q=2}^{d} P_{j_{q}} Y\right)\right\|_{p}^{2} \\
& \leq(p-1) \sum_{j_{1}=-m}^{m}\left\|P_{j_{1}}\left(\sum_{j_{2}, \ldots, j_{d} \in\{-m, \ldots, m\}} \prod_{q=2}^{d} P_{j_{q}} Y\right)\right\|_{p}^{2} \\
& =(p-1) \sum_{j_{1}=-m}^{m}\left\|\sum_{j_{2}, \ldots, j_{d} \in\{-m, \ldots, m\}} \prod_{q=2}^{d} P_{j_{q}}\left(P_{j_{1}} Y\right)\right\|_{p}^{2},
\end{aligned}
$$

where in the first and last equalities above we used the commuting property of the projection operators, and the inequality is a Marcinkiewicz-Zygmund type inequality for one-dimensional martingales due to Rio [31, Theorem 2.1]. Iterating the same argument we arrive at, for all $m \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\sum_{j \in\{-m, \ldots, m\}^{d}} P_{j} Y\right\|_{p}^{2} \leq C_{p, d}^{2} \sum_{j \in\{-m, \ldots, m\}^{d}}\left\|P_{j} Y\right\|_{p}^{2} \tag{2.4}
\end{equation*}
$$

Taking $Y=\sum_{i \in \Lambda} a_{i} X_{i}$, we obtain for all $m \in \mathbb{N}$,

$$
\begin{aligned}
\left\|\sum_{j \in\{-m, \ldots, m\}^{d}} P_{j}\left(\sum_{i \in \Lambda} a_{i} X_{i}\right)\right\|_{p} & \leq C_{p, d}^{2} \sum_{j \in\{-m, \ldots, m\}^{d}}\left\|P_{j}\left(\sum_{i \in \Lambda} a_{i} X_{i}\right)\right\|_{p}^{2} \\
& \leq C_{p, d}^{2} \sum_{j \in \mathbb{Z}^{d}}\left(\sum_{i \in \Lambda}\left|a_{i}\right|\left\|P_{\mathbf{0}} X_{i-j}\right\|_{p}\right)^{2} \\
& \leq C_{p, d}^{2} \sum_{j \in \mathbb{Z}^{d}} \sum_{i \in \Lambda} a_{i}^{2}\left\|P_{\mathbf{0}} X_{i-j}\right\|_{p} \sum_{\ell \in \Lambda}\left\|P_{\mathbf{0}} X_{\ell-j}\right\|_{p} \\
& =C_{p, d}^{2} \Delta_{p}^{2}(X) \sum_{i \in \Lambda} a_{i}^{2}
\end{aligned}
$$

where we applied triangle inequality and Cauchy-Schwarz inequality in the second and third steps, respectively. Thus, we have shown (2.2).
Remark 2.3. It is not clear to us whether the constant $C_{p, d}=(p-1)^{d / 2}$ is optimal for $d \geq 2$. It is proved by Rio [31] that it is optimal when $d=1$. The constant $C_{p, d}$ will play a role when establishing tightness with entropy conditions for invariance principles. See Remark 4.4 below.

Lemma 2.4. Suppose $\Delta_{2}(X)<\infty$. Then $\sum_{j \in \mathbb{Z}^{d}}\left|\operatorname{Cov}\left(X_{\mathbf{0}}, X_{j}\right)\right| \leq \Delta_{2}^{2}(X)<$ $\infty$.

Proof. Hannan's condition enables to write $X_{i}=\sum_{j} P_{j} X_{i}$. Since $\left\{P_{j}\right\}_{j \in \mathbb{Z}^{d}}$ are orthogonal in the sense that $\mathbb{E}\left[\left(P_{j} X\right)\left(P_{k} Y\right)\right]=0$ for all $j, k \in \mathbb{Z}^{d}, j \neq k$ and $X, Y \in L^{2}(\Omega, \mathcal{B}, \mathbb{P})$, it follows that

$$
\begin{aligned}
& \sum_{k \in \mathbb{Z}^{d}}\left|\mathbb{E}\left(X_{\mathbf{0}} X_{k}\right)\right| \leq \sum_{k \in \mathbb{Z}^{d}} \sum_{i \in \mathbb{Z}^{d}} \mathbb{E}\left|\left(P_{i} X_{\mathbf{0}}\right)\left(P_{i} X_{k}\right)\right| \\
& \leq \sum_{k \in \mathbb{Z}^{d}} \sum_{i \in \mathbb{Z}^{d}}\left\|P_{i} X_{\mathbf{0}}\right\|_{2}\left\|P_{i} X_{k}\right\|_{2}=\Delta_{2}^{2}(X) .
\end{aligned}
$$

As a consequence, we introduce

$$
\begin{equation*}
\sigma^{2}:=\sum_{j \in \mathbb{Z}^{d}} \operatorname{Cov}\left(X_{\mathbf{0}}, X_{j}\right) \tag{2.5}
\end{equation*}
$$

which is finite under Hannan's condition.
To state the main result, introduce $\vec{b}_{n}=\left\{b_{n, j}\right\}_{j \in \mathbb{Z}^{d}} \in \ell^{2}\left(\mathbb{Z}^{d}\right), b_{n}:=$ $\left(\sum_{j \in \mathbb{Z}^{d}} b_{n, j}^{2}\right)^{1 / 2}$. For $\left\{\vec{b}_{n}\right\}_{n \in \mathbb{N}} \subset \ell^{2}\left(\mathbb{Z}^{d}\right)$, we are interested in

$$
S_{n}=\sum_{j \in \mathbb{Z}^{d}} b_{n, j} X_{j},
$$

which by Lemma 2.2 is defined in the $L^{2}$ sense under $\Delta_{2}(X)<\infty$, and moreover for $\sigma_{n}^{2}:=\operatorname{Var}\left(S_{n}\right)$,

$$
\begin{equation*}
\sigma_{n}^{2} \leq C b_{n}^{2} \Delta_{2}^{2}(X)<\infty, n \in \mathbb{N} \tag{2.6}
\end{equation*}
$$

for some constant $C>0$. Our main result is the following.
Theorem 2.5. Let $\left\{X_{i}\right\}_{i \in \mathbb{Z}^{d}}$ be a stationary Bernoulli random field as in (1.5) satisfying Hannan's condition (2.1). If

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{j \in \mathbb{Z}^{d}} \frac{\left|b_{n, j}\right|}{b_{n}}=0 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\sigma_{n}^{2}}{b_{n}^{2}}>0 \tag{2.8}
\end{equation*}
$$

hold, then

$$
\begin{equation*}
\frac{S_{n}}{\sigma_{n}} \Rightarrow \mathcal{N}(0,1) \tag{2.9}
\end{equation*}
$$

The condition (2.8) is subtle as it involves both the coefficients and the dependence of underlying random fields (via $\sigma_{n}$ ). The following corollary is more convenient, as it imposes only conditions on coefficients. However, we see later in Example 3.2 that there are examples that satisfy the conditions in Theorem 2.5, but the conclusion of Corollary 2.6 does not hold. Recall that for $k \in \mathbb{Z}^{d}$, the shift operator yields $T_{k} \vec{b}_{n}=\left\{b_{n, j+k}\right\}_{j \in \mathbb{Z}^{d}}$. Let $e_{1}, \ldots, e_{d}$ be the $d$ canonical unit vector in $\mathbb{R}^{d}$.

Corollary 2.6. Let $\left\{X_{i}\right\}_{i \in \mathbb{Z}^{d}}$ be a stationary Bernoulli random field as in (1.5) satisfying Hannan's condition (2.1). Under the notations as in Theorem 2.5, if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|T_{e_{q}} \vec{b}_{n}-\vec{b}_{n}\right\|_{\ell^{2}}}{b_{n}}=0, \text { for all } q=1, \ldots, d \tag{2.10}
\end{equation*}
$$

hold, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sigma_{n}}{b_{n}}=\sigma \tag{2.11}
\end{equation*}
$$

with $\sigma$ defined as in (2.5), and

$$
\frac{S_{n}}{b_{n}} \Rightarrow \mathcal{N}\left(0, \sigma^{2}\right) .
$$

Proof of Corollary 2.6. We first show (2.11). Recall (2.6). Observe that

$$
-2 \sum_{k \in \mathbb{Z}^{d}} b_{n, k} b_{n, k+j}=\left\|T_{j} \vec{b}_{n}-\vec{b}_{n}\right\|_{\ell^{2}}^{2}-\left\|\vec{b}_{n}\right\|_{\ell^{2}}^{2}-\left\|T_{j} \vec{b}_{n}\right\|_{\ell^{2}}^{2},
$$

and $\left\|T_{j} \vec{b}_{n}-\vec{b}_{n}\right\|_{\ell^{2}}=o\left(b_{n}\right)$ for all fixed $j \in \mathbb{Z}^{d}$, a consequence of (2.10). Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{b_{n}^{2}} \sum_{k \in \mathbb{Z}^{d}} b_{n, k} b_{n, k+j}=1 \text { for all } j \in \mathbb{Z}^{d} \tag{2.12}
\end{equation*}
$$

Thus, by the dominated convergence theorem, (2.6) and (2.12) imply (2.11).
If $\sigma=0$, then $\sigma_{n}^{2} / b_{n}^{2} \rightarrow 0$, and the central limit theorem is degenerate and trivially holds. If $\sigma>0$, then (2.8) holds. By Cauchy-Schwarz inequality, (2.10) implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{b_{n}^{2}} \sum_{j \in \mathbb{Z}^{d}}\left|b_{n, j+e_{q}}^{2}-b_{n, j}^{2}\right|=0, \text { for all } q=1, \ldots, d . \tag{2.13}
\end{equation*}
$$

It has been shown in [5, Lemma 8], using an idea from [28], that (2.13) implies (2.7). The desired result now follows from Theorem 2.5.

Remark 2.7. Condition (2.10) was introduced in Biermé and Durieu [4, Theorem 3.1]. Condition (2.7) was also assumed there. It has been pointed out in [5, Remark 3] that (2.7) was redundant.

Proof of Theorem 2.5. We proceed an $m$-dependent approximation argument. For each $m \in \mathbb{N}$, set $\mathcal{G}_{j}^{(m)}=\sigma\left(\epsilon_{i}: i \in \mathbb{Z}^{d},|j-i|_{\infty} \leq m\right)$, $X_{j}^{(m)}=\mathbb{E}\left(X_{j} \mid \mathcal{G}_{j}^{(m)}\right), j \in \mathbb{Z}^{d}$. In this way, $\left\{X_{j}^{(m)}\right\}_{j \in \mathbb{Z}^{d}}$ is a $(2 m+1)$ dependent stationary random field. Write

$$
S_{n}^{(m)}=\sum_{j \in \mathbb{Z}^{d}} b_{n, j} X_{j}^{(m)} \quad \text { and } \quad \sigma_{m, n}^{2}=\operatorname{Var}\left(S_{n}^{(m)}\right) .
$$

Observe that

$$
\begin{aligned}
P_{\mathbf{0}} X_{j}^{(m)} & =\sum_{\delta \in\{0,1\}^{d}}(-1)^{\delta_{1}+\cdots+\delta_{d}} \mathbb{E}\left[\mathbb{E}\left(X_{j} \mid \mathcal{G}_{j}^{(m)}\right) \mid \mathcal{F}_{-\delta}\right] \\
& =\sum_{\delta \in\{0,1\}^{d}}(-1)^{\delta_{1}+\cdots+\delta_{d}} \mathbb{E}\left[\mathbb{E}\left(X_{j} \mid \mathcal{F}_{-\delta}\right) \mid \mathcal{G}_{j}^{(m)}\right]=\mathbb{E}\left(P_{\mathbf{0}} X_{j} \mid \mathcal{G}_{j}^{(m)}\right),
\end{aligned}
$$

where in the second equality we used the fact that the $\sigma$-algebras $\mathcal{G}_{j}^{(m)}$ and $\mathcal{F}_{\ell}$ are conditionally independent and hence commuting, because they are generated by independent random variables $\left\{\epsilon_{j}\right\}_{j \in \mathbb{Z}^{d}}$. Thus,

$$
\begin{equation*}
\Delta_{p}\left(X^{(m)}\right) \leq \Delta_{p}(X) \tag{2.14}
\end{equation*}
$$

and $S_{n}^{(m)}$ is well defined in the $L^{p}$ sense if $\Delta_{p}(X)<\infty, p \geq 2$.
We will approximate $S_{n}$ by $S_{n}^{(m)}$. To establish a central limit theorem for $m$-dependent random variables, we will apply a result due to Heinrich [19],
which requires each partial sum to be of finite number of random variables. Therefore, we introduce a finite set $V_{n} \subset \mathbb{Z}^{d}$ for each $n$ such that $\left|V_{n}\right| \rightarrow \infty$ and $\lim _{n \rightarrow \infty} b_{n}^{-2} \sum_{j \in V_{n}} b_{n, j}^{2}=1$. Set

$$
S_{V_{n}}^{(m)}=\sum_{j \in V_{n}} b_{n, j} X_{j}^{(m)} \quad \text { and } \quad \sigma_{m, V_{n}}^{2}=\operatorname{Var}\left(S_{V_{n}}^{(m)}\right) .
$$

We first summarize a few estimates in the following lemma.
Lemma 2.8. With the construction described above,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \limsup _{n \in \mathbb{N}} \frac{\operatorname{Var}\left(S_{n}-S_{n}^{(m)}\right)}{\sigma_{n}^{2}}=0, \lim _{m \rightarrow \infty} \limsup _{n \in \mathbb{N}} \frac{\left|\sigma_{m, n}^{2}-\sigma_{n}^{2}\right|}{\sigma_{n}^{2}}=0, \tag{2.15}
\end{equation*}
$$

and with the choice of $V_{n}$ described above, for every $m$ large enough,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\operatorname{Var}\left(S_{n}^{(m)}-S_{V_{n}}^{(m)}\right)}{\sigma_{m, n}^{2}}=0, \lim _{n \rightarrow \infty} \frac{\sigma_{m, V_{n}}^{2}}{\sigma_{m, n}^{2}}=1 \tag{2.16}
\end{equation*}
$$

Proof of Lemma 2.8. In the sequel, we let $C$ denote constant number independent from $n$ and $m$, but may change from line to line. We first show the first part of (2.15). Indeed, by Lemma 2.2,

$$
\operatorname{Var}\left(S_{n}-S_{n}^{(m)}\right) \leq C b_{n}^{2}\left(\sum_{j \in \mathbb{Z}^{d}}\left\|P_{\mathbf{0}}\left(X_{j}-X_{j}^{(m)}\right)\right\|_{2}\right)^{2}
$$

Observe that for each $j,\left\|P_{\mathbf{0}}\left(X_{j}-X_{j}^{(m)}\right)\right\|_{2} \leq\left\|X_{j}-X_{j}^{(m)}\right\|_{2} \rightarrow 0$ as $m \rightarrow \infty$, and that

$$
\begin{aligned}
& \sum_{j \in \mathbb{Z}^{d}}\left\|P_{\mathbf{0}}\left(X_{j}-X_{j}^{(m)}\right)\right\|_{2} \leq \sum_{j \in \mathbb{Z}^{d}}\left(\left\|P_{\mathbf{0}}\left(X_{j}\right)\right\|_{2}+\left\|P_{\mathbf{0}}\left(X_{j}^{(m)}\right)\right\|_{2}\right) \\
& \leq \Delta_{2}\left(X^{(m)}\right)+\Delta_{2}(X) \leq 2 \Delta_{2}(X),
\end{aligned}
$$

which is finite under Hannan's condition. By the dominated convergence theorem, $\lim _{m \rightarrow \infty} \sup _{n \in \mathbb{N}} \operatorname{Var}\left(S_{n}^{(m)}-S_{n}\right) / b_{n}^{2}=0$, and the first part of (2.15) follows from the assumption (2.8). To see the second part, it suffices to observe

$$
\left|\sigma_{m, n}^{2}-\sigma_{n}^{2}\right| \leq \operatorname{Var}^{1 / 2}\left(S_{n}^{(m)}-S_{n}\right) \operatorname{Var}^{1 / 2}\left(S_{n}^{(m)}+S_{n}\right)
$$

We have seen that $\sigma_{n}^{2} \leq C b_{n}^{2}$ in (2.6). Again by Lemma 2.2 and (2.14),

$$
\sigma_{m, n}^{2} \leq C b_{n}^{2} \Delta_{2}^{2}\left(X^{(m)}\right) \leq C b_{n}^{2} \Delta_{2}^{2}(X)
$$

Therefore, $\operatorname{Var}\left(S_{n}^{(m)}+S_{n}\right) \leq 2\left(\sigma_{m, n}^{2}+\sigma_{n}^{2}\right) \leq C b_{n}^{2}$, for all $m, n \in \mathbb{N}$. It then follows

$$
\limsup _{n \rightarrow \infty} \frac{\left|\sigma_{m, n}^{2}-\sigma_{n}^{2}\right|}{\sigma_{n}^{2}} \leq C \limsup _{n \rightarrow \infty} \frac{b_{n}}{\sigma_{n}} \frac{\operatorname{Var}^{1 / 2}\left(S_{n}^{(m)}-S_{n}\right)}{\sigma_{n}}
$$

The second part of (2.15) now follows from the first part and (2.8).

For (2.16), to show the first part, using the same argument as above it suffices to observe
$\frac{\operatorname{Var}\left(S_{n}^{(m)}-S_{V_{n}}^{(m)}\right)}{\sigma_{m, n}^{2}} \leq C \frac{\sum_{j \notin V_{n}} b_{n, j}^{2}}{\sigma_{m, n}^{2}} \Delta_{2}^{2}\left(X^{(m)}\right) \leq C \frac{\sum_{j \notin V_{n}} b_{n, j}^{2}}{b_{n}^{2}} \frac{b_{n}^{2}}{\sigma_{n}^{2}} \frac{\sigma_{n}^{2}}{\sigma_{m, n}^{2}} \Delta_{2}^{2}(X)$,
again by Lemma 2.2 and (2.14). By the second part of (2.15), for $m$ large enough, say $m \geq m_{0}$, limsup $\sup _{n \rightarrow \infty}\left|\sigma_{m, n}^{2}-\sigma_{n}^{2}\right| / \sigma_{n}^{2} \leq 1 / 2$, whence

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sigma_{n}^{2}}{\sigma_{m, n}^{2}} \leq 2, m \geq m_{0} \tag{2.17}
\end{equation*}
$$

Therefore the first part of (2.16) follows, for $m \geq m_{0}$. For the second part, observe that

$$
\left|\sigma_{m, n}^{2}-\sigma_{m, V_{n}}^{2}\right| \leq \operatorname{Var}^{1 / 2}\left(S_{n}^{(m)}-S_{V_{n}}^{(m)}\right) \operatorname{Var}^{1 / 2}\left(S_{n}^{(m)}+S_{V_{n}}^{(m)}\right)
$$

and by Lemma 2.2 and (2.14),

$$
\sigma_{m, V_{n}}^{2} \leq C\left(\sum_{j \in V_{n}} b_{n, j}^{2}\right) \Delta_{2}^{2}\left(X^{(m)}\right) \leq C b_{n}^{2} \Delta_{2}^{2}(X)
$$

Thus,

$$
\begin{equation*}
\frac{\left|\sigma_{m, n}^{2}-\sigma_{m, V_{n}}^{2}\right|}{\sigma_{m, n}^{2}} \leq C\left(\frac{\operatorname{Var}\left(S_{n}^{(m)}-S_{V_{n}}^{(m)}\right)}{\sigma_{m, n}^{2}}\right)^{1 / 2} \frac{b_{n}}{\sigma_{n}} \frac{\sigma_{n}}{\sigma_{m, n}} \tag{2.18}
\end{equation*}
$$

By (2.8), (2.17) and the first part of (2.16), for $m \geq m_{0}$ the second part of (2.16) follows.

Now we prove the desired central limit theorem (2.9) in three steps.

1) We first show, for $m$ large enough,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{S_{V_{n}}^{(m)}}{\sigma_{m, V_{n}}} \Rightarrow \mathcal{N}(0,1) \tag{2.19}
\end{equation*}
$$

For this purpose, we apply the central limit theorem for $m$-dependent random variables due to Heinrich [19]. We need also

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{b_{n}}{\sigma_{m, V_{n}}}<\infty \tag{2.20}
\end{equation*}
$$

which follows from (2.8) and (2.16), for $m$ large enough. For (2.19), the required conditions in Heinrich's theorem can be easily verified: for any $m \in \mathbb{N}$ large enough fixed,

$$
\frac{1}{\sigma_{m, V_{n}}^{2}} \sum_{j \in V_{n}} \mathbb{E}\left(b_{n, j}^{2} X_{j}^{(m) 2}\right) \leq \frac{b_{n}^{2}}{\sigma_{m, V_{n}}^{2}} \operatorname{Var}\left(X_{\mathbf{0}}^{(m)}\right) \leq C<\infty
$$

for some constant $C$ and $n$ large enough, and for all $\epsilon>0$, and

$$
\begin{aligned}
& \frac{m^{2 d}}{\sigma_{m, V_{n}}^{2}} \sum_{j \in V_{n}} \mathbb{E}\left(b_{n, j}^{2} X_{j}^{(m) 2} \mathbf{1}_{\left\{\left|X_{j}^{(m)}\right| \geq \epsilon m^{-2 d} \frac{\left.\sigma_{m, V_{n}}\right\}}{}{ }_{\sigma_{n, j} \mid}\right.}\right) \\
& \quad \leq \frac{m^{2 d} b_{n}^{2}}{\sigma_{m, V_{n}}^{2}} \mathbb{E}\left(X_{\mathbf{0}}^{(m) 2} \mathbf{1}_{\left\{\left|X_{\mathbf{0}}^{(m)}\right| \geq \epsilon m^{-2 d} / \sup _{j} \left\lvert\, \frac{\left|b_{n, j}\right|}{\sigma_{m, V_{n}}}\right.\right\}}\right) \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

where the last step is due to (2.20) and the assumption (2.7).
2) Observe that

$$
\frac{S_{n}^{(m)}}{\sigma_{m, n}}=\frac{S_{n}^{(m)}-S_{V_{n}}^{(m)}}{\sigma_{m, n}}+\frac{S_{V_{n}}^{(m)}}{\sigma_{m, V_{n}}} \frac{\sigma_{m, V_{n}}}{\sigma_{m, n}} .
$$

From (2.16) and (2.19), it follows that for $m$ large enough,

$$
\begin{equation*}
\frac{S_{n}^{(m)}}{\sigma_{m, n}} \Rightarrow \mathcal{N}(0,1) . \tag{2.21}
\end{equation*}
$$

3) At last, to show (2.9), observe that

$$
\frac{S_{n}}{\sigma_{n}}-\frac{S_{n}^{(m)}}{\sigma_{m, n}}=\frac{1}{\sigma_{n}}\left(S_{n}-S_{n}^{(m)}\right)+\frac{\sigma_{m, n}-\sigma_{n}}{\sigma_{n} \sigma_{m, n}} S_{n}^{(m)} .
$$

By Lemma 2.8, it follows that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \operatorname{Var}\left(\frac{S_{n}}{\sigma_{n}}-\frac{S_{n}^{(m)}}{\sigma_{m, n}}\right)=0 . \tag{2.22}
\end{equation*}
$$

Therefore, applying [6, Theorem 4.2] to (2.21) and (2.22), we have thus proved (2.9).

Remark 2.9. The same $m_{n}$-dependent approximation as in [4, Theorem 3.1] can be applied here, once one notices that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\operatorname{Var}\left(S_{n}-S_{n}^{\left(m_{n}\right)}\right)}{b_{n}^{2}}=0 \tag{2.23}
\end{equation*}
$$

holds (in the same way as in the proof of the first part of (2.15)) in place of $\left[4\right.$, Eq. (3.4)] for an appropriately chosen increasing sequence $\left\{m_{n}\right\}_{n \in \mathbb{N}}$, and the rest of the proof therein can be carried out with minor changes. In order not to introduce too much duplication, we chose to present a different proof. Our result is more general also in the sense that we consider the normalization of $\sigma_{n}$ instead of $b_{n}$.

## 3. Central limit theorems for set-indexed partial sums

In this section, we consider the case

$$
S_{n} \equiv S_{\Gamma_{n}}=\sum_{i \in \Gamma_{n}} X_{i}
$$

for a sequence of subsets $\left\{\Gamma_{n}\right\}_{n \in \mathbb{N}}$ of $\mathbb{Z}^{d}$ with the cardinality of subsets $\left|\Gamma_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$. This corresponds to the case $b_{n, j}=1_{\left\{j \in \Gamma_{n}\right\}}$ and $b_{n}=\left|\Gamma_{n}\right|^{1 / 2}$. Then, in view of Corollary 2.6 , it is easy to notice that (2.10) is equivalent to

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left|\partial \Gamma_{n}\right|}{\left|\Gamma_{n}\right|}=0 \tag{3.1}
\end{equation*}
$$

where $\partial \Gamma_{n}=\left\{i \in \Gamma_{n}: \exists j \notin \Gamma_{n},|i-j|_{\infty}=1\right\}$ is the boundary set of $\Gamma_{n}$. Indeed, if we identify $\Gamma_{n}$ with an element in $\ell^{2}\left(\mathbb{Z}^{d}\right)$ via $b_{n, j}=\mathbf{1}_{\left\{j \in \Gamma_{n}\right\}}$, then for each $q=1, \ldots, d$ we have $\left\|T_{e_{q}} \Gamma_{n}-\Gamma_{n}\right\|_{\ell^{2}}^{2} \leq 2\left|\partial \Gamma_{n}\right| \leq \sum_{m=1}^{d} \| T_{e_{m}} \Gamma_{n}-$ $\Gamma_{n} \|_{\ell^{2}}^{2}$. We have thus obtained the following.
Corollary 3.1. For a Bernoulli random field with $\Delta_{2}(X)<\infty$, and a sequence of subsets $\left\{\Gamma_{n}\right\}_{n \in \mathbb{N}}$ of $\mathbb{Z}^{d}$ satisfying $\left|\Gamma_{n}\right| \rightarrow \infty$ and (3.1),

$$
\begin{equation*}
\frac{S_{\Gamma_{n}}}{\left|\Gamma_{n}\right|^{1 / 2}} \Rightarrow \mathcal{N}\left(0, \sigma^{2}\right) \tag{3.2}
\end{equation*}
$$

with $\sigma^{2}$ given in (2.5).
In the rest of this section, we discuss what happens if we are interested in the convergence of

$$
\begin{equation*}
\frac{S_{n}}{\sigma_{n}} \Rightarrow \mathcal{N}(0,1) \tag{3.3}
\end{equation*}
$$

This follows from (2.8), by Theorem 2.5. To see the role of the condition (2.8), we provide two examples. First, by Example 3.2, we show that condition (2.8) cannot be removed: otherwise (3.3) may no longer hold under Hannan's condition. Second, by Example 3.3, we show that the assumption in Corollary 2.6 is strictly stronger than (2.8), in the sense that there are examples satisfying (2.8), but the conclusion of Corollary 2.6 does not hold. Note also that Example 3.2 also shows that when $S_{n} / b_{n} \Rightarrow \mathcal{N}\left(0, \sigma^{2}\right)$ with $\sigma^{2}=0$, one should not expect $S_{n} / \sigma_{n}$ to converge, without further assumptions.

For the sake of simplicity, both examples are given in one dimension. Let $\left\{\epsilon_{i}\right\}_{i \in \mathbb{Z}}$ be the i.i.d. random variables that generate the Bernoulli random field (1.5).

Example 3.2. Consider $\Gamma_{n}=\{0,1, \ldots, n-1\}$. We construct an example such that $S_{n} / \sigma_{n}$ converges to different limits along different subsequences.

Suppose that there exists a collection of mutually independent random variables $\left\{\zeta_{n}^{(k)}\right\}_{n \in \mathbb{Z}, k \in \mathbb{N}}$ such that for each $k \in \mathbb{N},\left\{\zeta_{n}^{(k)}\right\}_{n \in \mathbb{Z}}$ are i.i.d., and
for each $n, \zeta_{n}^{(k)}$ is $\sigma\left(\epsilon_{n}\right)$-measurable. We further assume that $\mathbb{E} \zeta_{n}^{(k)}=$ $0, \operatorname{Var}\left(\zeta_{n}^{(k)}\right)=1$. A detailed construction is given at the end.

For coefficients $\left\{\alpha_{k}\right\}_{k \in \mathbb{N}}$ satisfying $\sum_{k}\left|\alpha_{k}\right|<\infty$ and a sequence of increasing positive integers $\left\{n_{k}\right\}_{k \in \mathbb{N}}$, set

$$
W_{n}^{(k)}=\alpha_{k}\left(\zeta_{n}^{(k)}-\zeta_{n-n_{k}}^{(k)}\right), k \in \mathbb{N} \quad \text { and } \quad X_{n}=\sum_{k=1}^{\infty} W_{n}^{(k)}
$$

Observe that $P_{0} X_{n}=\sum_{k=1}^{\infty} P_{0} W_{n}^{(k)}$, which equals $-\alpha_{\ell} \xi_{0}^{(\ell)}$ if $n=n_{\ell}$ for some $\ell \in \mathbb{N}$, and 0 otherwise. Thus, $\Delta_{2}(X)=\sum_{\ell=1}^{\infty}\left|\alpha_{\ell}\right|<\infty$.

Write $S_{n}=S_{\Gamma_{n}}=\sum_{i=0}^{n-1} X_{i}$ and $S_{n}\left(W^{(k)}\right)=\sum_{i=0}^{n-1} W_{i}^{(k)}$. So

$$
S_{n}=\sum_{k=1}^{\infty} S_{n}\left(W^{(k)}\right)
$$

By independence,

$$
\mathbb{E}\left(S_{n_{k}}\left(W^{(\ell)}\right)\right)^{2}=\left\{\begin{array}{ll}
2 n_{\ell} \alpha_{\ell}^{2} & \ell \leq k \\
2 n_{k} \alpha_{\ell}^{2} & \ell>k
\end{array},\right.
$$

and

$$
\operatorname{Var}\left(S_{n_{k}}\right)=\sum_{\ell=1}^{\infty} \operatorname{Var}\left(S_{n_{k}}\left(W^{(\ell)}\right)\right)=\sum_{\ell=1}^{k-1} 2 n_{\ell} \alpha_{\ell}^{2}+\sum_{\ell=k+1}^{\infty} 2 n_{k} \alpha_{\ell}^{2}+2 n_{k} \alpha_{k}^{2} .
$$

One can choose $\alpha_{k}$ and $n_{k}$ so that

$$
\begin{equation*}
\operatorname{Var}\left(S_{n_{k}}\right) \sim \operatorname{Var}\left(S_{n_{k}}\left(W^{(k)}\right)\right)=2 n_{k} \alpha_{k}^{2} \text { as } k \rightarrow \infty . \tag{3.4}
\end{equation*}
$$

For example, taking $\alpha_{k}=2^{-k^{2}}$ and $n_{k}=2^{3 k^{2}} k \in \mathbb{N}$, it yields $\operatorname{Var}\left(S_{n_{k}}\right) \sim$ $\operatorname{Var}\left(S_{n_{k}}\left(W^{(k)}\right)\right)=2^{k^{2}+1}$.

Now in view of (3.4), for our purpose it suffices to choose $\zeta_{k}$ appropriately such that

$$
\begin{equation*}
Z_{k}:=\frac{S_{n_{k}}\left(W^{(k)}\right)}{\alpha_{k} \sqrt{n_{k}}} \tag{3.5}
\end{equation*}
$$

converge to different limits along even and odd sequences.
To do so, we now give an explicit construction of $\left\{\zeta_{n}^{(k)}\right\}_{n \in \mathbb{Z}, k \in \mathbb{N}}$. For the sake of simplicity, consider $(\Omega, \mathcal{B}, \mathbb{P})=\left([0,1]^{\mathbb{Z}}, \mathcal{B}([0,1])^{\mathbb{Z}}\right.$, Leb $\left.^{\mathbb{Z}}\right)$, and $\epsilon_{n}(\omega)=\omega_{n}, \omega \in \Omega$. Here, $T$ is the shift operator although we do not use it explicitly. In this way, for any sequence $\left\{d_{k}\right\}_{k \in \mathbb{N}}$ with $d_{k} \in[0,1]$, we choose a family of sets $\left\{A_{k}^{ \pm}\right\}_{k \in \mathbb{N}} \subset \mathcal{B}([0,1])$ such that $A_{k}^{+} \cap A_{k}^{-}=\emptyset, \mu\left(A_{k}^{ \pm}\right)=d_{k} / 2$, and set

$$
\zeta_{n}^{(k)}(\omega)=\frac{1}{\sqrt{d_{k}}}\left(\mathbf{1}_{A_{k}^{+}}-\mathbf{1}_{A_{k}^{-}}\right)\left(\omega_{n}\right), n \in \mathbb{Z}, k \in \mathbb{N} .
$$

So for $n \neq n^{\prime}, \zeta_{n}^{(k)}$ and $\zeta_{n^{\prime}}^{\left(k^{\prime}\right)}$ are independent. In order that $\left\{\zeta_{n}^{(k)}\right\}_{n \in \mathbb{Z}, k \in \mathbb{N}}$ satisfy the conditions that we assumed at the beginning, it remains to choose $\left\{A_{k}^{+}, A_{k}^{-}\right\}_{k \in \mathbb{N}}$ such that for each fixed $n,\left\{\zeta_{n}^{(k)}\right\}_{k \in \mathbb{N}}$ are mutually independent.

This can be done via a variation of dyadic expansion as follows. First, pick $A_{1}^{+}:=\left(0, d_{1} / 2\right], A_{1}^{-}:=\left(d_{1} / 2, d_{1}\right]$. Suppose $A_{k}^{+}, A_{k}^{-}$have been selected for $k \in \mathbb{N}$. Then each of $A_{k}^{+}, A_{k}^{-}$and $(0,1] \backslash\left(A_{k}^{+} \cup A_{k}^{-}\right)$can be expressed as a disjoint union of left-open-right-closed intervals, and together these intervals form a partition of $(0,1]$, say $(0,1]=\bigcup_{j=1}^{j_{k}}\left(a_{j, k}, b_{j, k}\right]$. Now, set

$$
\begin{aligned}
& A_{k+1}^{+}:=\bigcup_{j=1}^{j_{k}}\left(a_{j, k}, a_{j, k}+\left(b_{j, k}-a_{j, k}\right) \frac{d_{k+1}}{2}\right] \\
& A_{k+1}^{-}:=\bigcup_{j=1}^{j_{k}}\left(a_{j, k}+\left(b_{j, k}-a_{j, k}\right) \frac{d_{k+1}}{2}, a_{j, k}+\left(b_{j, k}-a_{j, k}\right) d_{k+1}\right] .
\end{aligned}
$$

The so-constructed $\left\{\zeta_{n}^{(k)}\right\}_{n \in \mathbb{Z}, k \in \mathbb{N}}$ are then mutually independent.
Now set $d_{k}=1$ for $k$ even and $d_{k}=1 / n_{k}$ for $k$ odd. For $\left\{A_{k}^{ \pm}\right\}_{k \in \mathbb{N}}$ and $\left\{\zeta_{n}^{(k)}\right\}_{n, k \in \mathbb{N}}$ described above, when $k$ is even, $Z_{k}$ in (3.5) becomes

$$
\frac{1}{\sqrt{n_{k}}} \sum_{i=0}^{n_{k}-1}\left(\zeta_{i}^{(k)}-\zeta_{i-n_{k}}^{(k)}\right)
$$

which is the normalized sum of $2 n_{k}$ Rademacher random variables, and thus $Z_{2 k} \Rightarrow \mathcal{N}(0,2)$ as $k \rightarrow \infty$. At the same time, for $k$ odd, $Z_{k}$ in (3.5) becomes

$$
\sum_{i=0}^{n_{k}-1}\left(\zeta_{i}^{(k)}-\zeta_{i-n_{k}}^{(k)}\right)
$$

which is the sum of $2 n_{k}$ i.i.d. random variables with $\mathbb{P}\left(\zeta_{1}^{(k)}= \pm 1\right)=1 /\left(2 n_{k}\right)$ and $\mathbb{P}\left(\zeta_{1}^{(k)}=0\right)=1-1 / n_{k}$. Clearly as $k \rightarrow \infty Z_{2 k-1}$ has a non-degenerate limiting distribution which is not Gaussian. So $S_{n} / \sigma_{n}$ does not converge.

Example 3.3. Consider $X_{i}=\epsilon_{i}-\epsilon_{i-1}$. Observe that $X_{i}$ and $X_{j}$ are uncorrelated if $|i-j| \geq 2$. Therefore, this stochastic process satisfies $\Delta_{2}(X)<\infty$. We now construct a sequence of subsets $\left\{\Gamma_{n}\right\}_{n \in \mathbb{N}}$ such that $\liminf _{n \rightarrow \infty} \sigma_{n} / b_{n}>0$ but $\lim _{n \rightarrow \infty} \sigma_{n} / b_{n}$ does not exist.

We construct $\Gamma_{n}$ iteratively. Set $\Gamma_{1}=\{0,1\}$. For $n \in \mathbb{N}$, set $\Gamma_{n+1}=$ $\Gamma_{n} \cup B_{n}$ with

$$
B_{n}= \begin{cases}\left\{a_{n}+2, a_{n}+3, \ldots, a_{n}+2^{n}+1\right\} & n \text { even } \\ \left\{a_{n}+2, a_{n}+4, \ldots, a_{n}+2 \cdot 2^{n}\right\} & n \text { odd }\end{cases}
$$

with $a_{n}=\max \left\{j: j \in \Gamma_{n}\right\}$. By construction, $\operatorname{Var}\left(S_{\Gamma_{n+1}}\right)=\operatorname{Var}\left(S_{\Gamma_{n}}\right)+$ $\operatorname{Var}\left(S_{B_{n}}\right)$, and $\operatorname{Var}\left(B_{n}\right)=2 \mathbb{E} \epsilon_{0}^{2}$ for $n$ even, and $2^{n+1} \mathbb{E} \epsilon_{0}^{2}$ for $n$ odd. At the same time, $\left|\Gamma_{n}\right|=2^{n}$. It is clear that the desired result follows.

## 4. Invariance principles for Gaussian Random fields

In this section, we present two invariance principles for weighted Bernoulli random fields. Let $\mathbb{T}$ be an index set equipped with a pseudo-metric. Consider random fields in form of

$$
\begin{equation*}
S_{n}(t)=\sum_{j \in \mathbb{Z}^{d}} b_{n, j}(t) X_{j}, t \in \mathbb{T} \tag{4.1}
\end{equation*}
$$

Under Hannan's condition on $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ and appropriate assumptions on the coefficients $b_{n, j}(t)$, we shall establish, for an increasing sequence of positive numbers $\left\{b_{n}\right\}_{n \in \mathbb{N}}$,

$$
\begin{equation*}
\left\{\frac{S_{n}(t)}{b_{n}}\right\}_{t \in \mathbb{T}} \Rightarrow\left\{\mathbb{G}_{t}\right\}_{t \in \mathbb{T}} \tag{4.2}
\end{equation*}
$$

where $\mathbb{G}$ is a zero-mean Gaussian process. The space of weak convergence will be specified below. Most results improve earlier ones [4, 17, 35], in the sense that Wu's condition is replaced by Hannan's condition.

We first provide an overview on how to establish (4.2), illustrating how previous proofs can be adapted without much changes. To establish such an invariance principle, we proceed as in the standard two-step proof: we first show convergence of finite-dimensional distributions and then tightness. To show the convergence of finite-dimensional distributions, we first remark that marginally, for $b_{n}(t):=\left(\sum_{j \in \mathbb{Z}^{d}} b_{n, j}^{2}(t)\right)^{1 / 2}$, one should expect

$$
\begin{equation*}
\frac{S_{n}(t)}{b_{n}(t)} \Rightarrow \mathcal{N}\left(0, \sigma^{2}\right), \text { for all } t \in \mathbb{T} \tag{4.3}
\end{equation*}
$$

with $\sigma^{2}$ as in (2.5) as a consequence of Theorem 2.5. Comparing this with (4.2), it suggests that $\lim _{n \rightarrow \infty} b_{n}^{2}(t) / b_{n}^{2}=\operatorname{Var}\left(\mathbb{G}_{t}\right) / \sigma^{2}$. Moreover, by Cramer-Wold's device, for the weak convergence to hold, we need to show, for all $\lambda \in \mathbb{R}^{m}, t \in \mathbb{T}^{m}, m \in \mathbb{N}$,

$$
\begin{equation*}
\frac{1}{b_{n}} \sum_{r=1}^{m} \lambda_{r} S_{n}\left(t_{r}\right) \Rightarrow \mathcal{N}\left(0, \Sigma_{\lambda, t}^{2}\right) \quad \text { with } \quad \Sigma_{\lambda, t}^{2}=\operatorname{Var}\left(\sum_{r=1}^{m} \lambda_{r} \mathbb{G}_{t_{r}}\right) \tag{4.4}
\end{equation*}
$$

The linear combinations of finite-dimensional distributions can again be represented as a linear random field via

$$
\sum_{r=1}^{m} \lambda_{r} S_{n}\left(t_{r}\right)=\sum_{j \in \mathbb{Z}^{d}} \widetilde{b}_{n, j} X_{j} \quad \text { with } \quad \widetilde{b}_{n, j}=\sum_{r=1}^{m} \lambda_{r} b_{n, j}\left(t_{r}\right)
$$

to which one can apply Theorem 2.5 again. This is the standard procedure to establish finite-dimensional convergence of linear random fields. In our setup we have thus proved the following as a consequence of Theorem 2.5. Write $\widetilde{b}_{n}=\left(\sum_{j} \widetilde{b}_{n, j}^{2}\right)^{1 / 2}$.
Proposition 4.1. Consider random fields in form of (4.1) with $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ satisfying Hannan's condition $\Delta_{2}(X)<\infty$. Suppose there exists a sequence of real numbers $\left\{b_{n}\right\}_{n \in \mathbb{N}}$ such that
(i) for all $\lambda \in \mathbb{R}^{m}, t \in \mathbb{T}^{m}, m \in \mathbb{N}$, $\left\{\widetilde{b}_{n, j}\right\}_{j \in \mathbb{Z}^{d}, n \in \mathbb{N}}$ satisfy the assumptions in Theroem 2.5 and that $\widetilde{b}_{n} / b_{n}$ converges to a constant as $n \rightarrow \infty$, and
(ii) for a zero-mean Gaussian process $\mathbb{G}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{b_{n}^{2}} \mathbb{E}\left(S_{n}(t) S_{n}(\tau)\right)=\mathbb{E}\left(\mathbb{G}_{t} \mathbb{G}_{\tau}\right), \text { for all } t, \tau \in \mathbb{T} \tag{4.5}
\end{equation*}
$$

Then, the convergence of finite-dimensional distributions (4.4) holds.
We highlight that to apply Proposition 4.1, the essential work consists of verifying the assumptions on $\widetilde{b}_{n, j}$, and computing the covariance (4.5). Both of these two steps are independent from the choice of dependence assumption on $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$. For invariance principles to be established below, these computations have been carried out in earlier proofs (under stronger assumptions on $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$ ) and can be borrowed here without any changes.

For the tightness, the moment inequality (2.2) in Lemma 2.2 plays an important role. Similar inequalities have been used to establish tightness in the aforementioned work, and the proofs can be adapted with little extra effort in most the cases. See, however, Remark 4.4 for an exception.

Below we present two improvements of earlier results. We only sketch the proofs in order not to introduce too much duplications.

### 4.1. Invariance principles for self-similar set-indexed Gaussian

 fields. Let $\mu$ be a $\sigma$-finite measure on $\mathbb{R}^{d}$. Consider$$
S_{n}(A):=\sum_{j \in \mathbb{Z}^{d}} b_{n, j}(A) X_{j} \quad \text { with } \quad b_{n, j}(A):=\mu\left(n A \cap R_{j}\right)^{1 / 2}, A \in \mathcal{A}
$$

where $R_{j}$ is the set of unit cube in $\mathbb{R}^{d}$ with lower corner $j \in \mathbb{Z}^{d}$, and $\mathcal{A}$ is a class of Borel sets of $\mathbb{R}^{d}$, equipped with pseudo-metric $\rho(A, B)=$ $\mu(A \triangle B)^{1 / 2}$. For $\mu$ being the Lebesgue measure, this framework has been considered for example in $[1,11,17]$. The generalization to other measures, even for the i.i.d. $\left\{X_{j}\right\}_{j \in \mathbb{Z}^{d}}$, was first proposed by Biermé and Durieu [4]. In particular, they assume the measure $\mu$ to satisfy the following.
Assumption 4.2. $\mu$ is a $\sigma$-finite measure on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right.$ ), absolutely continuous with respect to the Lebesgue measure, and such that
(i) There exists $\beta>0$ such that $\mu(n A)=n^{\beta} \mu(A)$ for all $n \in \mathbb{N}, A \in$ $\mathcal{B}\left(\mathbb{R}^{d}\right)$.
(ii) $\limsup \operatorname{sum}_{\pi(j) \rightarrow \infty} \mu\left(R_{j}\right)<\infty$ and

$$
\begin{gathered}
\lim _{\pi(j) \rightarrow \infty} \frac{\left|\mu\left(R_{j+e_{q}}\right)-\mu\left(R_{j}\right)\right|}{\mu\left(R_{j}\right)}=0, q=1, \ldots, d \\
\text { with } \pi(j)=\min _{q=1, \ldots, d}\left|j_{q}\right|, j \in \mathbb{Z}^{d} .
\end{gathered}
$$

Furthermore, they also worked with regular Borel sets $A$, that is, for the boundary set $\partial A$ of $A \subset \mathbb{R}^{d}, \operatorname{Leb}(\partial A)=0$. The size and complexity of such
classes are normally described via covering numbers: the smallest number of $\rho$-balls with radius $\epsilon$ to cover $\mathcal{A}$, denoted by $N(\mathcal{A}, \rho, \epsilon)$. The entropy numbers are given by $H(\mathcal{A}, \rho, \epsilon)=\log N(\mathcal{A}, \rho, \epsilon)$.

The following result is the counterpart of [4, Theorem 4.5], replacing Wu's condition by Hannan's condition. See Remark 4.4 below on the comparison with conditions under Wu's condition. For concrete examples on self-similar set-indexed random fields as applications, see [4].

Theorem 4.3. Let $\mu$ be a measure on $\mathbb{R}^{d}$ satisfying Assumption 4.2, and let $\mathcal{A}$ be a class of regular Borel sets of $\mathbb{R}^{d}$ such that $\mu(A)<\infty$ for all $A \in \mathcal{A}$. Assume further that one of the following conditions holds.
(i) There exists $p \geq 2$ such that

$$
\begin{equation*}
\int_{0}^{1} N(\mathcal{A}, \rho, \epsilon)^{1 / p} d \epsilon<\infty \quad \text { and } \quad \Delta_{p}<\infty \tag{4.6}
\end{equation*}
$$

(ii) There exists $\gamma \in(0,2 / d]$, such that

$$
\begin{equation*}
\int_{0}^{1} H(\mathcal{A}, \rho, \epsilon)^{1 / \gamma} d \epsilon<\infty \quad \text { and } \quad \sup _{p>2} \frac{\Delta_{p}(X)}{p^{1 / \gamma-d / 2}}<\infty \tag{4.7}
\end{equation*}
$$

Then,

$$
\left\{\frac{S_{n}(A)}{n^{\beta / 2}}\right\}_{A \in \mathcal{A}} \Rightarrow \sigma\{\mathbb{G}(A)\}_{A \in \mathcal{A}}
$$

in the space of continuous functions on $\mathcal{A}$ equipped with supremum norm, where $\sigma$ is as in (2.5) and $\mathbb{G}$ is a zero-mean Gaussian process with covariance $\operatorname{Cov}(\mathbb{G}(A), \mathbb{G}(B))=\mu(A \cap B)$.

Proof. First, by [4, Proposition 4.2], for each $A \in \mathcal{A},\left\{b_{n, j}(A)\right\}_{n, j}$ satisfy the assumptions of Theorem 2.5, and $b_{n}^{2}(A)=n^{\beta} \mu(A)$. This tells the order of normalization should be $n^{\beta / 2}$.

To show the convergence of finite-dimensional distributions, we apply Proposition 4.1. The verifications of conditions and the computations of covariance, all based on definitions of $b_{n, j}(A)$ and properties of $\mu$ only, have been carried out in the proof of [4, Theorem 4.3].

Now we show the tightness. First consider assumption (i). As in [4], we apply [22, Theorem 11.6], which states, if for some constant $C>0, p \geq 2$,

$$
\begin{equation*}
\frac{1}{n^{\beta / 2}}\left\|S_{n}(A)-S_{n}(B)\right\|_{p} \leq C \rho(A, B) \text { for all } n \in \mathbb{N}, A, B \in \mathcal{A} \tag{4.8}
\end{equation*}
$$

and the first part of (4.6) holds, then

$$
\limsup _{\eta \downarrow 0} \sup _{n \in \mathbb{N}} \mathbb{E}\left(\sup _{\substack{A, B \in \mathcal{A} \\ \rho(A, B)<\eta}} \frac{\left|S_{n}(A)-S_{n}(B)\right|}{n^{\beta / 2}}\right)=0,
$$

which yields the tightness. It remains to remark that (4.8) follows from (2.2).

Now consider assumption (ii). Consider the Young function $\psi_{\gamma}(y)=$ $\exp \left(y^{\gamma}\right)-1$ and the Orlicz norm $\|X\|_{\psi_{\gamma}}:=\inf \left\{a>0: \mathbb{E} \psi_{\gamma}(|X| / a) \leq 1\right\}$. It is well known (e.g. [17, Lemma 4]) that

$$
\|X\|_{\psi_{\gamma}} \leq C \sup _{p>2} \frac{\|X\|_{p}}{p^{1 / \gamma}}
$$

Now Lemma 2.2 implies for all $n \in \mathbb{N}, A, B \in \mathcal{A}$,

$$
\begin{align*}
& \frac{1}{n^{\beta / 2}}\left\|S_{n}(A)-S_{n}(B)\right\|_{\psi_{\gamma}}  \tag{4.9}\\
& \quad \leq \frac{C}{n^{\beta / 2}} \sup _{p>2} \frac{\left\|S_{n}(A)-S_{n}(B)\right\|_{p}}{p^{1 / \gamma}} \leq C \rho(A, B) \sup _{p>2} \frac{C_{p, d}}{p^{1 / \gamma}} \Delta_{p}(X) .
\end{align*}
$$

Recall that $C_{p, d}=(p-1)^{d / 2}$. Again by [22, Theorem 11.6] the tightness now follows from assumption (4.7).

Remark 4.4. Under assumption (i), compared to [4] we simply replace Wu's condition by Hannan's condition, and thus strictly improve the results. However, the results obtained here in part (ii) are not comparable with those under Wu's condition: when working with Wu's condition, for the second part of (4.7) one can actually assume the strictly weaker assumption

$$
\begin{equation*}
\sup _{p>2} \frac{\sum_{j \in \mathbb{Z}^{d}}\left\|X_{j}-X_{j}^{*}\right\|_{p}}{p^{1 / \gamma-1 / 2}}<\infty . \tag{4.10}
\end{equation*}
$$

To establish this condition, the only difference from the above argument is in the second inequality of (4.9), where a similar moment inequality as in (2.2) is used, except that the constant $C_{p, d}$ is taken as $C_{p, d}=\sqrt{2 p}$ for all $d \geq 1$ [17, Proposition 1]. See for example [4, 17]. (This constant can actually be replaced by the smaller one $C_{p, d}=\sqrt{p-1}$ : it suffices to follow the same proof and replace the constant $\sqrt{2 p}$ in [17, Eq.(10)] by $\sqrt{p-1}$, due to [31, Theorem 2.1].)

In other words, when replacing Wu's condition by Hannan's condition on the weak dependence of the stationary Bernoulli random fields, the condition on entropy numbers (4.7) is strictly strengthened here. This is due to different constants in the moment inequalities of weighted partial sums as in (2.2) in Lemma 2.2 under different conditions: this constant $C_{p, d}$ plays a key role in the second inequality in (4.9). For our approach here, the constant is essentially due to a Marcinkiewicz-Zygmund type inequality applied iteratively $d$ times to orthomartingale differences in (2.4); so the power $d$ reflects the dimension. For the moment inequality under Wu's condition in [17], a dimension-free argument is applied: essentially a one-dimensional martingale is embedded into the random field, and thus the constant inherits the one from one-dimensional martingale inequalities.

It is not clear to us whether the constant $C_{p, d}$ in Lemma 2.2 can be chosen to be independent from $d$. Such a choice would weaken the assumption (ii) in Theorem 4.3.
4.2. An invariance principle for fractional Brownian sheet. Consider a linear random field $\left\{Y_{j}\right\}_{j \in \mathbb{Z}^{d}}$ in form of

$$
Y_{j}=\sum_{k \in \mathbb{Z}^{d}} a_{k} X_{j-k}, j \in \mathbb{Z}^{d}
$$

with $\sum_{k} a_{k}^{2}<\infty$. Invariance principles for

$$
S_{n}(t)=\sum_{\mathbf{1} \leq j \leq n t} Y_{j}, t \in[0,1]^{d}
$$

with $n t=\left(n t_{1}, \ldots, n t_{d}\right)$ have been studied in the literature. Observe that

$$
S_{n}(t)=\sum_{j \in \mathbb{Z}^{d}} b_{n, j}(t) X_{j} \quad \text { with } \quad b_{n, j}(t)=\sum_{\mathbf{1} \leq i \leq n t} a_{i-j}
$$

The following theorem generalizes [35, Theorem 3]. In particular, [35] considered the case that $\left\{a_{j}\right\}_{j \in \mathbb{Z}^{d}}$ is of the product form: there exist real numbers $\left\{a_{j_{q}}^{(q)}\right\}_{j_{q} \in \mathbb{Z}}, q=1, \ldots, d$ such that

$$
a_{j}=\prod_{q=1}^{d} a_{j_{q}}^{(q)}
$$

Introduce also $b_{n, j}^{(q)}=\sum_{i=1}^{n} a_{i-j_{q}}^{(q)}$ and $b_{n}(q)=\left(\sum_{j \in \mathbb{Z}} b_{n, j}^{(q) 2}\right)^{1 / 2}$. Examples on coefficients satisfying the assumption below can be found in [35, Example $2]$.

Theorem 4.5. Suppose there exists $H \in(0,1)^{d}$ such that

$$
\lim _{n \rightarrow \infty} \frac{b_{\lfloor n s\rfloor}^{2}(q)}{b_{n}^{2}(q)}=s^{2 H_{q}}, \text { for all } s \in[0,1], q=1, \ldots, d
$$

and there exists $p$ such that

$$
p \geq 2, p>\max _{q=1, \ldots, d} \frac{1}{H_{q}} \text { and } \Delta_{p}(X)<\infty
$$

Then, $\left\{S_{n}(t) / b_{n}\right\}_{t \in[0,1]^{d}}$ converges weakly in $D\left([0,1]^{d}\right)$ to a fractional Brownian sheet $\mathbb{G}^{H}$ with Hurst index $H$, a zero-mean Gaussian process with covariance

$$
\operatorname{Cov}\left(\mathbb{G}_{s}^{H}, \mathbb{G}_{t}^{H}\right)=\frac{1}{2^{d}} \prod_{q=1}^{d}\left(s_{q}^{2 H_{q}}+t_{q}^{2 H_{q}}-\left|t_{q}-s_{q}\right|^{2 H_{q}}\right), s, t \in[0,1]^{d}
$$

Proof. To show the convergence of finite-dimensional distributions, the conditions in Proposition 4.1 have been verified as in [35, proof of Proposition 1]; actually, there a different set of conditions in [35, Definition 1] on $b_{n, j}$ were verified. The equivalence between conditions there and ours were pointed out by Biermé and Durieu [4, Remark after Theorem 3.1] (see also Remark 2.7). We also point out that the conditions in [35] were actually redundant: in [35, Definition 1], Eq.(8) implies Eq.(9) by Cauchy-Schwarz inequality.

To show the tightness, by [21, Corollary 3], it suffices to show, for some $\beta>1, p>0$,

$$
\begin{equation*}
\left\|S_{n}(t)\right\|_{p} \leq C b_{n} \prod_{q=1}^{d} t_{q}^{\beta / p}, t \in[0,1]^{d} \tag{4.11}
\end{equation*}
$$

For this purpose, by (2.2),

$$
\begin{equation*}
\left\|S_{n}(t)\right\|_{p} \leq C\left(\sum_{j \in \mathbb{Z}^{d}} b_{n, j}^{2}(t)\right)^{1 / 2} \Delta_{p}(X) \tag{4.12}
\end{equation*}
$$

which could lead to the desired condition (4.11). This plan can be carried out as in [35, Proposition 2], with Eq. (23) therein replaced by (4.12) above and no other changes. We omit the details.
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