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but it also goes back to the roots of this field and fixes existing gaps in older papers
concerning conditions of infinite divisibility for these distributions.
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1 Introduction

Permanental distributions and the class of multivariate negative binomial distributions
that we are interested in, have been originally considered by Griffiths (1984) [13], Griffiths
and Milne (1987) [14] and Vere-Jones (1997) [26]. The recent renew of interest for these
distributions mainly comes from their connections with the distribution of the local time
process of Markov processes. These connections are known under the generic name of
"isomorphism theorems". The first one is due to Dynkin (1983). To exploit the more
recent isomorphism theorem of Eisenbaum and Kaspi (2009)[9], it was necessary to have
a better understanding of the family of permanental distributions. Several authors have
since made progresses in that direction: Marcus and Rosen [20], Kogan and Marcus [18],
Eisenbaum [6], [7], [8].
The aim of this paper is double. It answers several questions generated by [18] and [8]
but it also goes back to the roots of the subject and fix an existing gap in [14]. To
briefly describe our main results, we first remind the following basic definitions. All the
considered matrices are real.

A permanental distribution is the law of a nonnegative random vector
(X1, X2, .., Xd) with Laplace transform

IE[exp{−1
2

d∑
i=1

ziXi}] = det(I + ZA)−β (1.1)

where I is the d × d-identity matrix, Z is the diagonal matrix Diag((zi)1≤i≤d), A =
(aij)1≤i,j≤d and β is a fixed positive number.
A matrix A is said to be β-permanental if such a random vector exists.
A matrix A is said to be β-positive definite (in short β-positive) if the multivariate
Taylor series expansion in zn1

1 ...zndd of det(I − ZA)−β has only non-negative coefficients
(see Section 2 (2.3) for an equivalent formulation).
If the spectral radius of a β-positive definite d × d-matrix A is strictly smaller than 1,
there exists a nonnegative random vector (X1, X2, ..., Xd) with a multivariate negative
binomial distribution such that its probability generating function satisfies:

IE[zX1
1 ...zXdd ] = det(I − A)β det(I − ZA)−β. (1.2)

We mention that this multivariate negative binomial distribution corresponds to an α-
permanental point process (see [24]) ζ with index α = 1

β
and kernel βA(I − A)−1 with

respect to the measure ∑d
k=1 δk (ζ has the same law as ∑d

k=1Xk δk).

Note that distinct matrices A and B may define the same permanental distributions (or
the same multivariate negative binomial distribution). More generally, one says that A
and B are effectively equivalent if for every Z in Rd:

det(I + ZA) = det(I + ZB).

For example, A andDAD−1, forD non singular diagonal matrix, are effectively equivalent.
They are said to be diagonally similar.
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A necessary and sufficient condition for a matrix A to be β-positive for all β > 0 has
been established by Griffiths and Milne [14]. In Section 3, we give a counterexample and
correct their criteria. The gap in their proof comes from the negligence of the occurence
of zero entries in the considered matrices. Actually, this negligence has no consequence in
the case when the matrices are symmetric but becomes problematic when they are not.
It neither has consequences when the matrices are irreducible, but this claim requires a
proof that is also given in Section 3.
Once Griffiths and Milne’s criterion fixed, we checked whether the existing results based
on their initial criterion were still true. In particular, Vere-Jones NSC for a matrix to be
β-permanental for all β > 0, which is formulated thanks to Griffiths and Milne’s criterion,
can easily be fixed. In Section 5, we also fix the argument in [9] which shows that (up to
effective equivalence) the non singular, β-permanental for every β, matrices are inverse
M -matrices (a non-singular matrix A is an M -matrix if A has no positive off-diagonal
entry and A−1 has no negative entry). In the symmetric case, this characterization has
been established previously by Bapat [1]. Moreover, we extend this characterization to
singular matrices.
Section 5 relies on Section 4 which establishes various relations between the properties of
β-permanentality and β-positivity. Indeed they are deeply connected. For example one
can easily see that β-permanentality implies β-positivity.
Hence the question of the description of the class of matrices that are β-permanental
for all β is completely solved. The class of matrices that are β-positive for all β, is well
described as well. Note that elements of these two classes correspond to infinitely divisible
distributions. Remains the question of the description for a fixed β of the β-permanental
matrices and the β-positive matrices.
We mention a consequence of Vere-Jones results [26]: a β-permanental symmetric matrix
is necessarily positive semi-definite. Conversely for A symmetric positive semi-definite
and β = 1/2, (1.1) corresponds to the distribution of (η2

1, .., η
2
d) with (η1, ..., ηd) centered

Gaussian vector with covariance A. Consequently A must be 1/2-permanental and more
generally n/2-permanental for every positive integer n. However for every β > 0 such
that 2β is not an integer, there exist symmetric positive semi-definite matrices that are
not β-positive and therefore not β-permanental (see the work of Bränden [3] based on
Scott and Sokal [22]). This result solves a conjecture set by Shirai and Takahashi [24],
[23].
The only known permanental matrices (up to effective equivalence) are symmetric positive
semi-definite matrices or inverseM -matrices. Kogan and Marcus [18] have shown that if a
non singular 3-dimensional permanental matrix is not effectively equivalent to a symmetric
matrix then it is diagonally similar to an inverse M -matrix. In Section 6, we establish an
analogous result for β-positive matrices: in dimension 3, an irreducible β-positive matrix
which is not diagonally similar to a symmetric matrix, is necessarily diagonally similar to
a matrix with no negative entry. In Section 7, we answer the question raised by Kogan and
Marcus in the case of dimension greater than 3: Do there exist (up to effective equivalence)
non singular irreducible permanental matrices that are not symmetric positive definite,
nor inverseM -matrices? Thanks to the results of Section 4, we reduce the question to the
search of 1-positive matrices that are not effectively equivalent to a symmetric matrix nor
to a matrix with no negative entry. We actually exhibit families of such matrices and can
hence give a positive answer to the question of Kogan and Marcus. This result seems quite
surprising in view of [8] according to which, a permanental matrix whose 3× 3-principal
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submatrices are not effectively equivalent to symmetric matrices, is necessarily an inverse
M -matrix.
So far, one is not able to give a precise description of β-permanental matrices nor of
β-positive matrices. However, we establish in Section 7, some necessary conditions for a
matrix to be β-positive for a given β (see Section 7.2), that might help to find the general
form of these matrices. We also establish that irreducible β-permanental matrices must
satisfy a restrictive condition: their zero entries are symmetric (Theorem 5.3).
All the sections rely on a preliminary section (Section 2) where the needed notations are
introduced and preliminary results on cycles of matrices are established, together with a
general formula on permanents of matrices with rows and columns repetition.

2 Notation, cycles and permanents
For I, J finite sets having the same cardinality, Σ(I, J) denotes the set of the bijections
from I to J , Σ(I) denotes the set of the permutations of I (i.e. Σ(I) = Σ(I, I)) and Σd

denotes Σ(JdK), where JdK = {1, 2, .., d}.
The β-permanent of a d× d-matrix A = (aij)1≤i,j≤d is defined by

perβ A =
∑
σ∈Σd

βν(σ)
d∏
i=1

aiσ(i), (2.1)

where ν(σ) is the number of cycles of the permutation σ.
In particular, per1A is the permanent of A and per−1A = (−1)d det(A).

To a given d × d-matrix A = (aij)1≤i,j≤d, one associates square matrices with rows and
columns repetition by setting for n1, . . . , nd, n

′
1, . . . , n

′
d 2d non-negative integers such that∑d

i=1 ni = ∑d
i=1 n

′
i :

A[n1, . . . , nd|n′1, . . . , n′d] =


A11 A12 . . . A1d
A21 A22 . . . A2d
... ... . . . ...
Ad1 Ad2 . . . Add

 ,

where for 1 ≤ i, j ≤ d, Aij is the ni × n′j matrix whose elements are all equal to aij.
We write A[n1, . . . , nd] for A[n1, . . . , nd|n1, . . . , nd].

With this notation, one can reformulate the definition of β-positivity as it has first been
enunciated by Vere-Jones [26]. Indeed, Vere-Jones [26] has established that for β > 0:

det(I − ZA)−β =
∞∑

n1,...,nd=0

d∏
i=1

znii
ni!

perβ A[n1, . . . , nd] , (2.2)

which allows to see that A is β-positive iff

for every n1, . . . , nd, perβ A[n1, . . . , nd] ≥ 0. (2.3)
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For I = {i1, . . . ik} and J = {j1, . . . jk}, with 1 ≤ i1 < · · · < ik ≤ d and 1 ≤ j1 < · · · <
jk ≤ d, we denote by A[I × J ] the k × k submatrix of A such that its (r, s) entry is the
(ir, js) entry of A. If I = J , A[I] denotes A[I × I].
For k in {1, 2, .., d}, A(k) denotes the (d − 1) × (d − 1) principal submatrix obtained by
removing the kth row and kth column from A.
We also need to define Ā(k) the (d− 1)× (d− 1) matrix (aikakj)i,j∈JdK\{k}.

A non-negative matrix is a matrix such that all its entries are non-negative.

The cardinal of a finite set I, is denoted by |I| or #I.
We denote by sgn the sign function:

sgn(x) =


1 if x > 0
−1 if x < 0
0 if x = 0.

For a d × d real matrix A, G(A) is the directed graph with vertex-set JdK and edge-set
{(i, j) ∈ JdK2 : aij 6= 0}. A bidirectional edge between two vertices is a couple of edges
joining theses two vertices in both ways. A cycle of A is a finite sequence (i1, i2, ..., in) of
JdK such that ai1i2ai2i3 ..ain−1inaini1 6= 0. For ai1i1 6= 0, (i1) is a cycle of A.
In a cycle (i1, . . . , in), the index k in ik has to be understood modulo n (for example
in+1 = i1). Similarly, for a permutation σ in Σn, the integers are written modulo n (for
example, σ(n+ i) = σ(i) and σ(i) + n = σ(i)).
A cycle (i1, . . . , in) is said to be semi-elementary if

• it is simple (i1, . . . , in are distinct vertices)

• two vertices ik, il that are not neighbours in the cycle (i.e. k 6= l + 1 and l 6= k + 1)
are not linked through a bidirectional edge (i.e. either aikil = 0 or ailik = 0).

A cycle (i1, . . . , in) is elementary if

• it is simple

• two vertices ik, il that are not neighbours in the cycle are not linked (aikil = ailik =
0).

For A symmetric matrix, semi-elementary cycles are elementary.

2.1 Positive cycles and symmetric cycles
Two square matrices A and B are signature similar if A = DBD−1 with D diagonal
matrix with all its diagonal entries in {−1,+1}. In this section, we give a NSC for an
irreducible matrix A to be signature similar to a non-negative matrix. We also give a
NSC for A to be diagonally similar to a symmetric matrix.

A cycle (i1, . . . , in) of a matrix A = (aij)1≤i,j≤d is said to be positive if
n∏
k=1

aikik+1 > 0,
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and negative if ∏n
k=1 aikik+1 < 0.

A cycle (i1, . . . , in) of A is said to be symmetric if
n∏
k=1

aikik+1 =
n∏
k=1

aik+1ik .

The following lemma is due to Maybee (Theorem 4.1 in [21]).

Lemma 2.1. Let A = (aij)1≤i,j≤d and B = (bij)1≤i,j≤d be two irreducible matrices. Then
A and B are diagonally similar iff :
G(A) = G(B), and for any cycle (i1, . . . , in): ∏n

k=1 aikik+1 = ∏n
k=1 bikik+1.

Since a matrix A = (aij)1≤i,j≤d which is diagonally similar to a non-negative matrix is
also signature similar to the matrix (|aij|)1≤i,j≤d, one obtains the following lemma.

Lemma 2.2. An irreducible matrix is signature similar to a non-negative matrix iff all
its cycles are positive.

If the zero entries of the matrix are symmetric, one can remove the irreducibility condition
from Lemma 2.2. This can be seen by decomposing the matrix into a direct sum of
irreducible matrices. Hence one obtains the following lemma.

Lemma 2.3. A matrix with all its zero entries symmetric is signature similar to a non-
negative matrix iff all its cycles are positive.

Assume that a matrix A = (aij)1≤i,j≤d is diagonally similar to a symmetric matrix, then
A is also diagonally similar to the matrix (√aijaji)1≤i,j≤d (by assumption: aijaji ≥ 0 for
every i, j). This remark leads to the following lemma.

Lemma 2.4. An irreducible matrix is diagonally similar to a symmetric matrix iff all its
cycles are symmetric.

2.2 Permanent of matrices with rows and columns repetition
We need to establish the following formulas for the arguments of Section 7.

Lemma 2.5. Let B be a n× n matrix written as the following block matrix:

B =
(
Bij

)
1≤i,j≤d

where for every (i, j), Bij is an ni × n′j matrix and n1, . . . , nd, n
′
1, . . . , n

′
d non-negative

integers such that n1 + · · ·+ nd = n′1 + · · ·+ n′d = n. Then we have

perB =
∑∑
i
kij=n′

j∑
j
kij=ni

∑
|Iij |=|Jij |=kij
∪iJij=Jn′

i
K

∪jIij=JniK

 d∏
i,j=1

perBij[Iij × Jij]
 (2.4)
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Proof. Denote by bij the (i, j)-entry of B. One has: perB = ∑
σ∈Σn

∏n
i=1 biσ(i).

For a subset I of R and a real number k, we define: I − k = {i− k : i ∈ I} and I + k =
{i+ k : i ∈ I}. For each σ in Σn, we define Iij = JniK ∩

(
σ−1(Jn′iK +∑j−1

q=1 n
′
q)−

∑j−1
q=1 nq

)
and Jij =

(
σ(JniK +∑i−1

q=1 nq)−
∑i−1
q=1 nq

)
∩ Jn′jK. Then we have

perB =
∑

tiJij=Jn′
j
K

tjIij=JniK

 d∏
i,j=1

perBij[Iij × Jij]


=
∑∑
i
kij=n′

j∑
j
kij=ni

∑
|Iij |=|Jij |=kij
∪iJij=Jn′

j
K

∪jIij=JniK

 d∏
i,j=1

perBij[Iij × Jij]


where t means disjoint union.
Corollary 2.6. Let n1, . . . , nd, n

′
1, . . . , n

′
d be non-negative integers, such that n1+· · ·+nd =

n′1 + · · ·+n′d ≥ 1. We have the following formula for a matrix with repetition of rows and
columns :

perA[n1, . . . , nd|n′1, . . . , n′d] =
∑∑
i
kij=n′

j∑
j
kij=ni

 d∏
i,j=1

a
kij
ij

∏d
i=1 ni!n′i!∏d
i,j=1 kij!

 (2.5)

Proof. We set B = A[n1, . . . , nd|n′1, . . . , n′d]. Bij denotes the ni×n′j matrix whose elements
are all equal to aij (1 ≤ i, j ≤ d).
Applying formula (2.4) to B we obtain

perA[n1, . . . , nd|n′1, . . . , n′d]

=
∑∑
i
kij=n′

j∑
j
kij=ni

 d∏
i,j=1

a
kij
ij kij!

 #{(Iij, Jij)1≤i,j≤d : |Iij| = |Jij| = kij;∪iJij = Jn′jK;∪jIij = JniK}

We have
#{(Iij, Jij)1≤i,j≤d : |Iij| = |Jij| = kij;∪iJij = Jn′jK;∪jIij = JniK}

= #{(Iij)1≤i,j≤d : |Iij| = kij;∪jIij = JniK} #{(Jij)1≤i,j≤d : |Jij| = kij;∪iJij = Jn′jK}

=
(

d∏
i=1

(
ni

(kij)j

)) d∏
j=1

(
n′j

(kij)i

) ,
where

(
ni

(kij)j

)
=
(

ni
ki1...kid

)
and

(
nj

(kij)i

)
=
(

n′j
k1j ...kdj

)
denotes the multinomial coefficients.

Hence one obtains:
perA[n1, . . . , nd|n′1, . . . , n′d]

=
∑∑
i
kij=n′

j∑
j
kij=ni

 d∏
i,j=1

a
kij
ij kij!

 (
d∏
i=1

(
ni

(kij)j

)) d∏
j=1

(
n′j

(kij)i

) ,

which leads to (2.5).
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3 NSC to be β-positive for all β > 0
According to Griffiths and Milne [14], a d× d-matrix A is β-positive for all positive β iff
(i) For any i, j in JdK: aii ≥ 0, and if i 6= j: aijaji ≥ 0.
(ii) For any elementary cycle (i1, . . . , in) of A+ At: ∏n

k=1(aikik+1 + aik+1ik) ≥ 0.

Set B =

1 1 1
0 1 −1
0 0 1

 and note that B is a counter-example. Indeed, B is clearly β-

positive for all β > 0, but (b12 + b21)(b23 + b32)(b31 + b13) < 0.
The problem with the proof of the above criterion is located in [14] p.18, line 15: a cycle
of A + At may not correspond to a cycle of A. Under Condition (i), for a given subset
i1, . . . , in of JdK, ai1i2ai2i3 . . . aini1 ≥ 0 does not necessarily imply that (ai1i2 + ai2i1)(ai2i3 +
ai3i2) . . . (aini1 + ai1in) ≥ 0. Nevertheless when A is symmetric or when all its entries are
non-zero, this implication is correct.

Hence under the additional assumption that A is symmetric or A has no zero entry,
Griffiths and Milne’s criterion is correct. For the remaining cases, we present below two
ways to fix the argument of [14]. Either we extend Condition (ii) to semi-elementary
cycles (Theorem 3.1), either we assume that the matrix A is irreducible (Corollary 3.3).
This enables us to give a complete answer to the question of β-positivity for all β > 0.

Theorem 3.1. A matrix A is β-positive for all β > 0 iff the semi-elementary cycles of
A are positive.

Proof. Sufficiency Assume that for any semi-elementary cycle (i1, . . . , in) of A
n∏
k=1

aikik+1 > 0. (3.1)

Then, we have (3.1) for any simple cycle (i1, . . . , in) of A. Indeed, it is true for n ≤ 3, as
in this case the cycle must be semi-elementary. For n > 3, we make an induction proof.
Assume that for any n′ ∈ Jn − 1K and any cycle (j1, . . . , jn′) of A: ∏n′

k=1 ajkjk+1 > 0. If
(i1, . . . , in) is a semi-elementary cycle, ∏n

k=1 aikik+1 > 0 by (3.1). If not, there exist distinct
p and q, not neighbourgs in the cycle, 1 ≤ p + 1 < q ≤ n, and such that aipiq 6= 0 and
aiqip 6= 0. Hence we have:

n∏
k=1

aikik+1 = 1
aipiqaiqip

 ∏
k∈Jp,q−1K

aikik+1

 aiqip
  ∏

k∈J1,nK\Jp,q−1K

aikik+1

 aipiq
 .

Note that (ip, iq) is an elementary cycle, hence aipiqaiqip > 0.
(∏k∈Jp,q−1K aikik+1)aiqip and (∏k∈J1,nK\Jp,q−1K aikik+1)aipiq are positive by induction hypothe-
sis. Consequently (i1, i2, ..in) is also positive.
Since any cycle is the finite union of simple cycles, the above argument works for any
cycle. Hence any cycle (simple or not) is positive.
For i1, . . . , in in JdK, either (i1, . . . , in) is a cycle or there exists k ∈ JnK such that aikik+1 = 0
(if k = n, in+1 still denotes i1). Hence, in both cases, we have ∏n

k=1 aikik+1 ≥ 0.
For any σ ∈ Σn,

∏n
k=1 aikiσ(k) is the product of ν(σ) terms, each term corresponding to

a cycle of σ (which is not necessarily a cycle of A). Thanks to the above, one obtains:
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∏n
k=1 aikiσ(k) ≥ 0. Consequently, for any n1, . . . , nd ∈ N and β > 0, perβ A[n1, . . . , nd] is a

sum of non-negative terms and therefore is non-negative.
This implies thanks to (2.3), that A is β-positive for all β > 0.

Necessity Assume that A is β-positive for all β > 0. Then, for any n in N∗, i1, . . . , in in
JdK, we have ∑σ∈Σn β

ν(σ)∏n
k=1 aikiσ(k) ≥ 0. Dividing by β, and letting β tends to 0, one

obtains ∑
σ∈Σn:ν(σ)=1

n∏
k=1

aikiσ(k) ≥ 0, (3.2)

We show now by induction the following property for every n > 0
P (n): For any simple cycle (i1, . . . , in) of A, sgn

(∏n
k=1 aikik+1

)
= 1.

P (1) is true. Fix n > 1 and assume P (p) is true for all p ∈ Jn− 1K.
Let (i1, . . . , in) be a simple cycle. If there is no other simple cycle whose set of vertices is
{i1, . . . , in}, then we get directly (3.1) from (3.2).
Otherwise, there is another simple cycle (j1, . . . , jn) having {i1, . . . , in} for set of vertices
({i1, . . . , in} = {j1, . . . , jn}).
Suppose that

(∏n
k=1 aikik+1

)
and

(∏n
k=1 ajkjk+1

)
have opposite signs. Without loss of gen-

erality, suppose that:

sgn
(

n∏
k=1

aikik+1

)
= 1 = − sgn

(
n∏
k=1

ajkjk+1

)
. (3.3)

As {i1, . . . , in} = {j1, . . . , jn}, there exist σ in Σn such that (j1, . . . , jn) = (iσ(1), . . . , iσ(n)).
For r, s in JnK such that r > s, and (uq)1≤q≤n sequence of real numbers, we use the
following convention:

s∏
q=r

uq =
n∏
q=r

uq ×
s∏
q=1

uq. (3.4)

Fix k in JnK,
- either σ(k + 1) = σ(k) + 1, and since sgn

(∏n
k=1 aikik+1

)
= 1, one obtains:

sgn(aiσ(k)iσ(k+1)) =
σ(k)−1∏
q=σ(k+1)

sgn(aiqiq+1) (3.5)

- either σ(k + 1) 6= σ(k) + 1, and in this case one obtains (3.5) by induction hypothesis.
Consequently we have:

sgn
(

n∏
k=1

aiσ(k)iσ(k+1)

)
= sgn

 n∏
k=1

σ(k)−1∏
q=σ(k+1)

aiqiq+1

 = sgn
n−1∏
k=0

σ(n−k)−1∏
q=σ(n−k+1)

aiqiq+1


Using (3.4), for each k, (iq, σ(n − k + 1) ≤ q ≤ σ(n − k)) is made of one piece of the
cycle (iq, 1 ≤ q ≤ n). Besides note that the first piece (k = 0) starts at the index
iσ(n−k+1) = iσ(1), and that the last piece (k = n − 1) ends at the index iσ(n−k) = iσ(1).
Hence there exists a positive integer r such that:

sgn
(

n∏
k=1

aiσ(k)iσ(k+1)

)
= sgn

σ(1)−1∏
q=σ(1)

sgn(aiqiq+1)
r  = sgn

 n∏
q=1

sgn(aiqiq+1)
r = 1.

9



Consequently, we have:

sgn
(

n∏
k=1

ajkjk+1

)
= sgn

(
n∏
k=1

aiσ(k)iσ(k+1)

)
= 1,

which contradicts (3.3). Hence
(∏n

k=1 aikik+1

)
and

(∏n
k=1 ajkjk+1

)
have the same sign.

Using (3.2), we have a non-negative sum of terms having the same sign. Therefore each
term of the sum is non-negative.
Hence P (n) is true for all n, which establishes the necessity part.

Theorem 3.2. An irreducible matrix A is β-positive for all β > 0 iff it is signature
similar to a non-negative matrix.

Proof. In the sufficiency part of the proof of Theorem 3.1, we have shown that all the
semi-elementary cycles of A are positive iff all the cycles of A are positive. Theorem 3.2
is hence a consequence of Theorem 3.1 and Lemma 2.2.

Corollary 3.3. An irreducible matrix A is β-positive for all β > 0 iff the elementary
cycles of A+ At are positive and for all i, j ∈ JdK, aijaji ≥ 0.

Proof. Assume that A is β-positive for all β > 0. Thanks to Theorem 3.2, A + At is
signature similar to a non-negative matrix. Hence all the elementary cycles of A + At

are positive. Besides thanks to Proposition 3.7 (ii) in [25], we also have for all i, j ∈ JdK,
aijaji ≥ 0.
Conversely, if all the elementary cycles of A + At are positive, then so are the cycles of
A + At (as A + At is symmetric). If additionally, for all i, j in JdK, aijaji ≥ 0, the sign
of any semi-elementary cycle of A is the sign of the corresponding cycle in A + At and
therefore, it is positive. Hence, by Theorem 3.1, A is β-positive.

4 Links between β-permanentality and β-positivity
Remember that for a fixed β > 0, a d× d-matrix A is β-permanental if det(I + ZA)−β
is the Laplace transform of a non-negative random vector. Vere-Jones has obtained the
following NSC for the realization of β-permanentality (Proposition 4.5 in [25]):

Fix β > 0. A matrix A is β-permanental iff for every α ≥ 0, det(I + αA) > 0 and
A(I + αA)−1 is β-positive.

By continuity, the proposition below reformulates this NSC.

Proposition 4.1. Fix β > 0. A matrix A is β-permanental iff for every α ≥ 0,
(I + αA) is non-singular and A(I + αA)−1 is β-positive.

To establish his NSC, Vere-Jones notes that

det(I − (Z − αI)A)−β = det(I + αA)−β det(I − ZA(I + αA)−1)−β, (4.1)

and actually bases his proof on the following result that we will use several times.
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Proposition 4.2. Fix β > 0. A matrix A is β-permanental iff for every α ≥ 0, the
multivariate power series det(I − (Z − αI)A)−β in z1, . . . , zd contains only non-negative
coefficients.

To justify the result presented in Proposition 4.2, Vere-Jones refers to a "multivariate
analogue of Feller’s complete monotonicity property for Laplace transform". But this
result can also be seen as a consequence of Bernstein-Haussdorf-Widder-Choquet Theorem
(presented as Theorem 2.2 in [22]) and first proved by Choquet ([5] Théorème 10).

The two next lemmas present stability properties for β-permanental matrices and β-
positive matrices.

Theorem 4.3. Fix β > 0.

(i) If A is β-positive matrix then for any γ ≥ 0, A+ γI is also β-positive.

(ii) If A is β-permanental matrix then for any γ ≥ 0, A+ γI is also β-permanental.

Proof. (i) Let A be a β-positive matrix and γ a non-negative real number. We have

det(I − Z(A+ γI))−β = det(I − γZ)−β det(I − Z(I − γZ)−1A)−β

This power series is both product and composition of power series with non-negative
coefficients. Therefore it has only non-negative coefficients and we can conclude that
A+ γI is β-positive.
(ii) The proof is similar to the previous one. For A β-permanental matrix and γ > 0, we
have for any α ≥ 0

det(I−(Z − α)(A+ γI))−β (4.2)
= det((1 + γα)I − γZ)−β det(I − (Z − α)((1 + αγ)I − γZ)−1A)−β

= det((1 + γα)I − γZ)−β det
(
I −

( ∞∑
k=1

γk−1

(1 + αγ)k+1Z
k − α

1 + αγ

)
A

)−β

Since A is β-permanental, this power series is both product and composition of power
series with non-negative coefficients (Proposition 4.2). Hence it has only non-negative
coefficients and one concludes that A+ γI is β-permanental.

The following lemma is a generalization of Lemma 2.5 in [18], which corresponds to (ii)
with σ ∈

]
− 1
akk

, 0
]
.

Lemma 4.4. Fix β > 0 .

(i) If a matrix A is β-positive, the matrix A(k) +σĀ(k) is also β-positive, for any σ ≥ 0.

(ii) If a matrix A is β-permanental, the matrix A(k) + σĀ(k) is also β-permanental, for
any σ ≥ − 1

akk
if akk 6= 0 and for any real σ if akk = 0.

11



Proof. Without loss of generality we assume: k = d.
If Ā(d) = 0, then (i) and (ii) are obviously satisfied. We hence suppose that Ā(d) 6= 0.
(i) Consider the matrix I − ZA. For each i in Jd − 1K, we add to the ith row, ziaid

1− zdadd
times the last row. The determinant of the obtained matrix is unchanged and the d − 1
first entries of the last columns of this matrix are 0. Therefore, we have

det(I − ZA)−β = det((δij − ziaij)1≤i,j≤d)−β

= (1− zd add)−β det
((

δij − ziaij + ziaid
1− zdadd

(−zd adj)
)

1≤i,j≤d−1

)−β

= (1− zd add)−β det
((

δij − zi
(
aij + zd

1− zdadd
aid adj

))
1≤i,j≤d−1

)−β

Denote by Z(d) the matrix diag(z1, . . . , zd−1), to obtain:

det(I − ZA)−β = (1− zd add)−β det
(
I − Z(d)

(
A(d) + zd

1− zdadd
Ā(d)

))−β
(4.3)

For a d× d matrix M , define: ‖M‖ = sup
x∈Rd\{0}

‖Mx‖
‖x‖

, where for any y in Rd, ‖y‖ denotes

its euclidian norm.
Fix σ > 0. Set Rd = σ

1 + σadd
and for i in Jd− 1K, Ri = 1

‖A(d)‖+ 2‖σĀ(d)‖
.

Then for z1, . . . , zd ∈ Cd such that |zi| ≤ Ri, 1 ≤ i ≤ d , we have:

1− zd add 6= 0

and
det

(
I − Z(d)

(
A(d) + zd

1− zdadd
Ā(d)

))
6= 0

(indeed
∥∥∥∥Z(d)

(
A(d) + zd

1− zdadd
Ā(d)

)∥∥∥∥ < 1).
This implies that for Z such that |zi| ≤ Ri, 1 ≤ i ≤ d, the power series expansion of
det(I − ZA)−β converges. As A is β-positive, all the coefficients of this power series are
non-negative.
If we choose zd = Rd, we get that all the coefficients of the power series expansion of
det

(
I − Z(d)

(
A(d) + σĀ(d)

))
are non-negative.

Consequently A(d) + σĀ(d) is β-positive.

(ii) The identity (4.3) is still available. SinceA is β-permanental, the function: (z1, z2, .., zd) 7→
det(I − ZA)−β, is absolutely monotone on the half space {z1, . . . , zd ∈ C : Re(z1) <
0, . . . ,Re(zd) < 0}. Equivalently the function (z1, z2, .., zd) 7→ det(I + ZA)−β is com-
pletely monotone on {z1, . . . , zd ∈ C : Re(z1) > 0, . . . ,Re(zd) > 0}.
For σ > − 1

add
, set zd = σ

1 + σ add
(we adopt the convention: − 1

add
= −∞ when add = 0).

Hence, thanks to (4.3), the function (z1, ..., zd−1) 7→ det
(
I − Z(d)

(
A(d) + σĀ(d)

))−β
is

absolutely monotone. Consequently A(d) + σĀ(d) is β-permanental.
If add 6= 0, this result can be extended to the case σ = − 1

add
by continuity.
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Theorem 4.5. For a fixed β > 0, let A be a β-positive matrix with spectral radius ρ.
Then for every r > ρ, the matrix (rI − A)−1 is β-permanental.

Proof. For any α ≥ 0

det
(
I − (Z − α)(rI − A)−1

)−β
= det(rI − A)β det((α + r)I − Z − A)−β

= det(rI − A)β det ((α + r)I − Z)−β det
(
I − ((α + r)I − Z)−1A

)−β
,

which is both product and composition of power series with non-negative coefficients.
Hence it is a power series with non-negative coefficients.
This is true for any α ≥ 0. Consequently thanks to Proposition 4.2, the matrix (rI−A)−1

is β-permanental.

The proposition below shows that if a matrix A satisfies some stronger than β-positivity
property, then for a big enough positive ρ, A+ ρI is β-permanental.

Proposition 4.6. For β, γ > 0, let A be a d×d-matrix such that the multivariable Taylor
series expansion in zn1

1 , . . . , zndd of det(I − (Z − γI)A)−β contains only non-negative
coefficients and is defined for all |z1|, . . . , |zd| ≤ γ. Then there exists ρ > 0 such that the
matrix ρI + A is β-permanental.

Proof. For 0 ≤ γ′ ≤ γ, the power series det(I− (Z−γ′I)A)−β contains only non-negative
coefficients too. One sets ρ = γ−1 and easily checks, using an argument similar to (4.2)
that det(I− (Z−α)(ρI+A))−β is the product of two power series with only non-negative
coefficients.
Thanks to Proposition 4.2, the matrix ρI + A is hence β-permanental.

5 NSC to be β-permanental for all β > 0
A NSC for a covariance matrix to be β-permanental for all β > 0, has been established
by Griffiths in [13]. Bapat [1] has then shown that for non singular matrices, this NSC
characterizes symmetric inverseM -matrices. Eisenbaum and Kaspi [9] have then extended
Bapat’s result to the non-symmetric case, but they use Griffiths and Milne’s criterion and
neglect the occurrence of zero entries. Vere-Jones (Proposition 4.7 in [25]) has extended
Griffiths NSC [13] to the non-symmetric case and uses also Griffiths and Milne’s criterion.
However Proposition 4.7 in [25] makes sense only under the additional assumption that
the matrix adj(A) has no zero entry. Besides this assumption implies that: rank(A) ≥
dim(A)− 1.
Under the assumption of irreducibility, Theorem 5.1 below contains the result of [9] and
extends it to singular matrices.

Theorem 5.1. An irreducible matrix A is β-permanental for all β > 0 iff A is signature
similar to an element in the closure of the inverse M-matrices.
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Proof. Step 1: Assume that A is non singular. Thanks to Vere-Jones characterization , if
A is β-permanental for every β, then for every α ≥ 0, I+αA is invertible and A(I+αA)−1

is β-positive, for all β > 0.
Since A is irreducible and invertible, then A−1 is irreducible and A−1+αI is also irreducible
for any α ≥ 0. As I + αA is invertible, (A−1 + αI) is also invertible and we have
(A−1 + αI)−1 = A(I + αA)−1 is irreducible for any α ≥ 0. Using Theorem 3.2 for the
matrix A(I + αA)−1, one obtains that for every α ≥ 0, that I + αA is invertible and
A(I + αA)−1 is signature similar to a non-negative matrix.
Set B = A−1. There exists an irreducible matrix P with positive diagonal entries and
c > 0 such that B = cI −P . One has: I − P

c+ α
= (c+α)−1A−1(I +αA). Hence for any

α ≥ 0, I − P

c+ α
is invertible and

(
I − P

c+ α

)−1
is signature similar to a matrix with

non-negative entries.

For α big enough:
(
I − P

c+ α

)−1
= I+ P

c+ α
+ F (α)

(c+ α)2 , where F is a bounded function
in the vicinity of +∞.
Choose now α0 big enough such that

min
pij 6=0
|pij| > max

i,j

|Fij(α0)|
c+ α0

. (5.1)

There exists a signature matrix Sα0 such that Sα0

(
I − P

c+ α0

)−1
Sα0 has non-negative

entries. Hence Sα0PSα0 + Sα0F (α0)Sα0

c+ α0
has non-negative off-diagonal entries. From

(5.1), we know that: min
(Sα0PSα0 )ij 6=0

|(Sα0PSα0)ij| > max
i,j

|Sα0F (α0)Sα0)ij|
c+ α0

. This implies that
all the entries of Sα0PSα0 are non-negative.
Let λ0 be the Perron-Frobenius eigenvalue of Sα0PSα0 . It is also an eigenvalue of P . If
λ0 ≥ c, then for α = λ0 − c, one obtains that A−1(I + αA) = B + αI = λ0I − P is not
invertible. This contradicts our assumption (i). Therefore one must have λ0 < c.
This implies that Sα0BSα0 = cI − Sα0PSα0 is a non-singular M-matrix. Consequently, A
is signature similar to an inverse M -matrix.
The converse is a consequence of Theorem 4.5. Hence Theorem 5.1 is established for non
singular matrices.
Step 2: Assume that A is singular. There exists γ0 such that for all γ ∈]0, γ0[, A + γI
is invertible. Assume now that A is β-permanental for all β, then thanks to Theorem 4.3
(ii), for all γ > 0, A+γI is β-permanental for all β > 0. Hence for every γ ∈]0, γ0[, A+γI
is signature similar to an inverse M -matrice.
We want to prove that there exists a signature matrix S such that for every γ ∈]0, γ0[,
S(A + γI)S is an inverse M-matrix. For any γ ∈]0, γ0[, we denote by Sγ the signature
matrix such that Sγ(A + γI)Sγ = SγASγ + γI is an inverse M-matrix. Set: γn = γ0/n.
The sequence (Sγn) is a sequence of signature matrices. As the set of signature matrices
with fixed size d is finite, there exists a signature matrix S such that {k ∈ N∗ : Sγk = S} is
infinite. Call this set J . The sequence (SAS+γkI)k∈J is a sequence of inverseM -matrices
and converges to SAS.
Conversely, assume that there exists a signature matrix S and a sequence (An)n∈N of
inverse M -matrices such that SAnS converges to A. If the simple limit of a sequence of
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Lapace transforms is continuous, then it is itself a Laplace transform. Consequently A is
also β-permanental for all β > 0.

Remark 5.2. It follows from Theorem 1 in [10], and from the fact that a principal
submatrix of an inverse M -matrix is still an inverse M -matrix, that if an irreducible
matrix A belongs to the closure of inverse M -matrices, it can be written as follows:

A = D1 P B[n1, . . . , nd]P tD2

where D1, D2 are diagonal matrices with positive diagonal entries, P is a permutation
matrix, B is a d× d inverse M -matrix and n1, . . . , nd are positive integers.
Therefore, a matrix A is β-permanental for all β > 0, iff A has the above form.

Thanks to Theorem 5.1, we can establish the following theorem which represents a con-
straining necessary condition for an irreducible matrix to be β-permanental.

Theorem 5.3. :

(i) Let A be an irreducible matrix. If A is β-permanental for all β > 0, then A has no
zero entry.

(ii) For a fixed β > 0, let A be an irreducible β-permanental d × d matrix. Then the
zero entries of A are symmetric, i.e. for any i, j in JdK, aij = 0 ⇐⇒ aji = 0.

Proof. (i) Denote by d the dimension of A. Thanks to Theorem 5.1, A is signature
equivalent to B = (bij)1≤i,j≤d element of the closure of inverse M -matrices. The matrix
B is also irreducible. For any given i, j ∈ JdK, we show now that bij > 0.
An inverse M-matrix has the path product property (see [16] and [17]), i.e., if B is an
inverse M-matrix, we have for any integer n ≥ 3 and i1, . . . , in ∈ JdK∏n−1

k=1 bikik+1∏n−1
k=2 bikik

≤ bi1in

By continuity, for any matrix B in the closure of inverse M -matrices, one has:

n−1∏
k=1

bikik+1 ≤ bi1in

n−1∏
k=2

bikik (5.2)

As B is irreducible, we chose n, i1, . . . , in such that i1, . . . , in is a path in G(B) from i to j.
Hence we have: ∏n−1

k=1 bikik+1 > 0. Using (5.2), we obtain: bij = bi1in > 0. We have proven
that any irreducible matrix belonging to the closure of inverse M-matrices is entrywise
positive. Consequently the matrix B has no zero entry, which implies that A also has no
zero entry.
(ii) We prove our claim by induction on d. For d = 1, 2, it is obviously true. For d = 3, by
Corollary 6.3, A is either diagonally similar to a symmetric positive semi-definite matrix,
or to an element of the closure of inverse M -matrices (we mention that the proof of
Corollary 6.3 does not make use of Theorem 5.3). In the first case, our claim is clearly
true. In the second case, according to part (i) of the theorem, A has no zero entry.
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Now, we consider an arbitrary integer d ≥ 4 and we assume that the claim of the theorem
is valid for any p × p matrix, with p ∈ Jd − 1K. Let A be an irreducible β-permanental
d × d matrix and suppose that there exists i, j in JdK such that aij = 0 and aji 6= 0. We
want to find a contradiction.
Choose k in JdK such that k 6= i and k 6= j. By Lemma 4.4, for any x > 0, A(k) + xĀ(k)

is a β-permanental (d− 1)× (d− 1) matrix. For x > 0 small enough, A(k) + xĀ(k) is also
irreducible. Using the induction hypothesis, the zero entries of A(k)+xĀ(k) are symmetric,
for x > 0 small enough. The (i, j)-entry of this matrix is: aij + xaikakj = xaikakj. Its
(j, i)-entry is aji + xajkaki. For x > 0 small enough, this last entry is nonzero. Hence,
by symmetry: xaikakj 6= 0. Therefore, we have: ajiaikakj 6= 0, which implies that the
principal 3×3 submatrix A[{i, j, k}×{i, j, k}] of A is irreducible. As A is β-permanental,
A[{i, j, k} × {i, j, k}] is also β-permanental. By the induction hypothesis for p = 3, the
zero entries of A[{i, j, k}×{i, j, k}] must be symmetric, which is a contradiction with the
hypothesis aij = 0 and aji 6= 0. Therefore aij = 0 implies aji = 0. Hence our claim is
established for every d.

Theorem 5.4. Fix β0 > 0. Let A be an irreducible β0-permanental matrix. The matrix
A is β-permanental for all β > 0, iff for any σ ≥ 0, every 3 × 3 principal submatrix of
A(I + σA)−1 is β-permanental for all β > 0.
The above result is a direct consequence of the following proposition.

Proposition 5.5. Fix β0 > 0. Let A be an irreducible β0-permanental matrix. If any
3 × 3 principal submatrix of A is β-permanental for any β > 0, then A is β-positive for
any β > 0.
Proof of Proposition 5.5. Using Theorem 3.2 and Lemma 2.2, we have to show that any
cycle (i1, . . . , in) of A is positive, i.e.

ai1i2ai2i3 ..ain−1inaini1 > 0 (5.3)

Since A is β0-permanental, we have (see Proposition 3.7 in [25]): aii ≥ 0 for any i, and
aijaji ≥ 0 for i 6= j. Hence (5.3) is satisfied for n = 1 and n = 2.
For n = 3, note that since (i1, i2, i3) is a cycle, A[{i1, i2, i3}] is irreducible. Besides
A[{i1, i2, i3}] is β-permanental for all β > 0. Thanks to Theorem 5.1 (ii), A[{i1, i2, i3}]
is hence diagonally similar to an element of the closure of inverse M-matrices. Conse-
quently A[{i1, i2, i3}] is diagonally similar to a non-negative matrix. This implies that:
ai1i2ai2i3ai3i1 ≥ 0, and (5.3) is satisfied for n = 3.
For n > 3, we make an induction proof. Assume that (5.3) is satisfied for n (n ≥ 3), we
show that (5.3) is satisfied for n+ 1.
Let (i1, i2, ..., in+1) be a cycle of A. We have: ai1i2 . . . ainin+1ain+1i1 6= 0. Thanks to
Theorem 5.3, we know that ai1i2 , ai2i1 , ai2i3 and ai3i2 are not equal to 0. Consequently the
matrix A[{i1, i2, i3}] is irreducible. But A[{i1, i2, i3}] is also β-permanental for all β > 0.
Using Theorem 5.3 (i), we know that A[{i1, i2, i3}] has no zero entry. This implies that
ai1i3ai3i1 6= 0, and we can write:

ai1i2 . . . ainin+1ain+1i1 = 1
ai1i3ai3i1

(ai1i2ai2i3ai3i1)(ai1i3ai3i4 . . . ainin+1ain+1i1)

which is a product of three positive terms, by the induction hypothesis.
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6 Dimension 3
In [18], Kogan and Marcus establish a NSC for a non-singular 3 × 3-matrix to be β-
permanental for a fixed β > 0. Here we establish a NSC for a 3×3-matrix to be β-positive
for a fixed β. In the corollary below, we also extend their result to singular matrices.

Theorem 6.1. Fix β > 0. Let A be an irreducible 3 × 3-matrix which is not diagonally
similar to a symmetric matrix. Then A is β-positive if and only if it is signature similar
to a non-negative matrix.

Theorem 6.1 does not consider irreducible 3 × 3-matrices which are diagonally similar
to a symmetric matrix. In Section 7.2, we give some conditions for such matrices to be
1-positive. These matrices are not necessarily positive semi-definite.

Proof. Suppose that A is β-positive and is not signature similar to a non-negative matrix.
We know by assumption that A is neither diagonally similar to a symmetric matrix. By
Lemma 2.4 we have:

a12 a23 a31 6= a13 a32 a21 (6.1)

and by Lemma 2.2, we have: a12 a23 a31 < 0 or a13 a32 a21 < 0. We may assume without
loss of generality that:

a12 a23 a31 < 0. (6.2)

Besides by Lemma 4.4, A(3) + σĀ(3) must be β-positive, for all σ ≥ 0, which implies by
Proposition 3.7 in [25] that:

(a12 + σ a13 a32)(a21 + σ a23 a31) ≥ 0,∀σ ≥ 0. (6.3)

Because of (6.1), one can not have: a12 = a13a32 = 0, neither a21 = a23a31 = 0.
Set: σ0 = − a21

a23a31
. Note that σ0 ≥ 0. If σ0 > 0, then, because of (6.3), one has for every

ε > 0: a23a31(a12+(σ0+ε) a13 a32) ≥ 0 and a23a31(a12+(σ0−ε) a13 a32) ≤ 0. Therefore we
must have: a12 + σ0 a13 a32 = 0. This condition is equivalent to: a12 a23 a31 = a13 a32 a21,
which contradicts the assumption of Theorem 6.1. Hence: σ0 = 0, which means that
a21 = 0. But thanks to (6.3), this implies that for every σ > 0:

a12a23a31 + σ a13 a32a23 a31 ≥ 0

Letting σ tend to 0, one obtains: a12a23a31 ≥ 0, which contradicts (6.2).
Consequently A must be signature similar to a non-negative matrix.
Conversely, if A is signature similar to a non-negative matrix, then clearly thanks to (2.2),
A is β-positive for any given β > 0.

Remark 6.2. Thanks to Proposition 4.1, Kogan and Marcus NSC can be easily deduced
from Theorem 6.1. Conversely, thanks to Theorem 4.5, one can also deduce Theorem 6.1
from Kogan and Marcus NSC.

Corollary 6.3. Fix β > 0. Let A be an irreducible 3× 3 matrix. If A is β-permanental,
then :
- either A is diagonally similar to a positive semi-definite symmetric matrix.
- or A is signature similar to an element of the closure of inverse M-matrices.
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Proof. Assume that the matrix A is β-permanental. The eigenvalues of A have non-
negative real part because z 7→ det(I − zA)−β must be analytic for Re(z) < 0 (see
Vere-Jones in [25], Proposition 4.6). If A is diagonally similar to a symmetric matrix,
then A must have real non-negative eigenvalues only. Hence A is diagonally similar to a
positive semi-definite symmetric matrix.
Thanks to Vere-Jones characterization (Proposition 4.1), for all α ≥ 0, I+αA is invertible
and A(I + αA)−1 is β-positive. If A is not diagonally similar to a symmetric matrix,
then A(I + αA)−1 is neither diagonally similar to a symmetric matrix. Indeed, we have:
A(I + αA)−1 = α−1I − α−1(I + αA)−1. Then using Theorem 6.1 for every α ≥ 0,
A(I + αA)−1 is signature similar to a matrix with non-negative entries. Consequently,
for every α ≥ 0, A(I + αA)−1 is β′-positive for any β′ > 0. Hence, thanks to Vere-Jones
characterization, A is β′-permanental for every β′ > 0. Therefore, by Theorem 5.1 (ii) A
is signature similar to an element of the closure of inverse M -matrices.

Remark 6.4. The permanent of anM -matrix is always non-negative (see for example [4],
[11] or [12]) and consequently it is so for any principal submatrix of an M -matrix. It is
hence natural to ask whether M -matrices are 1-positive.
Fix d ≥ 3, and consider a d×d M -matrix, A = (aij)1≤i,j≤d, with no zero off-diagonal entry
and not diagonally similar to a symmetric matrix. Then, thanks to Lemma 2.4, A has a
non-symmetric cycle. The lenght of a non-symmetric cycle is always strictly greater than
2. Since the off-diagonal entries of A are non-zero, one can always choose three vertices
i, j, k in this cycle such that they form a non-symmetric cycle : aijajkaki 6= ajiakjaik.
If for some β > 0, A was β-positive, then its 3 × 3-principal submatrix corresponding
to the vertices i, j and k, would be β-positive too. Since this principal submatrix is not
diagonally similar to a symmetric matrix and has no zero entry, it should be, according
Theorem 6.1, signature similar to a non-negative matrix. This last claim can not be true.
We conclude that such anM -matrix A can not be β-positive, whatever the value of β > 0.

7 Beyond dimension 3
Fix β > 0. In view of the results of the previous section, it is natural to ask whether in
dimension d > 3, there exists an irreducible β-positive d×d-matrix which is not diagonally
similar to a symmetric matrix nor signature similar to a non-negative matrix.
This question is the analogue for β-positive matrices of the question generated by Kogan
and Marcus work [18] on β-permanental 3 × 3-matrices. Namely: does there exist an
irreducible β-permanental d × d-matrix which is not diagonally similar to a symmetric
positive semi-definite matrix nor signature similar to an element of the closure of inverse
M -matrices?

We consider matrices that can be written as follows :

A =
(
A11 A12
A21 A22

)
(7.1)

where

• A11 is a p× p (1 ≤ p ≤ d− 1) symmetric positive semi-definite square matrix
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• A12 and A21 are (not necessarily square) rank 1 matrices such that the block matrix
(A12 , (A21)t) can be written (γjCi) 1≤i≤p

1≤j≤2d−2p
, where γ1, . . . , γ2d−2p are non-negative

real numbers.

• A22 is a square non-negative matrix.

We make use of these matrices to answer positively to the two questions (Section 7.1) but
also to find some necessary conditions for a given matrix to be 1-positive (Section 7.2).

7.1 Positive answer to the two questions

Theorem 7.1. The matrices that satisfy (7.1), are 1-positive.

Proof. We prove Theorem 7.1 in two steps.
Step 1 - We show that if for any A11 symmetric positive semi-definite matrix, any rank
1 matrices A12 and A21 such that A12 = (A21)t:

per
(
A11 A12
A21 0

)
≥ 0, (7.2)

then Theorem 7.1 is proved.
Indeed, first note that if A has the form (7.1), then for any n1, . . . , nd ∈ N such that
n1 + · · · + nd ≥ 1, A[n1, . . . , nd] has also the form (7.1). Hence thanks to (2.2), to show
that any matrix A satisfying (7.1) is 1-positive, it is sufficient to show that for any matrix
A satisfying (7.1) perA ≥ 0.
Assume (7.2). Let A be a matrix having the form (7.1). As we can exchange simultane-
ously rows and columns without changing the value of the permanent, we have

perA = per
(
A11 A12
A21 A22

)
= per



A11 α1C . . . αqC 0
β1C

t

... A22
βq′C

t

0


where C is a nonzero column vector, q, q′ are positive integers, α1, . . . , αq, β1, . . . , βq′ are
positive real numbers and 0 are zero matrices with the appropriate dimension (having no
column - when A12 has no zero column - and/or no row - when A21 has no zero row).
One obtains: perA = (∏q

i=1 αi)
(∏q′

i=1 βi
)

perB, with

B = (bij)1≤i,j≤d =
(
B11 B12
B21 B22

)
=



A11 C . . . C 0
Ct

... A′

22
Ct

0


where B11 = A11, A′22 is a block square matrix obtained from A22 by first dividing its ith
row by βi for 1 ≤ i ≤ q′, then dividing its jth column by αj for 1 ≤ j ≤ q.
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We show now that perB ≥ 0.
For I ⊂ JdK, Ic denotes JdK\I
We have

perB =
∑
σ∈Σd

d∏
i=1

bi σ(i) =
∑

I,J⊂Jp+1,dK:
|I|=|J|

∑
σ∈Σd:

{i>p:σ(i)>p}=I=σ−1(J)

∏
i∈I
bi σ(i)

∏
i∈Ic

bi σ(i)

=
∑

I,J⊂Jp+1,dK:
|I|=|J|

 ∑
σ∈Σ(I,J)

∏
i∈I
bi σ(i)


 ∑

σ∈Σ(Ic,Jc):
σ(Ic∩Jp+1,dK)⊂JpK

∏
i∈Ic

bi σ(i)


=

∑
I,J⊂Jp+1,dK:
|I|=|J|

perB[I × J ] per
(
B11 B12
B21 0

)
[Ic × J c]

Remark that A′22 is a non-negative matrix. Hence, for all I, J ⊂ Jp+ 1, dK:
perB[I × J ] ≥ 0 .

If I, J ⊂ Jp+ 1, dK then JpK ⊂ Ic and JpK ⊂ J c. Set: K =
(
B11 B12
B21 0

)
[Ic × J c].

In case K satisfies the assumption of (7.2) (for example when q = q′ and I = J), then
perK ≥ 0. But it might happen that for some choices of (I, J), K does not satisfy the
assumption of (7.2). When it is so, either K contains a zero row or a zero column, and
hence: perK = 0.
We finally obtain: perB ≥ 0, which finishes Step 1.

Step 2 - We show now that (7.2) is true.
Let A be a square matrix satisfying

A = (aij)1≤i,j≤d =
(
A11 A12
A21 0

)

with A11 symmetric positive semi-definite p × p-matrix, A12, A21 such that A21 = (A12)t
and 0 zero square matrix.
We have to show that perA ≥ 0.

perA =
∑
σ∈Σd

d∏
i=1

aiσ(i) =
∑

I,J⊂JpK:
|I|=|J|

∑
σ∈Σd:

{i≤p:σ(i)≤p}=I=σ−1(J)

∏
i∈I
ai σ(i)

∏
i∈Ic

ai σ(i)

=
∑

I,J⊂JpK:
|I|=|J|

 ∑
σ∈Σ(I,J)

∏
i∈I
ai σ(i)


 ∑

σ∈Σ(Ic,Jc):
σ(Ic∩JpK)⊂Jp+1,dK

∏
i∈Ic

ai σ(i)


=

∑
I,J⊂JpK:
|I|=|J|

perA[I × J ] per
(

0 A12
A21 0

)
[Ic × J c]
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For I, J ⊂ JpK, if |JpK\I|(= |JpK\J |) 6= d − p, per
(

0 A12
A21 0

)
[Ic × J c] = 0. Hence we

have, if 2p < d, perA = 0 and if 2p ≥ d :

perA =
∑

I,J⊂JpK:
|I|=|J|=2p−d

perA11[I × J ] perA12[(JpK\I) × Jd− pK] perA21[Jd− pK × (JpK\J)]

which leads to

perA =
∑

I,J⊂JpK:
|I|=|J|=2p−d

perA11[I×J ] perA12[(JpK\I) × Jd−pK] perA12[(JpK\J) × JpK] (7.3)

The case I = J = ∅ being trivial, assume that: 2p > d, and set: k = 2p − d. In view of
(7.3), to show that perA ≥ 0, it is sufficient to prove that for any positive semi-definite
p× p-matrix B, the matrix (perB[I × J ])I,J⊂JpK:|I|=|J |=k is positive semi-definite.
To establish the latest, we remind some fundamental results of linear algebra (see for
example Bathia’s book [2], p.12-19).
The k-fold tensor product space of Rd, denoted ⊗k(Rp), is endowed with the inner product

〈x1 ⊗ · · · ⊗ xk|y1 ⊗ · · · ⊗ yk〉 = 〈x1, y1〉 . . . 〈xk, yk〉

for x1, . . . , xk, y1, . . . , yk ∈ Rp, where 〈., .〉 denotes the usual inner product on Rp.
For any positive semi-definite real p×p matrix B, consider ⊗kB, the k-fold tensor product
of B on ⊗k(Rp). It is a linear operator on ⊗k(Rp) defined as follows

⊗kB(x1 ⊗ · · · ⊗ xk) = Bx1 ⊗ · · · ⊗Bxk

for x1, . . . , xk ∈ Rp.
If ε1, . . . , εp is an orthonormal eigenvector base of B in Rp and if λ1, . . . , λp are its cor-
responding eigenvalues, (εi1 ⊗ · · · ⊗ εik)1≤i1,...,ik≤p is an orthonormal eigenvector base of
⊗kB in ⊗k(Rp) and (λi1 . . . λik)1≤i1,...,ik≤p are its corresponding eigenvalues. Consequently,
since B is positive semi-definite, ⊗kB is also positive semi-definite.
For x1, . . . , xk ∈ Rp, their symmetric tensor product x1 ∨ · · · ∨ xk is defined by

x1 ∨ · · · ∨ xk = 1√
k!

∑
σ∈Σk

xσ(1) ⊗ · · · ⊗ xσ(k).

Denote by (e1, . . . , ep) the canonical base of Rp and for I = {i1, . . . , ik} ⊂ JpK, set:
eI = ei1 ∨ · · · ∨ eik . In ⊗k(Rp), we consider the subspace F spanned by the orthonormal
family (eI)I⊂JpK:|I|=k. This family is actually an orthonormal base of F . Let pF denote the
orthogonal projection from ⊗k(Rp) onto F , then pF ◦ (⊗kB) is represented by a positive
semi-definite matrix in this base.
For I, J ⊂ JpK such that |I| = |J | = k, the (I, J) entry of this matrix is equal to
〈eI , (⊗kB)eJ〉. We have:

〈eI , (⊗kB)eJ〉 = 〈ei1 ∨ · · · ∨ eik |Bej1 ∨ · · · ∨Bejk〉

= 1
k!

∑
σ,σ′∈Σp

〈eiσ(1) , Bejσ′(1)〉 . . . 〈eiσ(k) , Bejσ′(k)〉

=
∑
σ∈Σp
〈ei1 , Bejσ(1)〉 . . . 〈eik , Bejσ(k)〉

= perB[I × J ]
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This proves that (perB[I×J ])I,J⊂JpK:|I|=|J |=k is positive semi-definite. Therefore perA ≥ 0
and Theorem 7.1 is proved.

The following proposition provides a positive answer to the first question.

Proposition 7.2. Let A be a square matrix satisfying the following condition:

A =
(
A11 A12
A21 A22

)
(7.4)

where A11 is a symmetric positive semi-definite matrix with at least one off-diagonal neg-
ative entry, A12 and A21 are entrywise positive matrices such that A12 = (A21)t has rank
1, and A22 is a non-symmetric square non-negative matrix.
Then A is 1-positive and is not diagonally similar to a symmetric matrix nor to a non-
negative matrix.

Proof. Since A satisfies (7.4), A satisfies also (7.1). Hence thanks to Theorem 7.1, we
know that A is 1-positive.
Denote by d the dimension of A and by p the dimension of A11.
As A11 has at least an off-diagonal negative entry, there exists i, j in JpK, with i 6= j, such
that aij = aji < 0. As A22 is not symmetric, there exist k, l in Jp+ 1, dK, with k 6= l, such
that akl 6= alk. Note that (i, j, k, l) is a non-symmetric cycle of A. Consequently A is not
diagonally similar to a symmetric matrix.
A22 is a non-negative matrix and akl 6= alk, thus we have either akl > 0 or alk > 0.
Hence, either (i, j, k, l) or (i, j, l, k) is a negative cycle. It follows that the matrix A is not
diagonally similar to a non-negative matrix.

The following theorem answers positively to the second question.

Theorem 7.3. For every d ≥ 4, there exists non-singular 1-permanental d× d matrices
that are not diagonally similar to a symmetric matrix, nor diagonally similar to an inverse
M-matrix.

Proof. Let A be a matrix satisfying (7.4). Let r be a positive real number greater than
the spectral radius of A. From Theorem 4.5, (rI − A)−1 is 1-permanental.
By Proposition 7.2, A is not diagonally similar to a symmetric matrix, hence neither is
(rI − A)−1.
Assume that (rI − A)−1 is diagonally similar to an inverse M -matrix. Then there exist
a non-singular diagonal matrix D, a positive real number c and a non-negative matrix Q
such that: (rI − A)−1 = D−1(cI −Q)−1D. One obtains: DAD−1 = (r − c)I +Q.
This implies that all the off-diagonal entries of DAD−1 are non-negative. Besides, the
diagonal entries of DAD−1 have the same sign as those of A and thus they are non-
negative. Consequently all the entries of DAD−1 are non-negative.
This leads to a contradiction, as, by Proposition 7.2, A is not diagonally similar to a
matrix with non-negative entries.
Therefore, (rI − A)−1 is not diagonally similar to an inverse M-matrix.
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Corollary 7.4. Let A be a square matrix satisfying the following condition:

A =
(
A11 A12
A21 A22

)
(7.5)

where the matrix A11 is symmetric, the matrices A12 and A21 have positive entries only
and such that the block matrix (A12, (A21)t) has rank 1, and A22 is a square matrix with
positive entries only.
Then there exists γ > 0 such that A+ γI is 1-permanental.

The above corollary of Theorem 7.1 gives another way to answer positively to the second
question. Indeed, choose A satisfying both (7.5) and (7.4), and choose γ > 0 such that
A + γI is 1-permanental. Then thanks to Proposition 7.2, A + γI is not diagonally
equivalent to a symmetric matrix nor to a non-negative matrix. This last property implies
that A+ γI can not be diagonally equivalent to an inverse M -matrix.

Proof of Corollary 7.4. First note that for γ > 0 sufficiently big, A11 + γI is symmetric
positive definite. Hence we can assume in this proof that A11 is symmetric positive
definite.
We just have to show that such a matrix A satisfies the assumption of Proposition 4.6.
Thanks to (4.1), it is sufficient to check that for α > 0 small enough, A(α) = A(I+αA)−1

is 1-positive. Since matrices with the form (7.5) are 1-positive, it is hence sufficient to
prove that A(α) has also the form (7.5) for α > 0 small enough.
First assume that A is non singular. For α > 0 small enough I + αA is non singular and
A(I + αA)−1 = (A−1 + αI)−1.

For any real non singular matrix B such that B =
(
B11 B12
B21 B22

)
, with B11 non singular

symmetric matrix, B12 and B21 matrices such that the block matrix (B12, (B21)t) has rank
1, we have:

(B−1)11 is a symmetric matrix, and ((B−1)12, ((B−1)21)t) has rank 1. (*)
Indeed, denote by (B′)−1 the Schur complement of B11, i.e. (B′)−1 = B22−B21(B11)−1B12.

Then it well known that: B−1 =
(

(B−1)11 (B−1)12
(B−1)21 (B−1)22

)
, with

(B−1)11 = (B11)−1 + (B11)−1B12B
′B21(B11)−1

(B−1)12 = −(B11)−1B12B
′

(B−1)21 = −B′B21(B11)−1

As rank (B12, (B21)t) = 1, we can write: (B12)ij = αjCi and (B21)ij = βiCj. One obtains:
B12B

′B21 = (CiCj
∑
kl αkβlb

′
kl)i,j, which is symmetric. Therefore (B−1)11 is symmetric.

Besides: rank (B12, (B21)t) = 1 and ((B−1)21)t = −(B11)−1(B21)t(B′)t.
Hence ((B−1)12, ((B−1)21)t) has rank 1.
We can remove the assumption that B11 is invertible by continuity (consider B + εI
instead, and let ε tend to 0).
We make use of the fact that B satisfies (*) in two cases. First the case B = A, then the

caseB = A−1+αI. This proves thatA(α) = (A−1+αI)−1 has the form
(
A(α)11 A(α)12
A(α)21 A(α)22

)
,

with A(α)11 symmetric invertible square matrix, A(α)12 and A(α)21 matrices such that
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the block matrix (A(α)12, (A(α)21)t) has rank 1.
As A(α) tends to A when α tends to 0, for α small enough, A(α)12, A(α)12 and A(α)22
contain only positive entries and A(α)11 is symmetric positive definite. Hence A(α) has
the form (7.5).
In case A is singular, one can use the previous argument for A + εI (where ε > 0, small
enough) instead of A and let then ε tend to 0.

7.2 Some conditions for 1-positivity
The following proposition shows that Theorem 7.1 is no longer valid if one removes the
assumption that A11 is positive semi-definite, even if one assumes instead that A11 is
1-positive.

Proposition 7.5. Let A = (aij)1≤i,j≤3 be a symmetric 3 × 3-matrix such that A is not

signature similar to a non-negative matrix and a33 = 0. Then A is 1-positive iff
(
a11 a12
a21 a22

)
is positive semi-definite.

Proof. Thanks to Lemma 2.3, since A is not signature similar to a non-negative matrix, A
has a negative cycle. As A is symmetric, one hence must have: a12a23a31 = a13a32a21 < 0.

Assume that A is 1-positive. A is diagonally similar to

 a11/a
2
13 a12/(a13a23) 1

a12/(a13a23) a22/a
2
23 1

1 1 0

.
To show that

(
a11 a12
a12 a22

)
is positive semi-definite, is equivalent to show that(

a11/a
2
13 a12/(a13a23)

a12/(a13a23) a22/a
2
23

)
is positive semi-definite.

Hence we may assume without loss of generality that a13 = a31 = a23 = a32 = 1 and
a12 = a21 < 0.
Thanks to (2.5), we have:

perA[n1, n2, n3] =
∑∑
i
kij=nj∑
j
kij=ni

 3∏
i,j=1

a
kij
ij

∏3
i=1(ni!)2∏3
i,j=1 kij!



for (n1, n2, n3) ∈ N3\{(0, 0, 0)}.
As a33 = 0, only the terms of this sum with k33 = 0 are nonzero. We choose to take
n3 = n1 + n2− 1. For this choice, the above sum contains only four terms, corresponding
to

• k11 = 1, k12 = k21 = k22 = k33 = 0, k13 = k31 = n1 − 1, k23 = k32 = n2

• k12 = 1, k11 = k21 = k22 = k33 = 0, k13 = n1 − 1, k31 = n1, k23 = n2, k32 = n2 − 1

• k21 = 1, k11 = k12 = k22 = k33 = 0, k13 = n1, k31 = n1 − 1, k23 = n2 − 1, k32 = n2

• k22 = 1, k11 = k12 = k21 = k33 = 0, k13 = k31 = n1, k23 = k32 = n2 − 1
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Therefore we have

perA[n1, n2, n1 + n2 − 1] = ((n1 + n2 − 1)!)2(n2
1a11 + 2n1n2a12 + n2

2a22)

for any (n1, n2) ∈ N2\{(0, 0)}.
As A is 1-positive, we get that n2

1a11+2n1n2a12+n2
2a22 ≥ 0, for any (n1, n2) ∈ N2\{(0, 0)}.

By dividing by any positive integer, we obtain that it is also true for any (n1, n2) ∈
Q2

+\{(0, 0)} and by continuity it is also true for any n1, n2 ∈ R+. As a12 < 0 it is true for
any n1, n2 ∈ R.

This proves that
(
a11 a12
a21 a22

)
is positive semi-definite.

Conversely, if the matrix
(
a11 a12
a21 a22

)
is positive semi-definite, then by Theorem 7.1, A is

1-positive.

The following proposition shows that Theorem 7.1 is no longer valid if one removes the
assumption that rank (A12, (A21)t) = 1.

Proposition 7.6. Consider the following matrix A:

A =
(
A11 A12
A21 A22

)
(7.6)

where A11 is a symmetric p × p-matrix with negative off-diagonal entries only (p ≥ 2),
A12 and A21 are matrices with positive entries only, such that A12 = (A21)t, and A22 is a
non-negative (d− p)× (d− p)-matrix such that none of its principal 2× 2-submatrices is
symmetric (d− p ≥ 2) .
Then, if A is 1-positive, it is necessary that A12 has rank 1.

Proof. Assume that A = (aij)1≤i,j≤d is 1-positive and that A12 has not rank 1. Since
A12 6= 0, rank(A12) must be strictly greater than greater than 1. Hence there exist
i, j ∈ JpK, with i 6= j, and k, l ∈ Jp+ 1, dK, with k 6= l, such that

rank
(
aik ail
ajk ajl

)
> 1

But A[{i, j, k, l}] is still 1-positive. We are going to obtain a contradiction by showing
that this fact implies that

rank
(
aik ail
ajk ajl

)
≤ 1.

Set: B = A[{i, j, k, l}] = (bqr)1≤q,r≤4 =
(
B11 B12
B21 B22

)
,

where B11, B12, B21 and B22 are 2× 2 submatrices.
According to the assumptions, we have: b12 = b21 < 0, and b34 6= b43. Without loss of
generality, we may assume b34 6= 0 (otherwise we exchange the indexes 3 and 4).
We also have that B12 = (B21)t is an entrywise positive matrice.
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Besides B(4) is 1-positive and irreducible. Note that the cycle (1, 2, 3) of B(4) is a negative
cycle. Thanks to Theorem 6.1 and Lemma 2.2, one concludes that B(4) must be diagonally
similar to a symmetric matrix. This implies b23b31 = b13b32. Using the same argument for
B(3), we obtain: b24b41 = b14b42.
From Lemma 4.4, B(4) + xB̄(4) is also 1-positive for any x > 0.
For x small enough, the cycle (1, 2, 3) of B(4) +xB̄(4) is negative. Then, from Theorem 6.1
and Lemma 2.2, this cycle must be symmetric. This implies that for x small enough

(b12 + xb14b42)(b23 + xb24b43)(b31 + xb34b41) = (b13 + xb14b43)(b32 + xb34b42)(b21 + xb24b41)

and hence for every real x.
We have two polynomials that must have the same roots with same multiplicity, which
leads to{

b14b42

b12
,
b24b43

b23
,
b34b41

b31

}
=
{
b14b43

b13
,
b34b42

b32
,
b24b41

b21

}

where the equality is between multisets (the multiplicity is taken into account).
As b14b42

b12
= b24b41

b21
and b24b43

b23
6= b34b42

b32
(indeed b43 6= b34 and (b24, b23) = (b42, b32)), one

shows that:

b24b43

b23
= b14b43

b13
and b34b41

b31
= b34b42

b32
.

Hence, one obtains: b23

b13
= b24

b14
, which implies that

rank
(
b13 b14
b23 b24

)
= 1.

We have mentioned that Theorem 6.1 does not consider 3×3-matrices which are diagonally
similar to a symmetric matrices. The proposition below shows that symmetric 1-positive
matrices are not necessarily positive semi-definite.

Proposition 7.7. For α, β, γ > 0, define the matrix

A =

 1 −α β
−α 1 γ
β γ 1

 , (7.7)

If α ≤ 1, or β ≤ 1, or γ ≤ 1 , then A is 1-positive.

Proof. If α ≤ 1, the proposition is a special case of Theorem 7.1 with d = 3 and a12 =
a21 = −α, a13 = a31 = β, a23 = a32 = γ and A22 = (1).
Besides, the roles of α, β and γ are symmetric. Indeed, a matrix in the form (7.7) is

diagonally similar to

 1 α −β
α 1 γ
−β γ 1

. Then by exchanging together the first and the
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second rows and the first and the second column, we can see that the parts of α and β
can be exchanged. In the same way the parts of α and γ can be exchanged. The parts
of β and γ can also be exchanged by simply intertwining together the second and third
rows and the second and third columns.
Hence, if we have β ≤ 1 or γ ≤ 1, we obtain the same conclusion: A is 1-positive.

The following theorem is an extension of Theorem 7.1 which corresponds to the case
n1 = dim(A11) and ni = 1, for every i in {2, 3, ..., d}.

Theorem 7.8. Let B be a n× n written as the following block matrix:

B =
(
Bij

)
1≤i,j≤d

where for every i, j in JdK, Bij is a ni × nj matrix (the non-negative integers n1, . . . , nd
are such that n1 + · · ·+ nd = n).
If B satisfies the three following conditions:

(i) For any i in JdK, Bii is positive semi-definite.

(ii) For any i, j in JdK, if i 6= j then Bij is a non-negative matrix.

(iii) For any i in JdK, the ni × 2(n− ni) matrix written with 2(d− 1) blocks of columns
(Bij, (Bji)t) 1≤j≤d

j 6=i
has rank 1.

then B is 1-positive.

Proof. Denote by bij the (i, j)-entry of B.
Step 1: We first establish Theorem 7.8 under the assumption that none of the off-diagonal
blocks of B has a zero entry (i.e. for every i, j, i 6= j, Bij has no zero entry).
We prove that there exists a diagonal matrix D = diag(d1, . . . , dn) with positive diagonal
entries, such that B = DCD, with C = (cij)1≤i,j≤n =

(
Cij
)

1≤i,j≤d
, where:

(1) For every i, j in JdK, Cij is a ni × nj-matrix.

(2) For every i in JdK, Cii is positive semi-definite positive.

(3) For any i, j in JdK, if i 6= j then all the entries of Cij are equal and positive.

For 1 ≤ l ≤ n1, set: dl = bn1+1 l. For n1 < l ≤ n set: dl = b1l. Define C by:

C = D−1BD−1.

For 1 ≤ l ≤ n1: cn1+1, l = 1
b1, n1+1

, which is positive and does not depend on l.

For n1 < l ≤ n: c1 l = 1
bn1+1, 1

, which is positive and does not depend on l.

As for all i ∈ JdK, the ni × 2(n − ni) matrix made of 2(d − 1) blocks of columns
(Bij, (Bji)t) 1≤j≤d

j 6=i
has rank 1, hence (Cij, (Cji)t) 1≤j≤d

j 6=i
has rank 1 as well.

Since cn1+1, i (1 ≤ i ≤ n1) is positive and does not depend on i and (C1j, (Cj1)t)2≤j≤d has
rank 1, then for any j ∈ J2, nK, C1j has identical rows with positive entries and Cj1 has
identical columns with positive entries.
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As c1 l, n1 < l ≤ n, is positive and does not depend on l and as, for any i ∈ J2, dK,
(Cij, (Cji)t) 1≤j≤d

j 6=i
has rank 1, this implies that, for any j ∈ JnK\{i}, Cij has identical rows

with positive entries and Cji has identical columns with positive entries.
Finally, for any i, j in JdK such that i 6= j, Cij has identical rows and columns, hence all
its entries are identical and positive. As Bii (i in JdK) is positive semi-definite, so is Cii.
Therefore C satisfies (1), (2) and (3).
To prove that the matrix B is 1-positive, it is sufficient to prove that C is 1-positive.
Since C satisfies (2) and (3), so does C[n1, . . . , nn]. Consequently it is sufficient to prove
that perC ≥ 0.
For any i 6= j (1 ≤ i, j ≤ d), denote by γij the constant value of the entries of the matrix
Cij.
From (2.4), we have

perC =
∑∑
i
kij=nj∑
j
kij=ni

∑
|Iij |=|Jij |=kij
∪iJij=JnjK
∪jIij=JniK

 d∏
i,j=1

perCij[Iij × Jij]


=
∑∑
i
kij=nj∑
j
kij=ni

 d∏
i,j=1
i6=j

kij! (γij)kij
 ∑

Iii,Jii⊂JniK
|Iii|=|Jii|=kii

1≤i≤d

∑
∀i 6=j,|Iij |=|Jij |=kij
∪i 6=jJij=JnjK\Jjj
∪j 6=iIij=JniK\Iii

(
d∏
i=1

perCii[Iii × Jii]
)

For fixed kij (1 ≤ i, j ≤ d),

∆ = #{(Iij, Jij) 1≤i,j≤d
i 6=j

: ∀i 6= j, |Iij| = |Jij| = kij ; ∀j,∪i 6=jJij = JnjK\Jjj ; ∀i,∪j 6=iIij = JniK\Iii}

does not depend on the choice of Iii, Jii with the conditions |Iii| = |Jii| = kii (1 ≤ i ≤ d).
Hence we have

perC =
∑∑
i
kij=nj∑
j
kij=ni

∆
d∏

i,j=1
i6=j

kij! (γij)kij
 ∑

Iii,Jii⊂JniK
|Iii|=|Jii|=kii

1≤i≤d

(
d∏
i=1

perCii[Iii × Jii]
)

=
∑∑
i
kij=nj∑
j
kij=ni

∆
d∏

i,j=1
i6=j

kij! (γij)kij

 d∏
i=1

 ∑
I,J⊂JniK
|I|=|J|=kii

perCii[I × J ]


 ,

which is non-negative, because for any i in JdK (perCii[I × J ])I,J⊂JniK:|I|=|J |=kii is positive
semi-definite (see the argument developed in Step 2 of the proof of Theorem 7.1).

Step 2: To relax the assumption of no zero entry in the off-diagonal blocks, we show
now that B is the limit as ε tends to 0 of matrices Bε such that for every ε > 0: Bε =
((Bε)ij)1≤i,j≤d, where the matrix (Bε)ij has the same size as Bij and

• For any i in JdK, (Bε)ii is positive semi-definite.

• For any i, j in JdK, if i 6= j then (Bε)ij has only positive entries.
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• For any i in JdK, the ni × 2(n− ni) matrix written with 2(d− 1) blocks of columns
((Bε)ij, ((Bε)ji)t) 1≤j≤d

j 6=i
has rank 1.

Apart from being positive semi-definite, the matrices Bii, i ∈ JdK have no part in the
proof. Hence without loss of generality, we may assume that for i in JdK, Bii = 0,
Assume than B has at least one zero entry in an off-diagonal block.
From B, we now build a matrix B(1)

ε that has a number of zero entries strictly smaller than
the number of zero entries of B, satisfies (i) and (ii) and such that (B(1)

ε )ε>0 converges to
B as ε tends to 0.
There exist i0, j0 ∈ JdK with i0 6= j0 such that Bi0j0 has a zero entry, denote by (k0, l0) the
indices in B of this zero entry : bk0l0 = 0.
We are always in one of the three following cases:
case 1 - bk0l = blk0 = 0, ∀l ∈ JnK
case 2 - bkl0 = bl0k = 0, ∀k ∈ JnK
case 3 - Bi0j0 = 0
Indeed, suppose that we are not in case 1 nor in case 2, then as rank(Bi0j, (Bji0)t) j∈JdK

j 6=i0
=

rank(Bj0j, (Bjj0)t) j∈JdK
j 6=j0

= 1, we have bkl0 = 0 for all k ∈ J1 + ∑i0−1
q=1 nq,

∑i0
q=1 nqK and

bk0l = 0 for all l ∈ J1 + ∑j0−1
q=1 nq,

∑j0
q=1 nqK. We also have that there exists k in JdK such

that bkl0 6= 0 or bl0k 6= 0. As rank(Bj0j, (Bjj0)t)j = 1, this implies Bi0j0 = 0, which is case
3.
If we are in case 1, there exists k in Jni0K such that the kth row of the matrix (Bi0j, (Bji0)t)1≤j≤d
is non-zero. B(1)

ε is obtained from B by replacing its kth0 row by the (∑i0−1
q=1 nq + k)th row

of B multiplied by ε, and its kth0 column by the (∑i0−1
q=1 nq + k)th column of B multiplied

by ε. With this definition, it is easy to verify that B(1)
ε has the properties (i) and (ii), and

the number of its zero entries is strictly smaller than the number of zero entries of B.
If we are in case 2, we do a similar construction, with l0 instead of k0.
If we are in case 3, B(1)

ε is obtained from B by replacing the submatrix Bi0j0(= 0) by
εKi0×(Kj0)t, whereKi0 is a non-zero column of the matrix written with blocks of columns
(Bi0j, (Bji0)t)1≤j≤d and Kj0 is a non-zero column of the matrix written with blocks of
columns (Bj0j, (Bjj0)t)1≤j≤d. Note that B(1)

ε satisfies Conditions (i) and (ii), and that the
number of its zero entries is strictly smaller than the number of zero entries of B.
Moreover, in each case, B(1)

ε tends to B when ε tends to 0.
The submatrices of B(1)

ε , (B(1)
ε )ij, 1 ≤ i, j ≤ d, are defined such that B(1)

ε = ((B(1)
ε )ij)1≤i,j≤d

and for every i, j, (B(1)
ε )ij has the same size as the submatrix Bij.

Define by induction B(p)
ε from B(p−1)

ε , exactly as B(1)
ε has been defined from B. This

construction requires that B(p−1)
ε has at least one zero entry in an off-diagonal block. We

stop the construction at the first index po ≥ 1 such that none of the off-diagonal block of
B(po)
ε has a zero entry. Set then Bε = B(po)

ε .
The matrix Bε satisfies the three announced points, and as such is 1-positive thanks to
Step 1. Since Bε tends to B as ε tends to 0, B is 1-positive.

Corollary 7.9. Let B be a matrix satisfying all the assumptions of Theorem 7.8. Assume
moreover that for any i 6= j, Bij has no zero entry. Then there exists γ > 0 such that
B + γI is 1-permanental.
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Proof. To use Proposition 4.6, thanks to (4.1), it is sufficient to prove that for α > 0 small
enough, B(α) = B(I + αB)−1 verifies also Conditions (i), (ii) and (iii) of Theorem 7.8.
As in the proof of Corollary 7.4, for α > 0 small enough, B(α)11 is symmetric and the
matrix written by block of columns (B(α)1j, (B(α)j1)t)2≤j≤d has rank 1. Similarly, for
any i in JdK and for α > 0 small enough, B(α)ii is symmetric and the matrix written by
block of columns (B(α)ij, (B(α)ij)t) 1≤j≤d

j 6=i
has rank 1. Then, as B(α) tends to B when α

tends to 0, B(α) fulfills Conditions (i), (ii) and (iii) for α small enough.
Corollary 7.9 is hence a consequence of Theorem 7.8 and Propostition 4.6.
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