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Stability analysis of discrete-time finite-horizon discounted optimal control

Mathieu Granzotto, Romain Postoyan, Lucian Bugsoniu, Dragan Nesi¢, and Jamal Daafouz

Abstract— Discounted costs are considered in many fields,
like reinforcement learning, for which various algorithms can
be used to obtain optimal inputs for finite horizons. The related
literature mostly concentrates on optimality and largely ignores
stability. In this context, we study stability of general nonlinear
discrete-time systems controlled by an optimal sequence of
inputs that minimizes a finite-horizon discounted cost computed
in a receding horizon fashion. Assumptions are made related to
the stabilizability of the system and its detectability with respect
to the stage cost. Then, a Lyapunov function for the closed-
loop system with the receding horizon controller is constructed
and a uniform semiglobal stability property is ensured, where
the adjustable parameters are both the discount factor and
the horizon length. Uniform global exponential stability is
guaranteed by strengthening the initial assumptions, in which
case explicit bounds on the discount factor and the horizon
length are provided. We compare the obtained bounds in the
particular cases where there is no discount or the horizon is
infinite, respectively, with related results in the literature and
we show our bounds improve existing ones on the examples
considered.

I. INTRODUCTION

Various algorithms used in artificial intelligence generate
near-optimal control inputs, which minimize infinite-horizon
discounted costs for nonlinear discrete-time systems, see e.g.,
[2], [6], [12], [15], [17]. These works typically concentrate on
optimality guarantees, ignoring stability, while the latter is of
primary importance in control engineering. Analyzing stability
in this context is challenging, mostly because of the discount
factor v € (0, 1), which makes the discounted stage cost go to
zero as time grows. The recent work in [13] provides results
on the stability of nonlinear discrete-time systems controlled
by an optimal sequence of inputs, which minimizes an infinite-
horizon discounted cost. When the sequence of inputs is only
near-optimal, results are also given in [13] but these are not
applicable to most algorithms because the near-optimality
bound is required to be uniform with respect to -y, which
is not the case in general. For instance, the usual bounds
for both value iteration [12] and policy iteration [10], [11]
include terms that are linear in 1%”2 These algorithms
sit at the core of reinforcement learning and approximate
dynamic programming fields [1], [15], [18]. Therefore, there
is a need for tools to analyse stability of nonlinear discrete-
time systems controlled by near-optimal sequences of inputs,
for infinite-horizon discounted costs.
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A closer look at value iteration reveals an important reason
for the division by 1 —-y: the algorithm stops Slfter d iterations,
and then accepts an error of the form (f’j to cover the
remaining rewards up to the infinite horizon. This holds even
when the solution is exactly represented. In fact, even though
it aims for the infinite-horizon solution, when initialized
with zero values and stopped after a number of iterations,
the algorithm actually provides a horizon-d optimal solution.
This feature is shared by other methods that work similarly,
such as optimistic planning [6]. Therefore, the objective of
this paper is to provide stability results for such finite-horizon
discounted costs, when the system is nonlinear. We are not
aware of such results in the literature. The works in [4], [5],
[16] propose generic conditions when the cost is finite-horizon
but undiscounted, while [13] focuses on the case where
the horizon is infinite and the stage cost is discounted, as
already mentioned. In [3], the authors investigate dissipativity
properties of finite-horizon discounted costs, but not stability.
The fact that the cost is finite horizon and involves a discount
factor leads to major technical difficultes in the stability
analysis. Indeed, there is an intricate interaction between
the horizon and the discount factor, and stating a precise
relationship under which stability holds is non-trivial. In
other words, we cannot simply combine the results of [4]
and [13] to obtain the desired result: a new stability analysis
is needed.

We assume that the inputs are computed in a receding-
horizon fashion, as in model predictive control. This would
correspond to applying the state feedback obtained after d
iterations of the value iteration algorithm. We start with
essentially the same assumptions as in [4], [13], namely that
the plant is stabilizable and the stage cost is detectable. As
in [4], we use a generic measure to define stability, thus
covering the stability of the origin or of more general sets in
an unified way. We then present a new Lyapunov analysis,
which allows us to prove that the closed-loop system satisfies
a semiglobal practical stability property provided the horizon
length d and the discount factor  are sufficiently big and
close to 1, respectively. Uniform global exponential stability is
then provided by strengthening the assumptions, and explicit
bounds on v and d are given. The Lyapunov function used to
prove stability is continuous under mild assumptions, ensuring
the robustness of the property according to [9]. It appears
that the Lyapunov analysis we propose differs from those
in [4], [13] even when 7 = 1 and d = oo, respectively.
This allows us to derive new bounds on d or ~, according
to the considered scenario, which can be less conservative
than those in [4], [13] as shown on several examples; this



constitutes an additional contribution of the paper.

The rest of the paper is organized as follows. The problem
is formally stated in Section II. The main results are given
in Section III. The comparison with [4], [13] is presented in
Section III-D. The proof of the Lyapunov result is provided
in Section IV and conclusions are given in Section V. The
Appendix contains technical results needed in the main proofs.
Notation. Let R := (—00,00), R>¢ = [0,00), Z>g =
{0,1,2,...} and Z~¢ := {1,2,...}. We use (z,y) to denote
[zT,yT]T, where (z,y) € R® x R™ and n,m € Zsgo. A
function x : R>o — R>g is of class K if it is continuous,
zero at zero and strictly increasing, and it is of class K
if it is of class K and unbounded. A continuous function
B : Rxo x Rsg — Rx¢ is of class KL when x(-,t) is
of class K for any ¢ > 0 and f(s,-) is decreasing to O
for any s > 0. The notation I stands for the identity map
from R>( to R>g. For any sequence w = [ug,uq,...] of
length d € Z>o U {00} where u; € R™, i € Z>¢, and any
k € {0,...,d}, we use ul; to denote the first k elements
of u, i.e. uly = [ug, ..., ur—1] and u|o = ug by convention.
Let f : R — R, we use f(¥) for the composition of function
f to itself k times, where k € Z>(, and f© =1. We use |-
to denote the floor function. The Euclidian norm of a vector
x € R™ is denoted by |z|.

II. PROBLEM STATEMENT

Consider the system

Tpy1 = f(@r, uk), (D

with state z € R", inputs u € U(z) C R™, where U(x)
is the nonempty set of admissible inputs for state x, and
f W — R" where W := {(z,u) : x € R",u € U(z)}.
We use ¢(k,x,ul;) to denote the solution to system (1) at
time k € Z>o with initial condition = and inputs u|, =
[wo, u1, ..., uk—1], with the convention ¢(0,z,-) = .

We study discounted finite-horizon cost functions of the
form

d
Jya(z,w) =Y YUk, 2, ulk), ur) )
k=0

where z € R, u is a sequence of d + 1 elements of R™,
¢:W — Rsg, v € (0,1] is the discount factor and d €
Zso U {00} is the horizon.

We assume that for any z € R™, v € (0,1] and d €
Z~o U {oo}, there is a sequence u that minimizes cost (2),
as formalized next.

Standing Assumption (SA): For any z € R", v € (0,1]
and d € Zso U {oo}, there exists a sequence of d + 1
admissible inputs u} ,(x), called optimal input sequence,
which minimizes (2), i.e.

*

er}d(.’L', u%d

() = m&n Jya(z,uw) =V, 4(z), (3)
where V,, 4 is the optimal cost function. (|
Conditions to ensure the satisfaction of SA can be found

in [8]. According to SA, for any z € R", v € (0,1] and

d € Z~¢ U {0}, the set below is non-empty
3 a(x) == {uo : Jug, ..., ug € R™ such that
Vya(z) = Jya(w, [uo, - ., ua]) }-

Note that {7 4(x) may be a set with multiple elements because
the optimal sequence may be non-unique for given z, v and
d.

We consider the scenario where system (1) is controlled in a
receding horizon fashion in the sense that, at each time instant
k € Z>o, the first element of the optimal input u: a(@K),
which may be non-unique, is applied to system (1). This
leads to the difference inclusion

Tr1 € flag, U g(2(k))) =: FJ 4(2k), )

where f(2,U 4(x)) is the set {f(z,u) : u €U 4(x)}. We
denote by ¢(k, z), with some abuse of notation, a solution
to (5) at time k € Zx>( with initial condition z € R".

Our objective is to analyse the stability of system (5)
using Lyapunov-based arguments. In particular, we want to
investigate the influence of the cost parameters v and d on
stability. To this end, we make the following assumptions
on the stabilizability and detectability of system (1) and cost
function (2).

Assumption 1: There exist ay,ay € Ky, continuous
functions W, o : R® — R>, aw : R>g — R>( continuous,
non-decreasing and zero at zero, such that the following
holds.

(i) For any x € R", v € (0,1] and d € Z~o U {0},

Vyale) < @y (0(2)). ©
(i) For any x € R™, u € R™,
W(z) <aw(o(z)) @)
W(f(z,u)) —W(z) < —aw(o(z)) + (z,u). (8)
(i) T—aw o (ay +aw) ! € Ku. O

Function ¢ in Assumption 1 serves as a measure of the
state and will be used to define stability. When investigating
the stability of the origin for instance, we typically take
o(x) = |z|, o(z) = |23, or o(x) = 2TPz with P
symmetric, positive definite, for any € R™. When interested
in stability of a set A C R", o can be defined as 0 = |- | 4
for instance, where |x|4 = inf{|z — z| : z € A} for any
x € R™. Item (i) of Assumption 1 is related to the asymptoptic
controllability (stabilizability) of system (1) with respect to
o, see for more detail Section III in [4] and Lemma 1 in
[13]. Item (ii) of Assumption 1 is a detectability property
of the stage cost ¢ with respect to o. To see it, consider
the particular case where W = 0 so that (8) reduces to
aw(o(x)) < €(x,u). Thus, when ¢(z,u) = 0, o(z) = 0
since ay € K. Item (iii) of Assumption 1 is convenient
for the forthcoming stability analysis. It can be assumed
without loss of generality, as, if it is not verified, we can
always upper-bound I — ayy o (@y +aw ) ~" by I — &, which
is of class Ko, for suitable & € K, according to Lemma
B.1 in [7], as this is enough for the forthcoming stability
analysis.



Remark 1: A more general detectability assumption is
made in [4], [13], namely W (f(x,u)) — W(zx) <
—aw(o(x)) + x(¢(z,u)) instead of (8), where x € K.
The extension to this case is left for future work. |

III. STABILITY RESULTS
A. Lyapunov Properties

The satisfaction of Assumption 1 allows us to derive the
next Lyapunov properties, based on which we derive our
main stability result for system (5) afterwards.

Theorem 1: Suppose Assumption 1. There exist
ay,ay,ay € Ko and, for any v € (0,1] and
d € Zso U {0}, there exists Y, 4 : R" — R>q such
that the following holds.

(i) For any x € R"™,

ay(o(z)) <Yy 4(z) < ay(o(z)). 9
(i) For any x € R", v € I} (z),

Yy afv)~Ya(a) < + (~ay (o) X (Y a(2), 7,d))
! (10)
where T : RZO X [O, 1] X (Z>0 @] {OO}) — RZO is
defined in Table I, and is such that, for any s > 0,
Y(s,7,d) — 0 when v — 1 and d — oc. O
Function Y, 4 plays the role of a Lyapunov function in
Theorem 1, its expression as well as the expressions of
oy, oy, ay are given in Table I. Item (i) states that it is
positive definite and radially unbounded with respect to the set
{z : o(z) = 0}, uniformly in v and d. Item (ii) of Theorem
1 shows that Y,, 4 strictly decreases along the solutions to
(5) up to a perturbative term Y, which can be reduced as
much as desired by selecting v close to 1 and d big. We
stress that v has to be selected close to 1 and d has to be
large in order for T to be small in (10), which is consistent
with previous works on discounted infinite-horizon control
[13] and undiscounted finite-horizon control [4] where a
similar Lyapunov inequality is given. Theorem 1 is actually a
generalization of Theorem 1 in [4] to discounted cost and of
Theorem 1 in [13] to finite-horizon. The perturbative term Y
differs from the corresponding one in (5) in [4] when v = 1,
and from the one in item (b) of Theorem 1 in [13] when
d = oo, because of the way the Lyapunov analysis is carried
out in the proof of Theorem 1. The new analysis we propose
is motivated by the fact that it leads to different bounds on
d (and ~) under which stability will be preserved. This is
discussed in more detail in Section III-D.

B. Main Result

We are ready to state the main stability result, whose proof
is omitted for space reasons.

Theorem 2: Consider system (5) and suppose Assumption
1 holds. There exists 5 € KL such that for any §, A > 0,
there exist v* € (0,1) and d* € Zs( such that for any
ve (1, de (d*, o0, z € {z € R* : 0(2) < A}, any
solution ¢(-, z) to system (5) satisfies, for all k € Z>¢

o(p(k,r)) < max{B(c(x),k),d}. (11)

]

Theorem 2 ensures a semiglobal practical stability property,
i.e. given any set of initial conditions {z € R"™ : o(z) < A}
where A > 0, and any (arbitrarily small) §, we can select -y
and d such that (11) holds. Conditions that allow deriving non
conservative choice of v* and d* for Theorem 2 are difficult
to draw due to interplay between «y and d in Y. Explicit
bounds are provided in the following by strengthening the
conditions of Theorem 2, which also allows us to ensure
stronger stability properties.

Before that, however, we know from [9] that it is essential
to work with a continuous Lyapunov function to endow
the stability properties with some nominal robustness. Here,
function Y, 4 in Theorem 2 serves as a Lyapunov function.
To ensure it is continuous, we need to guarantee that V,, 4
is, since Y, 4 =V, o + W and W is continuous according
to Assumption 1. Additional assumptions are needed for this
purpose.

Assumption 2: The following properties hold.

(i) f and ¢ are continuous.

(i) Either U is bounded, i.e. the input domain U is
contained in a ball of finite radius, or for each compact
set C, real number 77, and positive integer d, there exists
> 0 such that for z € C, all sequences u of length
d + 1 satisfying J,, 4(z,u) < n satisfy |ug| < p for
ke {0,...,d}. |

The next lemma ensures the continuity of V, ;4 when d is
finite, whose proof is an application of Theorem 1.17 in [14]
and is omitted for space reasons.

Lemma 1: Consider system (1) and suppose Assumption 2
holds. For any v € (0,1] and d € Zs, function V, 4 is
continuous. (]

When d is infinite, Theorem 3 in [13] can be applied to
ensure that V,, 4 is continuous.

C. Uniform Global Exponential Stability

We strengthen the conditions of Theorem 2 to ensure a
uniform global exponential stability property in the next
statement, whose proof is omitted for space reasons.

Corollary 1: Suppose that Assumption 1 is satisfied and
there exist ay > 0, aw,ay > 0 such that ay (s) < ay - s,
aw(s) <aw -s, aw(s) > aw - s for any s > 0. Let v*, d*
be such that

aw

e 12
ay + aw (12)

&
ay + aw )
Then, there exist K, \ > 0, such that for any v € (v*,1],
d € (d*, 0], for any x € R™, the solution ¢(-, ) to system
(5) satisfies o(¢(k, 7)) < Ko(x)e ™ for all k € Z>g. O
Corollary 1 ensures a uniform global exponential stability
property of {z : o(xz) = 0}. It also provides explicit
conditions on the pair (v*,d*) under which stability is
guaranteed. Consistently with Theorem 2, to find a suitable
pair (v*,d*), we have to take v* close to 1 and d* large.
Inequality (12) imposes conditions on the minimal allowable
values of v and of d. Indeed, the smallest value of -~

ensuring (12), denoted 7, occurs when 1 — 4 = &V"JX%W,




TABLE I: Expressions of the functions used in Theorem 1

Yya:i= VyatW

Qy = aw

ay (=  ay +aw

ay =  aw
_ _—1\ (d)

(1—7ﬁ4ﬂﬂavog§1°<££§?3; (s)
(d)
Y(s,7,d) = ay og;,l o (]I —ay oa;,l) (s)

(1—=n)s

when v € (0,1) and d € Z~o

when v =1and d € Z~¢

when v € (0,1) and d = co

Le. when v > 7 :=1— = +a . Vice-versa, the smallest
value of d ensuring (12), denoted d, is the smallest integer

_ d
Ziw (1 o av-‘r(lw)

d>d:= Lln(a;’n((‘;‘i+a‘”)/aw |. As a result, (12) can be
used as follows to selec?athe pair (v, d). We either first fix

aw. i.e

such that occurs when <
aytaw’

7 € (7,1] and then select d such that £ (1 — —_)? <
(_zv“ft’_lw — (1 —~) holds, or we first fix d > d and select ~
such that (1 —7) < z%— — 2 (1 — —4w—)? holds. By

doing so, the pair obtained (v, d) ensures the satisfaction of
(12).

D. Comparison with existing results

It is difficult to compare the conditions on ~ and d in the
general case of Theorem 2 with those in [4] when v = 1
and [13] when d = oo. For this reason we perform this
comparison with the bounds given by Corollary 1.

In the next lemma, whose proof is omited for space reasons,
we compare the bounds derived from Corollary 1 either when
v =1 or d = oo with those given in Corollary 3 in [4],
which we denote! as d 4}, and in Corollary 2 in [13], which
we denote as vy 13, respectively.

Lemma 2: Under the conditions of Corollary 1, the fol-
lowing holds.

(1) When aw < aw, ¥ < vz = where ¥ =

ay
aytaw

1 — %% is the bound on < given by (12) when

d = 0. o
(ii) d=—Ind 5/ In (1- 2L where’d [4]=%W

and d=—1In w /1n<17av+aw) is the

bound on d given by (12) when v = 1.

Item (i) of Lemma 2 implies that the minimum discount
factor 4 given by Corollary 1 when d = oo is strictly smaller
than the bound found in Corollary 2 from [13] when apy <
aw. Item (ii) of Lemma 2 provides a direct relationship
between the estimate horizon d 47 of Corollary 3 from [4]
and our minimum horizon estimate d. It can therefore be
used to infer which bound is the tightest.

We illustrate the results of Lemma 2 via examples taken
from [4], [13].

'We make a change of variable N — 1 = d to align our cost function
J.,q with the one in [4].

>There is a slight abuse of notation, since d and d 14] are supposed to be
integers.

Example 1: Consider the following discrete cubic integra-
tor as in [4]

xf:xl—i—u

x;:ngruS

13)

where (z1,72) =z € R? and u € U = R. We take o(x) =
|z1]3+|x2| and £(x, w) = o (x)+|ul®. From [4], Assumption 1
holds with @y, = 141, aw = 0, aw = I. Invoking Corollary
1 with v =1, we find d = L%J = T71. In [4], when
no terminal cost is considered, d 47 = 196. Thus our new
analysis provides a 63% improvement compared to [4]. W

Example 2: Consider the following discrete nonholonomic
integrator as in [4]

xfzazl—&—ul

x;:$2+U2

a:}' = T3+ T1Us — ToU7 (14)

where (z1,22,73) = 2 € R? and (uy,u) = u € U = R2.
We take o(z) = 2% + 23 + 10|z3] and l(z,u) = o(z).
From [4], Assumption 1 with ay = m]I aw = 0 and
aW = I. Invoking Corollary 1 with v = 1, we obtain

L%J = 6. In [4], when no terminal cost
is considered, d (4) = 11. Thus our new analysis provides a
36% improvement compared to [4]. ]

Our analysis shows promising relaxation of the horizon
d compared to [4], which is important for computation. Yet
our results do not supersede [4] in the case when a terminal
cost is used. For example, in [4], the minimum horizon when
considering terminal cost is d 47 = 3 for both examples, and
a subsequent work [16] has found d 4y = 1 for system (13)
and d 4y = 0 for system (14), albeit with different stage
cost £ and measure 0. As explained in the introduction, we
have a special interest in the case where no terminal cost
is used, since this corresponds to the usual application of
value iteration to infinite-horizon problems. Thus, extending
Theorem 1 to also consider terminal costs is left for future
work.

We now compare our minimum discount 7 to the one
found in [13], illustrating a case in which item (i) of Lemma
2 ensures an improvement.

Example 3: Consider system (14) with o(x) = 2% + 23 +
10|z3] and £(x,u) = o(z) + |u|?, for z € R3 and u € R2.
This slightly different stage cost is considered in [13] to show



that SA holds in this case. Assumption 1 is satisfied with
ay = %H, aw = 0 and aw = 1. Note that ay < aw,
so item (i) of Lemma 2 applies. Invoking Corollary 1 with
d = 0o, we calculate ¥y=1-2 = 0.773. In? [13], we
find that 713 = 2—7 = 0.815. As expected from item (i)
of Lemma 2, our new analysis provides an improvement of
about 6% compared to the bound given in [4]. |

IV. PROOF OF THEOREM 1

We distinguish three cases depending on the value of y

and d.

Case 1: v € (0,1) and d € Z~y.

Let v € (0,1), d € Z>o, v € R" and v € FJ ;(z). There
exists [ug, uj, ..., uy] = u’ 4(x) such that v = f(x,u;) and
ul 4(x) is an optlmal input sequence for system (1) with
cost (2). Hence V, q(z) = Jy a(w, u? 4(2)).

The proof can be summarized as follows. We first prove
item (ii) of Theorem 1. For this, we first upper-bound V., 4(v)
using Bellman-like properties. We then derive a preliminary
upper-bound on V, 4(v) — V; 4(z). We define Y, g =V, 4+
W where W comes from Assumption 1 and we derive the
desired result.

We will now prove item (ii) of Theorem 1. Since stage
cost ¢ is nonnegative and in view of item (i) of Assumption
1,

Uz, uy) < Vyalz) <ay(o(x)). (15)

Let j € {1,...,d}. Consider the sequence

0 = [U;T,U;,...,u;i‘j,ﬂj] where  @; =
wl (d(d—j+Lz,ul g(@)]a—jt1)), ulg(@)]a—jr1 =
[U37~~-,u§_j] and ¢ denotes the solution of system (1).

The sequence u consists of the first d — j elements
of ul 4(x) after ug, followed by an optimal input
sequence of length j + 1 for cost J,4—; at state
¢(d—j+1,2,u’ ;(z)|a—j+1). Note that the sequence ;
exist and minimizes J, ;(¢(d—j+1, 2z, u? ;(z)|a—j+1), @;)
from SA. From the definition of cost J, 4 in (2) and
vd in 3), Vya(v) < Jya(v, @) = Jya—j-1(v,la—y) +
JJJ((b(d j,U w|4—j),@;). By definition of uj,,
() S ST TR0k, v, @) ) + 47V, (6(d —
Jﬂf @lg—j))- For any k€{0,....d}, o(k,v,al) = o(k +
1z, [uf, 0|g+1) = p(k+1, z, uf/7d(x)|k+1). Similarly, since
je{l,...,d} implies 0 < d—j < d, ¢(d— j,v,U|q—;)
¢d—j+1,2, u;,d(x”d*j”rl)' Thus V%d(v)
d—j—1 "
koo VUG + Laud le), [0 4 (@)]kea)
IV, 0(d — § 4+ Lau (@)age)).  where
[u? 4(*)]k+1 = uj,,. Using the following shorthand
notation, we define the optimal solution ¢; =
¢(k,z,u’ ;(x)) and the optimal stage cost }; := {(¢},, uj,)

IA I

for k € {0, ...,d}. Hence,
d—j—1
Via(v) = Vaa(e1) < Z Ml 7V (85 j4)-
k=0
(16)
3The calculated value in [13] is misstated as ;—; = 0.88.

Furthermore from the definition of V,, 4(x),

d *
Vya(z) =2 o 'ngk
and 41
Vv,d( x) =5 >y Z Y €k+1

Subtractmg (17) from (16), it follows V7 d( ) — Vya(z) <

_Zk 07+ Zd 2 Vol + '7 IV (Daji1)
—l5+(1—7) d ] . VRO IV (0 1) In view
of (18), we have kzol'ykf;';ﬂ < W hence
Vy.a(v) = Vy.a(z)

< = 24 TV ala) 40 V1)

— = ) £V ()
From item (i) of Assumption 1,
Vya(v) = Vya(e)

<=8+ 120, o)+ v o6 )

1 * —Jj+1= *
< (6 0= Vale) £ A (005 500))
Adding and subtracting %W(.’E),
Vy,a(v) = Vya(z)
1
< (-
< 7( oG-
+9 T (0 (1))

We define Y, 4 = V, 4+ W. In view of item (ii)
of Assumption 1 and since v < 1, yW(v) — W(z) <
—aw(o(z)) + £5. Dividing everything by -, and since
571+1 o4 W() W(x) 1— ’yw() aW(w())+%'
Therefore,

W (0)—W () < %(—aw(a(x))+€8+(1—7)W(x)). 1)
In view of (20) and (21),
Y5.a(v) = Yy a(@)
< %( = (1= )W (@) + (1= 7)Y, a(a)
+9% @y (0(61-)) — aw (o)) + £ + (1 = )W ()
1

=~ aw(e@) + 1= )Y:a(e) + 94 av (o(67.)
(22)

—PW(z) + (1 = 7)(Vyalz) + W(x))

(20)

where k* = d — j + 1. A major difficulty com-
pared to [4] is how to bound o(¢;.) in (22) because
of the discount factor. For this purpose, we use Theo-
rem 3 given in the Appendix. From item (ii) of The-
orem 3, it follows for any k& € {0,...,d — 1} that
Va1 ($51) — Yoa-k(87) < (= av(o(})) +
(I — MNYya-k(e})). We write Y, 4 i1y (df4q) <



~
Qy =

(M) (Y, a—k(¢5))where @y = @y + aw and

aw, since ay(o(¢;)) > ay (@' (Yya-r(¢}))
follows from item (i) of Theorem 3. From item (iii) of
Assumption 1, I — ay o a;l € Koo- Thus, starting from
Yy ,a(x) and proceeding by iteration, we have Y5 gk« (¢ ) <

——1
M%) (Y;,q4(z)). We can now apply item (i) of

Theorem 3 and conclude that
Qay O Q-

0’(¢>Z*)<ay1((ﬂ_ S Y1>(k*)(Y%d(x))). (23)

It follows from (22) and (23) that Y, q(v) — Y, q(z) <
L( - awlo@) + (1 = 9)Yyal@) + 7@y o a3' o

5

(k")
( aym" ) (Yy.a(z ))) Thus equation (10) of Theorem
lis verlﬁed with ay = aw € K& and T(s,v,k*) =
(1-

)5+ @y oay o ((zevemy R (s). Recall that j
is freely selected in {1, ...,d}, as aresult so k* € {1,...,d}.
Note that T (s,7,d) > 0 for any s > 0, as 0 < T—ay oa;l,
which follows from ay = oy < ay. Let s > 0, consider

T\ (d

(1 = s +av (07 ((2225) " () = T,
Note that s — ay o @y ' (s) < s if s # 0. Indeed, suppose
s —ay ody'(s) = s and s # 0, this is only possible
if ay o 5;1(5) = 0, we attain a contradiction. Hence,
s—ay oa{,l(s) < s when s > 0, and zero at zero. Therefore

i\ (d
(1—v)s+ay (Q;I(CH%)( : (s))) — 0 when vy — 1
and d — oo. Finally, recall that 0 < Y(s,~, d). It follows,
by the sandwich rule, that Y'(s,v,d) — 0 when v — 1 and
d — oo. Hence, item (ii) of Theorem 1 holds.

In view of Assumption 1, Y, ¢ < @y (o(x)) with ay =
ay + aw € K. From item (ii) of Assumption 1, we
have W (z) > ay(o(x)) — €(z, ug). Associated with (15), it
follows Y, g > aw (o(x)) —€(z, ul) +{(z, ul) = aw(o(x)).
Thus ay = aw € K. Item (i) of Theorem 1 is satisfied.
Case 2: v=1and d € Z~g
By following the steps of Case 1 with v = 1, the desired
result is obtained.

Case 3: v € (0,1) and d = o0
Let v € (0,1), z € R" and v € FJ (). From Bellman
principle, it follows that V, o (z) = €5 + 7V; o0 (v), thus
Vs 00(v) = ZlotVaico(e) By following the steps of Case 1,
the desired result is obtained.

V. CONCLUSION

We have analyzed the stability of general nonlinear
discrete-time systems controlled by a sequence of inputs
that minimizes a discounted finite horizon cost and is
computed in a receding-horizon fashion. In general, uniform
semiglobal practical stability is ensured under stabilizability
and detectability conditions. Under additional assumptions,
uniform global exponential stability is guaranteed. The
Lyapunov function used to prove stability is shown to be
continuous under extra assumptions, hence endowing stability
with some nominal robustness. We compare our results with
previous works of the literature on undiscounted finite-horizon

and discounted infinite-horizon optimal control, respectively.
A smaller minimum discount for infinite cost condition,
compared to the discount from [13], is given for certain
cases. A relationship between the minimum horizon from [4]
and ours for undiscounted cost is provided. We show that in
the examples considered by these references, less conservative
bounds can be obtained.

VI. APPENDIX

The satisfaction of Assumption 1 allows to derive the next
Lyapunov properties for optimal sequences, which are used
in the proof of Theorem 1.

Theorem 3: Suppose Assumption 1 is verified. There exist
Qy, 0y, ay € Ko, such that for any v € (0,1], d € Zg
and k € {0,...,d}, there exists Y, 41 : R” — R>( such
that the following holds.

(i) For any z € R",ay (0(z)) < Yy q-r(z) < @y (o(x)).
(i) For any z € R™, Y, g_ (k1) (141) — Yyar(6]) <
> (—av (o (0p)) +(1=7)Y5,a-k(47)). where ¢}, €
;,dfk(QSZ) and ¢f = . a
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