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ABSTRACTThis paper deals with the concept of active procaratl its application to the
control of flexible manufacturing systems. Afteeganting our major assumptions, we
introduce the key element of decisional entitied @s application to the definition of the
notions of active product and active resource. Teposed control structure is then
presented. Dynamic allocation algorithms for suattive products and/or resources are
shortly presented, and a highly distributed stiggierapproach to routing control is then
detailed. The routing control model is based updaractional architecture with two levels: a
virtual level in which virtual active products evelgtochastically in accelerated time, and a
physical level in which physical active productsthwembedded decisional capabilities,
evolve deterministically in real time. We illusgathe model's adaptive capabilities through
several simulation scenarii using NetLogo softwaend present an on-going real
implementation (where “intelligence” is embeddedhiiteach product) taking place at the
AIP-PRIMECA Center in Valenciennes, France..

RESUME Cet article traite du concept de « produit actétxde son application au pilotage des

systemes de production flexible. Aprés avoir imiifbchos principales hypothéses nous
présentons la notion d’entités décisionnelles application de ce concept pour définir les

notions de produit actif et de ressource activestracture de pilotage est alors proposée. Un
algorithme d’allocation dynamique de ces produits ressources est présenté, et une
approche stigmergique totalement distribuée pouolgage est ensuite détaillée. Ce modeéle
de routage repose sur une architecture fonctiomn@lteux niveaux : un niveau virtuel ou les
produits actifs virtuels évoluent de maniére statigwe en temps accéléré, et un niveau
physique ou les produits actifs physiques, aveaa&p décisionnelle réellement embarquée,
évoluent de fagcon déterministe en temps réel. besaaités d’'adaptation du modeéle sont

illustrées a I'aide de plusieurs scenarii en utlig la plate-forme de simulation NetLogo, et
nous présentons une mise en oeuvre en cours dsat#ah (ou chaque produit embarque son
« intelligence ») au centre AIP PRIMECA de Valencémn

MOTS-CLES : stigmergie, routage dynamique, produit augmenpdptage, systeme de
production flexible
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1. Introduction

This paper addresses the issue of production pocestrol in flexible
manufacturing systems (FMS), in which heterarchiesdtions exist between some
decisional entities. One expected advantage cosdben fact that, since it is not
possible to control or anticipate everything inlréme at the upper levels, local
adjustments within global constraints will help sapport unexpected events or
complexity by solving the problem as closer as jdssat the location where the
solution will be applied. For example, it is welhdwn that calculating all the
routings for all products is very complex, whildtileg the products negotiate with
the transportation system to move from one sedticamother is easy to implement.
The “chaos technology” proposed and industrialibgdMontech (2008) uses this
approach and we think that it is one another stepatds a full product driven
control of a production system..

First we introduce the global assumptions on wtdoh proposal relies. Then we

present the principle of heterarchy and decisiomafities. Based upon these
assumptions and a short analysis of the stateeséth) we introduce the concept of
“augmented product’. The proposed control structisrehen presented. In our

approach, it is composed of two sub-systems, hikieglly dependent, one for the
task allocation process, and the second, for théng process given the allocation
decisions. Since the task allocation control hasaaly been studied (Sallez et al.,
2004), we focus here on our innovative approactoting and its implementation

phase in a real FMS.

2. Global assumptions

To situate our study in the overall domain of FMSjs very important to
introduce the main assumptions on which our stiypdsed and on which our
model relies.

1. the topology of the FMS transportation systerassumed to be associated to a
strongly connected, directed graph, in which naesbe both production resources
and disjunction points in the transportation systand arcs model the areas of the
transportation system that require no decisiongnduthe routing process since
products can only move in one direction towardsrtegt node. Routing times are
assumed to be non-negligible compared to produdiimes and non necessary
constant. Production resources are also assumée ftexible, meaning that the
same operation type can be executed on severalroesy with the possibility of
different processing times.

2. Products and production resources are assumeel decisional entities. Usually,
these products and resources are considered torbdetisional & passive entities:
they never communicate, decide nor act during potioln process. However,
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current technology (e.g., RFID, smart cards, embddgystems, wifi, and infrared
communication) has recently led to some new a@&witinvolving “active”
decisional entities, in which products and resosirage able to act in accordance
with the real state of the production system. Tiaw ability can be embedded in the
product or production resource itself (McFarlanalet2002). In this paper, products
and production resources that can be taken asialealisentities are denoted AP
(augmented products) or AR (augmented resources).

3. The studied production control system must abtitre production process in real
time while being as optimized as possible. Thergrtable long term optimization,
we assume that global constraints are provided fonupper level, e.g., from an
ERP (enterprise resource planning) system. Thesesraints (inputs of our control
system) are assumed to be information about planmediufacturing orders
optimized over the long term (what to do and wheffMe controlled production
process is assumed to be composed of several testjvinvolving mainly the
execution of manufacturing orders using productiesources and the routing of
products within the production system. Given thésuanption, dynamic production
control systems must deal with many issues: dynasuleduling/task allocation
(who undertakes the tasks required for each matufag order?), tool and
inventory management, reconfiguration/preparatidn r@sources, transportation
system management, performance indicator updadimgj,so on. From an industrial
information system point of view, such a researcttiviy holds at the
Manufacturing Execution level of production and nimeyconcerned with so-called
MES (Manufacturing Execution Systems). (Morel et aD07) have outlined some
challenging issues for manufacturing execution:linear nature of the underlying
production system, uncertainties stemming from gheduction processes and the
environment, combinatorial growth of the decisigrace. As a consequence, they
argue that schedules and plans, originating frogidii levels in a manufacturing
organization, can become ineffectual within minutes a factory floor since
manufacturing is a very dynamic environment. As ansequence, instead of
designing a complex centralized & hierarchical M&EERP that will hardly cope
with these dynamics and complexity by deciding@ll; assumption is to relieve the
MES & ERP levels of some decisional processesdhatild be managed in a easier
way in a heterarchical control system while assgntirat global constraints limiting
the myopic behaviour of such a heterarchical corgystem are provided (mainly,
planned manufacturing orders optimized over the ltarm). Concerned decisional
processes are characterized by strong limitingrapians. One of the processes is
the routing one, often modelled as just a simplestant lag in an infinite capacity
transportation system, which is, from our pointvaéw very prejudicial to an
efficient, accurate and reactive control of proéuetflows. This paper focuses on
this decision process.
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4. The structure of the production control systsnagssumed to be non-centralized
(i.e., no central data management system can Igifidd) and to have a non fully
hierarchical control structure (this concept wil thescribed more precisely later).

3. State-of-the-art and objectives

This section focuses on the state-of-the-art of liteeature in the domain of
production control systems that are not fully hienécal. Since a study of relevant
contributions has been realized in Trentesaux (RO@& only provide the reader
with the conclusion of this study. It has been showhat most research
developments focus on distributed or decentraldygtamic control of one of the
issues mentioned above: dynamic task allocatioathding. See, for example,
studies by Aissani et al. (2008), Bousbia et &08), Cavalieri et al. (2000), Lastra
and Colombo (2006), Maione and Naso (2003), Tharajah (2001), Wong et
al.(2006), Duffie and Prabhu (1996) and Baker (39%3ur initial work in this
domain led us to also propose a dynamic allocafioocess based upon an
heterarchical product-driven and resource-driventrod of dynamic scheduling
(Sallez et al., 2004). However, in order to appinaepts relevant to this domain in
a real FMS, dynamic scheduling is not sufficierdyexal other process controls
must also be developed (e.g., tool managementniame level control, routing
process control).

We are currently working on producing a semi-hetdigal control for a real
FMS (AIP-PRIMECA Valenciennes Cell). This is why we must then notegrate all
the previously introduced process controls into madel. Since, from the product
point of view, the product alternatively searches dervices among the available
production resources (transformation) and the alalgl transportation resources, we
choose to begin by integrating routing processrobmtith our previously designed
allocation process control. This new model for mgytprocess control, and its
integration with our previous allocation modeldisscribed in this paper. The next
section defines precisely what we mean by heteyarghich is important since it is
a key concept for the designing of the new corghaicture.

4. Heterarchy

In our opinion, heterarchy can be formalized byngsyraph theory. A directed
graph composed of nodes representing decisiontilesnand arcs representing the
master-slave interaction of a decisional entity grmg with another entity (slave) is
called “influence graph”. A decisional entity issgstem able to support a decision
process, that is, a process composed of a triggextivity (e.g., a distance between
a desired goal and a evaluated state from sensoqspblem design and solving
activity and the application of subsequent decsiactuators).When each node can
be considered both a master and a slave, no higraen be identified. The graph is
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thus considered to be strongly connected, whichindef a heterarchy. This
formalisation is consistent with the initial hetefay concept developed by
(McCulloch, 1945). Figure 1 illustrates the diffece between hierarchy and
heterarchy graphically.

Thus, hierarchy and hetararchy are both relevarthéostructure of a system
composed of several decisional entities (cf. figereBased on these two concepts,
different structures can be formed, ranging frotyfhierarchical (no heterarchical
relationship) to fully heterarchical (no hierarcicelationship). We use the term
"semi-heterarchical" to refer to a structure thah cot be assimilated to a fully
heterarchical system while it contains at least mub-graph that is fully
heterarchical.

— Master-slave relationship
@ Decisional entity

©

Three-level Heterarchy
hierachy

Figure 1.Hierarchy and heterarchy

Applied to the context of this paper, a productaoproduction resource will be
considered as a decisional entity. But a majoediifice arises when we consider the
fact that, in production phase, resources are fopigrational, while products are
work in progress: products are not fully operatlodaring the production and
evolve from the beginning to the end of product{tris is not the case when we
consider the product in the use phase, as a researc be in production systems).
This transient state makes it difficult to consiiteas a fully operational decisional
entity during all the production process. As a emuence, past research
developments have mainly focused on resourceseasrily decisional entities, see
for example Duffie and Prabhu (1996), Baker (1998gntesaux et al. (1998). But
nowadays, technological offer (embedded systemsmamication...) make it also
possible to integrate decision and communicatigrabdities into work-in-progress
products.
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Strongly connected Subgraph #1

Influence graph

between levels

Heterarchical relationship within a level

Level 1;

hip

lonsi

Level 2;

\[

Hierarchical rela

Strongly connected Subgraph #2

- ---Heterarchical relationship
— Master-slave relationship
@ Decisional entity
Figure 2. Hierarchy and heterarchy as building blocks of ateyn composed of
decisional entities

To integrate (embedded or distant) decisional amnsunication capabilities into
WIP products to transform them into decisional teagj a possibility consists in
using the transportation system and especiallyetsatb support these capabilities:
an “augmentation module” would then be attacheprtmucts, the whole being an
“augmented product” AP. This concept of augmentatimuld also be extended to
define “augmented resource” AR. An augmented r&sous a resource (e.g.,
machine, robot) with an assistant (hardware ansiifievare) that transform it into a
decisional entity. In the literature, such entitiae often called intelligent or
activesince the concept of intelligent/active pratdis more recent, the following
part focuses only on relevant litterature.

5. Active/intelligent product: a short review

In the manufacturing system, Bajic (2004) usesténm of acommunicating object
which is able to communicate with its environmets,users, and other objects or
entities, generally those that can communicateiatedact with the original object
through wired or wireless communication technolegi€ea Ramirez (2006) and
Dobre (2008), two of the people that collaborateth Bajic, have expanded this
concept.

The termactive productis used by Brun Picard (Brun Picard et al., 19@7)he
context of manufacturing system control, as an raanmus entity cooperate and
coordinate their actions to reach their goals.

McFarlane et al. (2002) used the term, intelliggrbduct, to refer to a
communicating object in the manufacturing systesspaiating a set of capabilities
with a commercial product that is equipped withAaro ID system and advanced
software. For them, the ability to communicate witike environment and to
influence the decisions affecting its future wgsr@duct asset. These references are
well described in (Zbib et al., 2008).
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To summarize, we note that the meaning of the téactive product” or “intelligent
product” can differ greatly from one author to dmt In addition, the proposed
models & typologies are very technology-oriented &tk genericity. Based on our
review, we propose a conceptual framework that dé@sethese problems, and we
introduce the concept of augmentation module taiobbur augmented product.
This model is designed to be relevant for the eriiie cycle of intelligent products,
though in the rest of the paper we focus specifiaal the manufacturing phase.

6. Concept of Augmented product — Augmentation mode

An augmented produds a passive product with an augmentation modulk bei
able to transform it into decisional entity ablentake appropriate decisions about
its own destiny during its life cycle and able mteract with their environment. The
augmentation modules of products can be removeardefelivering to customers
and be re-used in the production system for fupmaducts. Figure 3 shows a
schematic version of an augmented product incotipgraur augmentation module.

Augmented Product

Processing Environment
Decision & Data Informational
Processing < Environment

A 4

Proprioceptive Interactions

Memorization '

Static Data (SD)

Other SD
Dynamic Data (DD)

Passive
Product

Physical
Environment

Exteroceptive Interactions

Figure 3. Schematic view of augmentation module for transfogma passive
product into augmented product

Theaugmentation moduleas three components: Memorization, Processing and

Interaction.

— Memorization This component deals with both static and dynadaie.

— Processing This component deals with basic “information-ated” or more
sophisticated “decision-making” data processing.
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— Interaction This component deals with interaction. Two kidisnteraction
can be identified, either between the augmentatiodule and the product, or
between other entities (i.e., products and resaliioghe informational and/or
physical environment. The first type is call@prioceptiveinteraction and the
second is calledxteroceptiveThis type may involv@hysicalinteraction or
informationalinteraction.

The next part describes our control structure irattgg our augmented product
concept.

7. Proposed augmented-product based control structe

An augmented-product based control system is augtamh control system
where products are decisional entities able taactewith each other (and possibly,
with other resources considered also as decisi@mities, e.g. augmented
production resources) in order to reach assignexbagl goals. One expected
advantage concerns the fact that, since it is wssiple to control or anticipate
everything in real time at the upper levels, loealjustments within global
constraints will help to support unexpected evemtomplexity by solving the
problem as closer as possible at the location wieresolution will be applied. For
example, it is well known that calculating all theutings for all products is very
complex, while letting the products negotiate witth transportation system to move
from one section to another is easy to implemehé "thaos technology” proposed
and industrialized by Montech (2007) uses this aapih and we think that it is one
another step towards a full product driven contfa production system.

The proposed augmented-product control systemeis tlesigned to determine
in real time the list of each successive task (@jp@m, date) that an augmented
resource AR has to realize, taking into accounh ladiocation and routing issues.
Thus, the two processes that must be controlledh&relynamic allocation process
(DAP) and the dynamic routing process (DRP).

The proposed control structure, which is semi-faetdrical, is shown in Figure
4. In this structure, allocation is controlled prim routing. Inputs to the DRP
control system are assumed to be composed of tité seuples (ns, nd) — where ns
is the augmented resource source node and nd gmeated resource destination
node — that concern one or more products at a divea t. This information is
defined by the DAP control system. Outputs from BFRRP control system are the
optimized real transportation times for routed pd. This information will be
used by the DAP control system to improve its @tmmns. Relationship between
DAP & DRP control systems is then hierarchical.

Meanwhile, the global structure is partially hetehécal since each of the two
control systems is fully heterarchical: no hiergraan be identified in any of the
individual control subsystems (decisional entitiagd there is neither centralized
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data management nor centralized processing cayab# fully heterarchical
structure in which the DRP and DAP cooperate tonapée allocation and routing
jointly is possible, but such a structure genera®s issues that are currently being
studied and have yet not been published.

Manufacturing orders (from ERPPerformj nce indicators

Production Resource levgl
Distributed control system for

Semi-finished Dynamic Allocation Processes (DAP) Finished
Products Products
— {(ns,nd)} for each product Real optimized transportatigm———
to route at time t i
parts Hierarchical |times for all routed products
loop

Distributed control system for
Dynamic Routing Processes (DRP

Transportation Resource level

-

FMS (production & transportation system)
Figure 4. Proposed semi-heterarchical control structure

The following provides the control algorithm supigar by our previous control
structure model.

8. Proposed control algorithm

Our initial research dealt with a model of a thé¢iosg heterarchical DAP control
where augmentation concept was only concerninguress. We have shown that
advantages of this basic control model are expdegseerms of reactivity and
adaptability facing unpredictable events while jdowg effective scheduling
performances in terms of completion times compatedstatically optimized
schedulings with no perturbation (Trentesaux et2000, Trentesaux et al., 2001).
We have, in a second step, also applied the augim@mtoncept to products (Sallez
et al., 2004). Now, we improve on this control miotdy combining it with the DRP
control in a more global control algorithm, whidlows the hierarchical articulation
of the two control systems. This new approach liy feactive since it assumes that
manufacturing orders have been planned and optimizeng a wider time horizon
window. Since our goal is to validate our model ral embedded systems, a
distributed real-time programming approach was \segl, reduction of the number
of loops and non-blocking states).

The following are the main notations used in oudsio

Let N= {n} be the set of considered nodes(@mugmented resources — AR) or
disjunction points in the transportation system) %= {x;} be the set of augmented
products — AP. Both AR and AP are decisional aggtitFor each AR, an input zone
exists where an AP waits for a task (i.e., openatm be executed) and an output
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zone where an AP waits to be transferred. FiguituStrates these notations and
shows the two decisional entities AR and AP.

Downloaded AP searches for new AR
Work in progress

n
[ ) .2 \ v Input zone
n, A / Legend
(]
2 .!> N B> N - 2 Y possible path
T £ 3 3
g
N, (@ © @ Augmented Product | § @
E S 22
22 [El Augmented Resour g5
) L.
Nig Mg A AN < @ § ©
<5 m(” (9 M o3 [ disjonction point
\/ 15 Output zone |Z )
. I!.. convergent point
19 13

AR searches for new AP to load

Figure 5. Notations and decisional activities.

The main algorithm (below) features the two kindsdecisions made by AR and
AP:

When an operation is completed by ARmAP x
AP % is downloaded

AR n decisional algorithm is triggered

AP % decisional algorithm is triggered

These two decisional algorithms are describedemtixt two sections.

8.1. Augmented Resource decisional algorithm

When an AR has finished an operation on APitxdownloads xto its output
zone if space is available (pre-conditions). THem AR analyzes its input zone, if
several AP are available, it chooses the “bestt rexThe algorithm responsible for
this decision has two steps:

1. AR nidentifies nextx= g(D)
2. AR nloads AP x

In this algorithm, the function g depends on eviihgaa criterion D that is
defined according to the global objective assigieethe control system. The choice
for the best criterion to achieve this objectivesi#l an open issue. However, D is
usually based upon such information as shortestegging time, shortest remaining
time/tasks or first-in first-out to name a few. Tiest product to load is the one that
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proposes the best value for D through mono-crite¢min or max) or multi-criteria
analysis.

Steps 1 & 2 are supported by the DAP heterarcleimalrol system. Historically, our
design choices for this DAP level inherits from\poais studies where all decisions
were attached to resources, defining the so-cdlld8 (integrated management
station) (Trentesaux et al., 1998). We still attestlth decisions to production
resources mainly because of the fact that resowraesbe assigned with specific
performance indicators and objectives such as watklmanagement, utilisation
rate, etc. which are non-sense for products. Ptddading decisions can be taken
by augmented products, but, as a consequence, avititk of visibility for the
managers. More globally, this discussion generatesry interesting issue: what are
the advantages/drawbacks of attaching decisionbdéfes only to resources, or
only to products, or to both of them. A first incplete study has been led (Bousbia
et al., 2005) and must be improved.

8.2. Augmented Product decisional algorithm

When an operation is completed on an AP, the ABrerthe output zone of the
AR that has executed the operation. It must themsh (decide) an AR for the next
operation (service). To do so, the AP uses thevigilg 3-step algorithm:

1. AP xidentifies the next operation to execute
2. AP xreserves the “best” destination AR #f(D’,M)
3. AP xmoves from current node ARta AR n

The f function depends on two parameters: ther@iteD’ used to optimize the
operation and the method M used to gather infolonati The best choice for
criterion D’ is, like the choice for D, open to @b, but this criterion is usually
based upon such information as next available tshertest remaining number of
operations to proceed and/or transfer time, fomgta. In a heterarchical context,
one of the must usual methods chosen for M is baped the contract-Net protocol
(Smith, 1980), but a blackboard system could atsaded.

Steps 1 & 2 are supported by the DAP control systém our current
development, step 2 applies the contract-net taneleh negotiation protocol
dedicated to dynamic task allocation. This negatiaprotocol helps to identify the
“best” AR destination for each requesting AP, dtofes: when an operation in a

particular manufacturing order has been perforntesl subsequent AK; sends a

request through the communication network about the nemeration to be
processed (according to the routing list of thesAmRanufacturing order). Each of

the AR n, able to perform this operation returns aoteptanceand enough local

information to allowX; to evaluate the response (in our case, the estimagxt
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available time, given the size of the product quaneé the work in progress). The
requesting APX; then selects one of the proposed AR by minimizing D’

criterion (i.e., the next available time, given therent real travel time to each AR
candidate provided by the DRP system). The requpstP X; sends aeservation

to the selected destination ARy and areleaseto the othersn,.4. A discharge

sent to X; from the selected ARny concludes the protocol and validates the

allocation “contract”. Thenny is given, AP X; being at ARNg. Step 3 can thus be
realized at the DRP level.

8.3.Looping DAP and DRP control systems

The input for the DRP control system is then theo$eouples (g ni). After the
routing operation has been executgg(n,), denoting the minimal real-time to go
from AR n; to the destination ARgnis then updated by the DRP control system.
This value is sent back to the DAP control systaiwhetime the D’ criteria must be
estimated. As a result, the real state of the prantation system can be taken into
account when determining the “best” AR he hierarchical loop between the two
control systems is then pointed out.

The following section underlines the innovative extpof our approach and
describes in detail the DRP control system, itsuttion and its validation on a real
FMS cell. The validation of the coupling of the twamntrol systems will be
presented in another paper.

9. The DRP control system
9.1.Concept of stigmergy

To make the DRP adaptive and robust, our appraatlased on the concept of
stigmergy. The term “stigmergy” describes the megra used during ants foraging
activities (Theraulaz and Bonabeau, 1999). Antd food and carry it back to the
nest, simultaneously laying down a pheromone tm@ther ants, detecting the
pheromones, follow the trail back to the food seurss more ants bring food to the
nest, they each reinforce the chemical trail on pgwh they follow. Since
pheromones tend to evaporate over time, the ménactve trails accumulate more
pheromones and thus have an advantage over thetahe Over time, due to the
natural reinforcement of the ants, only the shotted remains.

Several researchers (Dorigo and Stiitzle, 2006;@&ret al., 2001; Brickner, 2000;
Peeters et al., 1999; and Hadeli et al., 2004) lagydied the stigmergy concept to
solve optimization problems or specific situati@msnanufacturing control systems.
In most stigmergic applications (e.g., ants seaghor food), time is not really
considered and attempts cost the user nothing; thielyfinal solution is taken into
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account. However, in a production context, timeffioency is prejudicial to the
system: for example, if too many solutions aredtrifore finding the right one
(e.g., too many shuttles are used to try path®, averall performance quality
rapidly deteriorates, for instance, in terms of ptetion time. Consequently, a
model is needed that will identify satisfactory wa@ns quickly in order to
accelerate the convergence of algorithms as mugbossible. In response to this
need, we propose an functional two-level—physical @irtual—architecture for the
heterarchical control of DRP. A close approach wssd by (Qiu, 2005) via the
introduction of virtual production lines in a semicuctors manufacturing context.

9.2.Modelling approach

Figure 6 shows the proposed architecture withnitslevels and the intermediary
Data Space (DS) that memorizes the informatiorbéith levels:
— The Virtual Level (VL), where Virtual Augmented Rhacts (VAPS) move, is an
informational domain in which everything is simédtin accelerated time as
quickly as possible (and reduce considerably thenlag phase and adaptation of
our stigmergic algorithm);
— The Physical Level (PL) represents the real waridyhich Physical Augmented
Products (PAPs) move in real-time.
A node n (disjunction point or AR) has three componentsirtual image (in the
VL), a data memorization and processing structimettfe DS), and a physical
infrastructure (in the PL). Since VL works in acrated time, adaptation time
becomes physically short. On the VL, lots of VARs e used to discover new
paths, which help to keep the number of PAPs atmg on the PL level low. The
virtual entities (VAPs) make decisions based omnsérgic principles, which
include stochastic decision-making and allow ada&ptbehavior to deal with
unexpected perturbations. VAP travel history isduseupdate the pheromones (i.e.,
routing data). From a logical point of view, VAP waowithin a model of the
existing routing network in the PL, which contair8Ps. At the PL, PAP routing
decisions are made deterministically with “besbef’, based upon the optimized
results of the VL.



Augmented product driven control of dynamic routindeMS 15

Virtual - Accelerated time
Level - Stochastic routing
VAP
R O—= VAP data
1
N
Routing info.

(P pheromones)| | !

Routing info.

Measured
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Real travel
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P pheromones)‘

Physical N
Level

~
~
-~ ——

- Real time
- Deterministic routing

Figure 6. The two levels architecture

The following section introduces the notations ugedhis model, which is then
described more precisely.

9.3.Notations and variables

The variablev,vfi denotes the Wneighbour of nandV, , the set of the neighbors of
ni: Vy :{v;{ /Carcn, - v,V‘“} WD{]_..card(Vni )}. N= {n} and V, thus describe then

the topology of the FMS, including the transpodatisystem. A possible path
between nodejrand node jnis written y = [ni...n;] and corresponds to the ranked
list of successive nodes to be visited in orderawgel from nto n.

Variables:

-ty (V,V,;)and t; (erI.“) are, respectively, the travel time (measured IBA®) and

the reference time (for a VAP) between a nodand its v neighbor.
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— P, is the pheromone matrix. Columns Bf correspond to all possible destination

nodes pfrom n and rows contain all existing neighbor nodénfﬁ. In analogy to

biological systems, this matrix characterizes therpmone rate on the different arcs
n - v,”l.“ . The valueP, (v,vl.“,nj) is associated to the preferred path from the curren

node nto destination nodejnwhen choosing the possible intermediate neighbor
nodevrvli“ . Consequently, the following expression is true:

> PG p¥LA@M)ON

In this paper, the best path is considered to bg#th on which the PAPs spend the
least time.

Figure 7 gives an example of the use of the abaviahMes. Let a PAP be set on
current node ir= ng, coming from the source node with the destination nodg #

Ng. In this example, the best neighbor iS 4 N

SinceRg (Veg =N, N )= 95> P (Vi = N5 ;)= 05. PAP will then travel from sto
ns, keeping its destination node im mind. When arriving at 4 the time spent
tg(n,) is reported to nodesrvia node m and is used by the node to determine

whether or not a perturbation (e.g., bottleneckwsldown, break down) has
occurred betweem, and n, by comparingt;(n,) with t,*,3 (n,).

- T;i is the minimum time vector‘r;i (n;) thus denotes the minimum measured
time to move from nodd, to any possible destination nocl‘q . This variable is

updated every time a lower time is clocked, ace@ydo a mobile time window (not
described in this paper).

—~
Pn3 matrix n, n, n, ng Ng n, Ng
V,l]3 =n, 0.95
Vﬁg =n, 0.05
N\ %
t;3 vector N s
trg (Vg g (Vig On noden; in DS

Source ¥ Destination
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Figure 7. Variables illustration

— h,,(n,n;) is the history table. Each VAP traveling betweaes n and n,
updates its history tablé,,,(n,n;), which is used to store the nodes reached and
the corresponding arrival dates:

N (N, n;) = (N0, Ny,e0n,, 0y 1,[dg,dy . 00y, 0 1)

where d, is the arrival date at noda, .

Based on the previous notations, the time spentrravel from n;ton; is

T;(n)=d;-d.

9.4.Model of the routing process control

9.4.1Nominal routing process control

At a given time, a PAP begins to travel from its ABurce nodens to its AR
destination noded. The pair s, ngd is provided by the DAP control system. The
current node is designatett, thusnc = ns when the PAP begins to move. The

values of P (vi.,nd) are used to choose the next neighbor nmudeThis choice is
deterministic since the neighbor with the greatevalue is always chosemn =

~nd
V.. Where:

~nd ~

V. OV, /PE™ nd = max P (vn

nc \4C ( nc 0) V\E{l.,CaI’CKVnC)} nc( nc d)

During the real move on the arnc - nn, the real elapsed timd, (nn) is
measured. When the PAP arrives at nodat moves backwards_(nn) to nodenc.

A local perturbation is detected on the ac— nn if |t (nn) - {, (nr)| >e , where€

is a fixed threshold parameter.

9.4.2.VAP exploration

When a perturbation is detected, a VAP exploraisotriggered. At each time
interval T, a VAP is generated on node ns andsgyasd the nd destination node.
On a current node nc, the VAP must choose the meigthbor node nn. Since both
luck and diversity are important adaptation mechm@msi in natural biological
systems, the choice of nn is not deterministicdgasue for PAP) but stochastic. The
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different p, (v¥,nd) are then assigned the probability to reach, framand to the

destination nj, the neighbow, . However, if p_(v" nd) is negligible, vi. will

* 'nc
rarely be chosen. To ensure diversity, a minimutuesat is introduced, making
the relation:

Prc(Vocs1;) )
Probfin= =max —————— o |=maxP,(v%,n;),a) sinced P (v4,n)=1
o= ) {zpm(vm,n,) J AP0 ) sineeX R )
w

which corresponds to the probability of nade being chosen as the next
neighbor (denoted nn).

After reaching node nn, the passage ddjjeis then stored in the history table
h,.,- Because the move is virtual, this date is catedldy adding the time reference

{.(nn) to the last date in history table.

Then the node nn becomes the new current nodendcthe VAP continues to
travel to the destination nodd, iteratively.

Finally, when the VAP reaches the destination néldke routing is finished and
the history table is reported to the node

9.4.3.The search for the “best” alternative path

Like biological ants, which lay down a pheromonailtwvhen returning to the
nest, every time a VAP reaches its destination matjehe information contained in
its history table h,, is forwarded to each visited node to update pherem

matrices. In our approach, this coefficient updatiprocess is based upon a
reinforcement law.

When the forwarded information reaches nodemgnd) and the minimal time
1,.(nd) are compared. I, (nd) is less or equal to the minimal timg (nd) and if
nn was the neighbor node used to travel from nedo P,.(nn,nd) is reinforced:

P.(nnnd) O P (nnnd)+r*(1- P (nnnd)) withnnOV,,

Coefficients B, (no,nd) for the destinatiomnd of the other neighbors no are
negatively reinforced through a process of norraéilin:

P.(nond) O P (nond)-r* PR, (nond) withnodV, ,no%nn

nc?

The “best” path emerges when all thg, coefficients at the reached nodes

are superior to a fixed threshati (0.95 in our study). As shown in figure 11a, this
state is reached after a transient period (ZonelAg. path is declared “best” after a
verification/check period (Zone B), which is indéspsable to be sure that the found
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path is good enough. This last period is finishégmva fixed number of VAPs have
reached the destination nautk.

10. Simulation of the DRP control system
10.1.Short description of the simulation tool

The proposed control model is naturally distributegtaning there is no central
memorization and processing system. This propertiyeénced our choice of an
agent-based parallel modeling and simulation enwrent. With NetLogo
(Wilensky, 1999), each modeled entity can be dbsdrias an independent agent
interacting with its environment. All agents operat parallel on a grid of patches
(i.e., a cellular world), and each agent can readl modify some of the attributes
linked to the patches in its proximity. The behaalaules defined for the agents
make it possible to describe agent-environmentaiateon, which is very important
when simulating the stigmergic process. Netlogo @fassen because it provides an
intuitive, and well-documented programming languagé an elegant graphical
interface. NetLogo comes with extensive documemtatincluding a library with
over 150 sample models and is very easy to ledsalvery efficient tool for fast
prototyping of multi-agents systems. In the follagricase study, both the physical
and virtual levels are simulated. Figure 8 showssimulator’s interface. An applet
is available at url: http://www.univ-valencienne&sp/routing/ .

On figure 8, “SETUP” and “GO” buttons are respeelyvused to load the network
and to run the simulation. Several switches “pé&ftuare available near arcs to
generate a flow reduction on the corresponding Hne. different monitor windows
show the chosen destination node, the simulated &wolution or indicate the
different simulation phases (VAP exploration, Cheekiod, PAP moves). The plots
are relative to the pheromone rate evolution oresayj, n, andn, .
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Figure 8. Simulator interface

10.2.Case study

The proposed approach is currently applied to arsHiMilt around a conveyer
network based on a one-way conveyer system witkrgent transfer gates that
allow PAPs to be routed toward the different waakisihs. This FMS, shown in
figure 9, can be characterized as follows:

— 15 workstations (nodes in medium grey with a blsgkare inside),

— 24 divergent transfer gates (nodes in medium grelyere a routing choice

between two adjacent arc must be made,

— 24 convergent transfer gates (nodes in grey withsbars).
The FMS is divided into two parts — upper and loweconnected by two arcs
ne — Ny andng, - n,,. The upper part is a replica of the flexible adslyncell of
the Valenciennes AIP-PRIMECA center, which is usexdexperimental support
(figures 14, 15).

n
v 'R ]
Ny, 1 n, s
| | (- | [l | EINg
Mo— My e —> % To—> n,m
LT
. 0
(. R
Legend
Nee—Ny Ny N, <«— Ng Ny nlA<_n“E
|| %3 O #21 [n] u % u n.15 2| En, @ : AP } decisional
u u - AR entities
N, Nyg T r133n19 l Nag Mis u
] 1 | 1 | ] : disjonction point (used gate) > Nodes
.n57_>|% ] al ] H& — o Ea 5| n-ﬁ_» n41E ko : convergent point (unused gate)
n,
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n,
S S
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Figure 9. FMS conveying/resource network

10.3.Results

Several scenarii are presented, pointing out tlfiferdint capabilities of our
model with respect to self-adaptation to pertudieti These scenarii are
summarized in table 1.

— Scenario 1:In the first scenario, the impact of a perturbatim an arc that can be
by-passed is studiedy, and n, are the source and destination nodes, respectively

Qualitative & quantitative results are presented.

Qualitative results: Figure 10a shows the beginning of the initializatiphase.
Arrows (near divergent transfer gates) represemtptieromone rate corresponding
to the adjacent arcs. Their size is proportionaht® pheromone rate (initial values
set to 0.5). The VAPs travel randomly along thefedént arcs, and the path
[n,ngn,,n5.nen,] €merges through reinforcement. At each divergeansfer

gate, the bigger arrows indicate the better aré® Best path is then traced (in
black), cf. figure 10b.

Figure 10c indicates the presence of a perturbatiotihe arcn, - n,,, affecting
traffic fluidity on this arc. (The flow reductios shown in dark grey).
When a PAP (black disc) takes a longer time ontthjgectory than expected, a new
VAP exploration is triggered via, .
The VAPs travelling on the arg, . n, perform poorly, thus the appeal of this path
decreases. The decreased appeal of this pertudthdcpnsequently increases the
appeal of an alternative path d, n, n, n,n, n,nyn, N, 0y, ngn,nongn,] (figure
10d), even though this path was originally not Itlest. This dynamic response is a

classic display of the natural routing reconfigimatcapacity of the stigmergic
approach.
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Nyo

PAP
\

perturbation

Figures 10c, 10dPerturbation triggered; alternative path

Quantitative results: Figure 11 shows the evolution of some of the
P coefficients. Please note the change that occtes e perturbation at date d=

350 (in simulated time). Figure 12 shows more ey the evolution of the
coefficient p,, (n,,n,,) for a perturbation occurring at d= 902 and forésolution at

d =1472. After the perturbation has been resoltteel coefficientp,, (n,,n,) again

converges to 1.

— Scenario 2:In the second scenario, a perturbation is intredusn arcng — n,.

This arc is an obligatory bridge to travel from tqgper to the lower section of the
FMS and it can't be by-passed. Please note thtdr #ie perturbation, that the
alternative path found is the same as the initihcf. table 1). This is possible

because the minimum reference tinigo(rgg) was constructed using a mobile time

window, built with the 20 last measured times.His tcontext, the previous “good”
performance offmo(nw) is forgotten and the new longer time becomes the
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reference time. This scenario outlines the goodptadélity of our approach in a
variable environment.

Zone  Zone
A B
Threshold} | ! Coef2 Coef3
Q= o095 i 0.95 :
8} L
el i a
ol _— 0 E
i time 350 o] 0 tirme 350 629
Figure 11a. P, (N, no) Figure 11b. P (Ng, Ny,)
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0 1 1] :
0 ki 350 /20 i} Firre 350 629
Figure 11c. B, (Ng,Ny) - Figure 11d.Fg(ny,,nyo)
Initialization Exploitation Perturbati h Recovery Exploitation|
phase phase eriurbation phase phase phase
Al B1 Attificially shortened VA2 B2 E /
1 . T —— ;
005" / — _E. ................ TF:ZE .....
08 : : e :
os -+ | i {( -
oa [l s AR
e -
0 R + + T R L ‘Si‘mulat;d
0 29 64 902 1472 1491 1521 time

Figure 12. Evolution ofp,, (n,,n,)

— Scenario 3:Nodesn, and n,, are the source and destination nodes, respectively
In the event of a perturbation on the agg - n,,, the initial simple path becomes:

[ n2’ nS’ n4'n5’n6’n8’n9’n11’n].2 'nl4’n15’ an'n36’n37'

n38’ n40’ n41' n43’ n44' n46' n47’ n48’ n49' n51’ n53’ n54' n56’ n57 'n59 'n60 ‘n61‘n22’n23'n24' n25]'
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This scenario outlines the capability of our stiggie approach to find an
interesting alternative path, very different of thitial path.

Source- Initial path Perturbed Alternative path identified
Destination arc
nodes
n, tong Ny, N, N, N, n, - n; M, Mg, Ny, 1, Ng, Mg, Ng, 1Ny,
(Scenario 1)  ny,ng Nya Ny Mg My Ni7r Mgy Nig
t n107n11’n12’nl47 n 10n 1J!n12’n14’n15’n16’n36’
O n - N
nlO _39 n 15yn151n361 n37, nls 36 n37’ n38’ n39
(Scenario 2)
n38’ n39
N, N3, Ny, My, s, My, 1, Mg, Ng, Ng, N3, 15,
N17: Mg Nyos N 14N 15N 161N 36N 37 Nag, Nyos
n, 0N, Ny = Ny
(Scenario 3) N21N22: Mg, N 42N 43N 46N 46N 47 Nags Nags
N340 Nos N 53N 521N 531N 54 N6 Ns7: Nsgs

n SOn 61’n 22 n 23 r124’ n25

Table 1.Scenarii description

11. Elements for a real implementation

Given the promising results of the simulation, veeided to test our model on a
real implementation, respecting the assumptiomsduiced in section 1.

Three types of equipment were used:
— A Conveyer systenBased on Montrac technology (Montech, 2007), this
system is a monorail transport system using selpglted shuttles to transport
materials on tracks;
— Node instrumentation, (figure 1.3)
- a “gate controller” which works to oversee thansfer gate and to
help avoid collisions;
- a DS containing,.t.., the two variables required by the PL;
- two data communication systemdgtifernet for node-to-node
interaction, andirDA for node-to-shuttle communication (esb-101
Clarinet system (Clarinet System, 2007)); and
- a data processing system, supported by a WageBZb@ontroller
(Wago, 2007), which is shared by the VL and PL.
— Shuttle instrumentationThis instrumentation is based on a data processing
system embedded in a PDA device as augmentatiomlm@idcluding an IrDA
communication) (figure 14).
Infra-red technology was chosen because of itsdoergy consumption for a high
transfer rate (more than 100 Kb/sec), its shorgearwhich enables geographical
node localization, and its light-based physicalelaywhich is naturally robust to
electromagnetic noise.



Augmented product driven control of dynamic routindekMS 25

- hodenc 'y Ima AL&?%TJ? ‘
VL interface
|..14.4
L~ Shuttle ™.\, Tin| Pac|tnc|8
S ]

v R J I
PDA (IrDa, )
Processing) ﬁ Z “\[ in PL area 7 4 Passive

; —
% |- com. Eth IrDa . - Product
% |- gate controller (Augmentation
o Module)
Communication y

supported by IrDA

Processing & Data

Figure 13.Schematic representation Figure 14.Real implementation

The figure 15 describes in details the localizatidrthe future equipments within
the flexible assembly cell of the Valenciennes ARHIMECA center. The
communications between node and product were ssfodiysvalidated, and Wago
programs are now under development.

Legend :
w3 | Wago supporting node programs & tasks
K IRDA Shuttle/node/resource/DS connexion point (oketrsystem)
)1( Un-used section
= Stop and go routing actuator (eg., gate contralitEhloading/unloading)

Figure 15.AIP cell case study

12. Conclusion and prospects

The results described above illustrate the advastadiour approach. First, the
PAPs are able to determine the best path from ¢parture node to the destination
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node without any centralized control. Second, theng able to surmount
perturbations by seeking out new paths that byflesgerturbation but still lead to
the desired destination. Other simulations undedies but not described in this
paper highlight the fact that the alternative foupath converges towards the
optimal path. The main advantage of our approachasnone of the assumptions
on which the system is based relies on the usugbldications, such as unlimited
stock capacity, no possibility for jamming, unliedt reliability of the transportation
system, and so on. Our proposal should lead to meaiéstic and deployable real-
time control systems.

Two interesting perspectives can be identified:

— First of all, to extend the results of our studw, folonic approach for AP
modelling is under study: an AP is then consideasdeing recursively composed
of other APs or of terminal passive products. A spas product, without an
augmentation module, is composed only of raw mateglements. A major
application area of this holonic point of view issambly manufacturing, where
many augmented products may interact. With avalabmbient intelligence
technologies, the insertion of an incompatible parta sub-assembly can be
prevented, because the interactions between theatwgmnentation modules will
detect the incompatibility.

— Our second main perspective concerns the interaofiintelligent products via
our augmentation module. Such interaction musttbeied in more depth in order
to design an efficient & effective global manufaatg control. A classic approach
to control is to use the contract-net protocol (BmMi980) to integrate negotiation
mechanisms in the AP, but potential functionalittdsAP in ambient intelligence
context are not exploited. We are currently workimga more innovative idea called
“open control”, encompassing the classic expliotcol measures with a new kind
of control that is implicit. Contrarily to “expliticontrol” where global goals are
translated in local objectives within distributedtiges, the “implicit control”
assumes that the entities are influenced by theirrenment (e.g. with stigmergic
approach) and by other entities in an heterarchieay. Still, the two kinds of
control (explicit and implicit) must be integratedthin a larger control paradigm.
Consequently, different ways to link our DRP moaéth the DAP distributed
control system must be investigated.
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