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Abstract

The application dealt with in this paper is the active attenuation of broadband noise (produced by the tire/road contact)
in a car cabin, using only a feedback control scheme (1-DOF (one degree of freedom)). The objective of the proposed
control methodology is to evaluate achievable performances according to the frequency bandwidth in which attenuation is
desired. This is investigated numerically, by seeking a multi-input multi-output (MIMO) active noise control solution that
reaches the best attenuation level, under explicit robustness constraints. The paper aims to i) formalize the underlying
optimization problem including performance and robustness indicators as well as industrial constraints, ii) perform an
effective MIMO identification, and iii) provide an a priori control structure and then proceed to direct optimization of
some meaningful parameters using a well-suited nonsmooth optimization solver. Finally, the simulation and experimental
results obtained following the proposed methodology are shown and discussed.

Keywords: Active noise control, Broadband noise attenuation, Automotive control, Multi-objective control, Robust
control

1. Introduction

The principle of active noise control (ANC), which con-
sists of attenuating an annoying noise with an anti-noise of
the same magnitude and shifted by half a wavelength, was
described for the first time in the 1930s in two patents [1,
2]. In practice, the level of difficulty associated with an
ANC problem varies. For example, ANC in an open-ended
duct, involving propagating waves, can be achieved by
means of a 2-DOF control scheme (i.e. a pre-compensation
coupled with a feedback control) since the disturbing noise
can be measured both upstream of the actuator and at
the end of the duct [3, 4, 5, 6]. In contrast, applications
of ANC in enclosures need to deal with stationary waves.
Good performances can still be obtained if the actuators
and sensors are co-located, such as in active headphones
or active headrest applications [7, 8, 9]. The difficulty in-
creases when the actuators and sensors are not co-located,
such as in the problem of attenuating engine noise at the
position of passengers’ ears in a car cabin using door loud-
speakers. However, an advantage in this particular case is
that the engine noise has a line spectrum whose frequency
can be directly deduced from the measure of the engine
speed [10, 11, 12].

In the present paper, the considered application con-
sists of attenuating low frequency broadband noise in a
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car cabin. The main source of this broadband noise is
the road noise, which is generated by the tire/road con-
tact. In this case, obtaining a measure of the perturba-
tion is generally not feasible due to industrial costs and
integration constraints. Moreover, the attenuation must
be obtained not at some isolated frequencies but over a
(wide) frequency range. The authors previously proposed
a single-input single-output (SISO) robust multi-objective
ANC control synthesis in [13] and an overall methodology
to compare the best achievable performances according to
the number of sensor(s) and actuator(s) used [14]. The
current paper pursues the latter objective by considering
the needs of the automotive industry, using only feedback
and exploiting the available microphones and loudspeak-
ers. Hence, this paper is an improved and extended version
of the authors’ initial work presented in [15]. In particu-
lar, a far more complete overview of possible indicators is
provided. The possibilities and limitations of all these in-
dicators are fully discussed and illustrated with concrete
results. This discussion, which is central when dealing with
the evaluation of multivariable ANC solutions or aiming
to compare multivariable ANC strategies, is missing in the
current literature. Then, improved and additional results
are provided and analyzed in more depth. The results
presented in [15] were encouraging, but did not enable any
conclusion about the achievable performances on the vehi-
cle platform; this was pointed out as a perspective. In the
present paper, this remaining problem is solved and clear
conclusions are given with regard to the vehicle platform.
Finally, this paper is more detailed and gives a more pre-
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cise overview of the whole study conducted by the authors.
Solving the considered ANC problem requires two cru-

cial points to be addressed: i) obtaining an acoustic model
that reproduces finely the system behavior over a suffi-
ciently large frequency range and ii) defining a generic
control synthesis problem faithfully reflecting the indus-
trial constraints.

Let us first consider how to obtain a model of the sys-
tem. A direct way to derive an acoustic model is to solve
the wave equation with the appropriate boundary condi-
tions. This leads to a model of infinite dimension, which
can generally be reduced to a finite dimension model by
keeping only the predominant acoustic modes. However,
this approach suffers from several drawbacks. First, purely
acoustic models usually fail to reproduce the system be-
havior and coupling with structural dynamics must gener-
ally be taken into account (see, for example, [12, 16]). Sec-
ondly, realistic boundary conditions are usually complex to
formalize and the simplifications made are the main source
of error for analytical models [16]. In addition, there is
no systematic technique for estimating the damping. For
these reasons, in this paper we opt for the identification
approach.

Most methods used to identify an acoustic model for
ANC (LMS, RLS, ARMA, ARMAX, OE) proceed in the
time domain and look for discrete time models [17, 18].
Another approach presented in [19] is to minimize the dis-
tance between the measured frequency response of the sys-
tem and an adequate transfer function. This method is
effective for narrow frequency ranges, but encounters dif-
ficulties for increased system dimensions and model order.
Lastly, a method commonly used in ANC applications is
subspace identification [20, 21, 22]. This approach iden-
tifies either a continuous or a discrete time model, from
either frequency or time domain data. It is not based on
parametric optimization and consequently does not need
any particular parametrization for the model. It does not
suffer from the convergence problems encountered by iter-
ative algorithms. Moreover, models are obtained directly
in the state space and the frequency approach is well suited
for systems with a high modal density and poorly damped
modes [20].

In the present work, the subspace approach operat-
ing in the frequency domain was found to be one effective
method of reproducing the system behavior over a large
frequency range [20-1000] Hz. This large range is needed
to achieve broadband attenuation safely with a feedback
control scheme. In fact, as formalized by the Bode inte-
gral relation, the attenuation on the sensitivity function
at certain frequencies is obtained at the price of an am-
plification at other frequencies. (This phenomenon is typ-
ically referred to as the “waterbed effect”.) Thus, a feed-
back controller will contain dynamics outside the target
frequency range and the system behavior must be known
over a wide range, which unfortunately results in high or-
der models. As in [13, 14], the subspace method is used
to obtain a continuous time model from frequency domain

data (see [23, 24] for details on the corresponding iden-
tification algorithm). The authors also tested some al-
ternative approaches such as the one based on Loewner
matrices [25]. To date, They have led to results similar to
those obtained with the subspace approach.

Concerning the control problem itself, the proposed
control methodology aims to evaluate achievable perfor-
mances depending on the frequency bandwidth in which
attenuation is desired. It also concentrates on robustness,
which is not the case of most existing adaptive control
strategies. In fact, the extensive literature dedicated to
this subject refers to the FxLMS adaptive control strategy
and its numerous variants [12, 26, 27, 28], whose robust-
ness is not yet fully established. Elements of a comparison
between the FxLMS strategy and the approach proposed
in this paper can be found in [29]. This is by no means
the purpose of the current paper. However, it can be noted
that the results obtained in [29] in the SISO case show that
the present strategy is better suited to evaluate achievable
performances accurately.

Other approaches deal with robust control strategies,
such as LQG [30, 31] or standard H∞ [21, 32]. Based on
convex optimization problems, these approaches are cer-
tainly tractable and offer interesting solutions to some spe-
cific ANC problems. However, for broadband attenuation
problems, control engineers are faced with high order mod-
els and highly constrained control problems, often leading
to unsolvable problems or to solutions far from realistic
specifications (too conservative).

The alternative approach proposed in this paper aims
to formulate a multi-objective control problem, by speci-
fying performance and robustness explicitly. Clearly, the
underlying optimization problem is both non-convex and
non-smooth. However, powerful non-smooth solvers now
exist that enable a rapid convergence to local optima.
Combined with an appropriate initialization step, they can
solve the problem without pessimism.

The paper is organized as follows: first, the ANC prob-
lem and the experimental demonstrators are presented in
Section 2. Then, an overview of performance and robust-
ness indicators for ANC applications is given in Section 3.
Section 4 describes the identification process used to ob-
tain an acoustic model for the two demonstrators consid-
ered. Then, the proposed control strategy is introduced in
Section 5. Finally, Section 6 is dedicated to analyzing the
results and discussing achievable performances, while the
conclusion summarizes the content and contributions.

2. Problem description

2.1. Automotive context and industrial specifications

Inside a car cabin, permanent noise mainly comes from
three sources :

• aeroacoustic noise;

• engine noise;
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• road noise.

Aeroacoustic noise, generated by the air flow around the
vehicle, mainly affects high frequencies, while engine noise
and road noise (generated by the tire/road contact) inter-
vene at low frequency. To date, noise reduction inside cars
has essentially been achieved through passive treatments.
These technologies are based on a judicious adjustment of
the mass, stiffness and damping of the different compo-
nents of a car in order to reduce the noise either directly
at its source or during its transmission to the cabin. Pas-
sive technologies provide a good level of comfort, especially
when considering high frequency noise such as aeroacous-
tic noise. However, for low frequency noise such as engine
and road noise, they require a large addition of weight.
In order to meet challenging fuel consumption constraints,
car makers are therefore looking for alternative technolo-
gies that reduce low frequency noise without a negative
impact on consumption.

ANC solutions, which are essentially efficient at low
frequencies, are seen as a promising alternative and some
are already used to reduce engine noise [10, 11, 12]. This
noise has a line spectrum whose harmonics move according
to the engine speed. By measuring the engine speed, the
frequencies of the different harmonics are easily identified
and those that emerge clearly from the background noise
are reduced.

After the successful application of ANC to engine noise,
the next step is to consider road noise reduction. Con-
trary to engine noise, road noise has a broadband spec-
trum coming from four (potentially independent) sources
(the wheels). Moreover, the transmission path between
the tires/road excitation and the cabin is complex. The
first solutions proposed for the ANC of road noise use a
set of accelerometers attached to the vehicle suspension
and bodywork in order to measure the excitation, and a
set of microphones inside the cabin in order to measure
the resulting noise [27]. The proposed control strategy
then involves both a feedforward and a feedback action
and leads to significant noise reduction when the mea-
sures from the accelerometers are reliable. Unfortunately,
the coherence between the accelerometer signals and the
cabin noise is generally poor. Thus, obtaining a reliable
measure of the tire/road excitation requires numerous ac-
celerometers. The cost of these additional sensors is the
main reason why car makers are searching for alternatives.

The specifications considered here for an industrial so-
lution require the use of the same sensors and actuators as
are used for engine noise reduction, i.e. the four door loud-
speakers and a set of microphones. The objective of the
present work is thus to investigate the achievable perfor-
mances with these constraints, i.e. using feedback control
only (no anticipation through feedforward is possible).

2.2. Vehicle demonstrator

A diagram of the vehicle demonstrator that supports
this work is presented in Fig. 1. It is a Renault Scenic

whose audio system has been modified in order to test
ANC applications. As specified above, the ANC device is
composed of the four serial door loudspeakers and three
microphones placed in the roof. It is monitored by an Au-
tobox DS 1103 (dSPACE). The sampling frequency used
is 2048 Hz and the microphone signals are filtered with an
anti-aliasing filter whose cut-off frequency is 800 Hz.

Autobox
DS 1103

Amplifier

Figure 1: Vehicle demonstrator

Fig. 2 presents some frequency responses measured on
the vehicle (from loudspeakers LS1 and LS4 and micro-
phone M3). Each transfer contains numerous modes. A
large difference in the magnitude level can be noticed.
Front/rear (or rear/front) crossed transfers (for instance
LS1 → M3) have a lower magnitude level than rear/rear
(or front/front) transfers (for instance LS4 → M3) except
below 80 Hz where the magnitude level and the modal den-
sity is bigger for crossed transfers. This difference in gain
leads to some difficulties during the identification process
presented in the following.
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2.3. Control problem position and notations

The 1-DOF control problem is described in Fig. 3. In
this block diagram, the disturbance source (the tire/road
excitation) is named up and the resulting noise in the car
cabin is yp. Gp is the transfer between up and yp. In the
ANC literature, it is generally called the primary path.
The signal u = us is the control input applied to the
loudspeakers, ys is the resulting anti-noise and Gs (the
secondary path) is the MIMO transfer between the loud-
speakers (LS1, . . . , LS4 in Fig. 1) and the microphones
(M1, . . . , M3). The actual noise in the car cabin e is the
sum of the noise yp and the anti-noise ys. y = e is the only
measured output and the block K is the controller.

Gpup

Gsu = us e = y

K

ys

yp

Figure 3: Control problem

As mentioned above, no measure of up is available
and so a pure feedback control structure must be used.
Furthermore, Gp is unknown and no model is available
for the signal yp (output disturbance). Obtaining such a
model would involve spectral factorization [33, 34]. Unfor-
tunately, finding a representative spectrum of the noise is
difficult due to the large number and variability of the pa-
rameters involved (road surface, vehicle load, temperature,
etc.). This is not considered in the present work.

2.4. LS2N Box demonstrator

Before considering the vehicle application, the ANC
problem presented above was first studied in the simpli-
fied acoustic environment described in Fig. 4. This demon-
strator offers a fully mastered experimental environment,
which facilitates early investigations.

The enclosure is made of plywood with a Plexiglas top.
It is a 1.2× 0.3× 0.25 m3 volume. It has one predominant
dimension, which results in a 1D acoustic field at low fre-
quency. One side of the enclosure is biased to avoid the
first longitudinal acoustic mode being too pronounced. Its
simple shape enables a rapid understanding of the enclo-
sure’s acoustic field through very basic models, such as
that of a closed rectangular cavity (presented in [35] page
153). At the same time, the frequency responses of the
different transfers between loudspeakers and microphones
contain several modes at low frequency and are close to
vehicle complexity (see Fig. 5). As the plywood enclosure

Top view of the cavity

RC filter

Preamplifier

ADC DAC

Amplifier

Acquisition Card
NI PCIe 6259

Figure 4: LS2N Box demonstrator

does not contain any passive treatment, the frequency re-
sponse of the LS2N Box is more complex at high frequency
than on the vehicle.

−10

0

10

20

30

40

50

M
a
g
n
it
u
d
e
(d

B
)

100 200 300 400 500 600 700 800 900 1000

−180

−90

0

90

180

P
h
a
se

(d
eg

)

 

 

Measured frequency responses from LS2 to M1 (LS2N Box)

Frequency (Hz)

FRF1
FRF2
FRF3

Figure 5: Frequency responses measured on the LS2N Box

The enclosure is instrumented with three loudspeak-
ers and two microphones. Sensors and actuators are con-
nected to the acquisition card through their respective
amplifiers. The acquisition card is driven from Simulink
through the Real Time Windows Target toolbox of Matlab R©.
The sampling frequency used is 10 kHz.

In the following, the control loudspeakers are LS1 and/or
LS2, while LS3 is used to generate the disturbance. Thus,
considering Fig. 3, Gp is the transfer between LS3 and mi-
crophones M1 and M2. Even though this transfer is fully
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mastered on the prototype, it is considered to be unknown
for coherence with the vehicle problem specifications. Gs
is the transfer between LS1 and LS2 and M1 and M2.

The main difference with the vehicle is thus the number
of actuators m and sensors l (m = l = 2 on the LS2N Box,
and m = 4, l = 3 on the vehicle).

Finally, considering Fig. 5, which depicts the differ-
ent frequency responses of the same transfer (LS2 →M1)
measured in different environment conditions, significant
modifications of the magnitude and frequency of the dif-
ferent acoustic modes can be observed. The uncertainties
due to the environment conditions must be carefully con-
sidered when dealing with the control stage.

3. Indicators

This section describes to the selection of suitable in-
dicators for evaluating the performance and robustness of
an ANC solution.

3.1. Performance

In the general ANC problem presented in Fig. 3, the
goal of the control is to ensure that the measured signal
e remains small compared to the primary noise yp. The
performance may then be evaluated either by considering
signals e and yp and using signal indicators, or by dealing
with system indicators based on the transfer Typ→e (which
is also the sensitivity function S). These two options are
detailed in this section.

3.1.1. Power Spectrum Density (PSD)

Let us first consider the SISO case. In order to evaluate
the attenuation obtained by an ANC application, See(jω)
(the PSD of signal e) is generally compared with Sypyp(jω)
(the PSD of yp) (see for instance [7, 27, 28, 36, 37]). To
that end, the following PSD ratio can be calculated:

PSDR(jω) =
See(jω)

Sypyp(jω)
(1)

In the MIMO case, this indicator is applied to each
component ei and ypi of e and yp. It then becomes:

PSDRi(jω) =
Seiei(jω)

Sypiypi (jω)
(2)

This informs about the local behavior at each microphone
position, but must be completed by an additional indicator
in order to evaluate the global performance of the control.
It should be noted that, in the SISO case, the indicator
PSDR is equivalent to the gain of the transfer Typ→e as it
verifies:

PSDR(jω) =
∣∣Typ→e(jω)

∣∣2 (3)

In the MIMO case, the link with the gain (or singular
value) is no longer direct.

3.1.2. l2 and power norms

Scalar indicators can be built using norms. Two signal
norms may be suitable. Let us consider the l2 norm of a
signal ‖e‖2, namely its energy, and its power ‖e‖pow. Their
respective definitions are recalled here [38, 39]:

‖e‖2 =

√∫ ∞
0

‖e(t)‖2dt (4)

‖e‖pow =

√
lim
T→∞

1

T

∫ T

0

‖e(t)‖2dt (5)

Of course, these definitions properly deal with vector
signals. To evaluate the performance over a prescribed
frequency range, the signal may be weighted with a band-
pass filter in order to focus on this range. As for PSD, one
may be interested in comparing the signal norms of e and
yp. Such comparisons involve induced norms on transfers,
which are introduced in the following.

3.1.3. Singular values

Performance can also be evaluated by considering transfer-
based indicators. For example, attenuating e with regard
to yp involves attenuating the transfer that links these two
signals. One may then consider the maximal singular value
σ̄
(
Typ→e(jω)

)
of Typ→e.

In the SISO case, the singular value is simply the gain
in the transfer. As already mentioned, it is equivalent to
considering alternatively the gain in Typ→e or the indica-
tor PSDR. In the MIMO case however, there is no direct
link between the singular value and the indicator PSDRi.
Moreover, while PSDRi only gives local information, the
singular value can be used as an indicator of the global
performance of the ANC system.

3.1.4. H2 and H∞ norms

As for signals, norms may be used to obtain scalar in-
dicators. The most suitable ones for ANC applications
are H2 and H∞ norms. Their definitions are recalled be-
low [38, 39]:

‖Typ→e‖2 =

√
1

2π

∫ ∞
−∞

tr
(
T ∗yp→e(jω)Typ→e(jω)

)
dω (6)

‖Typ→e‖∞ = sup
ω
σ̄(Typ→e(jω)) (7)

These two norms can be interpreted as induced norms.
Table 1 summarizes the link between signal norms and
system norms. The H2 norm can be interpreted as the
power of the output signal for a white noise as input. Thus,
if a stochastic model of the perturbation yp is available,
the H2 norm would give a “realistic” evaluation of the
attenuation. If such a model is not available, it is better
to consider the “worst case” by using the H∞ norm. This
norm can be interpreted as the ratio between the l2 norm
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‖yp‖ ‖e‖ ‖Typ→e‖
Energy Energy H∞
Power Power H∞

White noise Power H2

Table 1: Induced norms

of the input and the l2 norm of the output for the worst
input case.

Again, if attenuation over a prescribed frequency range
is required, a bandpass weighting filter must be used.

However, dealing with the H∞ norm leads to consid-
ering that the disturbing signal yp may have completely
independent components. This is generally far from re-
ality in an ANC problem. Thus, using ‖Typ→e‖∞ as a
performance indicator certainly induces pessimism as it
prevents the worst input case which never occurs.

An alternative would be to consider maxi,j ‖Typj→ei‖∞
(where ypj and ei are the components of yp and e, re-
spectively). If this indicator is small, each SISO transfer
Typj→ei will be small, and the triangular equation then

shows that it is a sufficient condition to ensure that each
signal ei (and by the way e) has a small l2 norm whatever
the input combination (see third line of equation (8)):

‖ei‖2 = ‖Typ1→ei × yp1 + · · ·+ Typm→ei × ypm‖2
≤ ‖Typ1→ei × yp1‖2 + · · ·+ ‖Typm→ei × ypm‖2
≤ ‖Typ1→ei‖∞‖yp1‖2 + · · ·+ ‖Typm→ei‖∞‖ypm‖2
≤ ‖Typ→e‖∞‖yp‖2

(8)
Consequently, maxi,j ‖Typj→ei‖∞ < γ is easier to ob-

tain than ‖Typ→e‖∞ < γ, while being a sufficient condi-
tion. The indicator maxi,j ‖Typj→ei‖∞ should be preferred

if using the H∞ norm.

3.2. Robustness

Two robustness issues must be considered: robustness
against neglected dynamics and uncertainties in the con-
trol bandwidth.

3.2.1. Neglected dynamics

Acoustic systems generally have a wide bandwidth with
numerous resonant modes. Acoustic models used for ANC
necessarily have a limited validity range and so neglect
some high frequency dynamics. ANC designers must thus
ensure that the control has no action outside the validity
frequency range of the model. In other words, u = us
must be small faced with yp above the validity range of
the model. Then three indicators can be considered to
evaluate the robustness to neglected dynamics:

• the PSD of us: Susus

• the l2 norm of us: ‖us‖2

• theH∞ norm of the control sensitivityKS: ‖KS‖∞ =
‖Typ→us

‖∞.

The two latter indicators must be used with a suitable
weighting that penalizes the indicator at frequencies where
the model is not valid.

3.2.2. Uncertainties

The second robustness issue concerns the model un-
certainties in the control bandwidth. As highlighted in
Fig. 5, environment conditions have a significant impact
on acoustic transfers. For instance, in a car cabin, temper-
ature, vehicle load, seat positions, number of passengers,
etc. are parameters that strongly influence the acoustic
field. The modulus margin Mm is a possible indicator to
evaluate the robustness with regard to such uncertainties.
Its definition is recalled here:

Mm = ‖S‖−1∞ = ‖Typ→e‖−1∞ (9)

In ANC applications, this indicator can also be considered
an indicator of spatial robustness. In fact, a displacement
around a control point induces a variation in gain and
phase with regard to the considered transfer. The modulus
margin is a guarantee of robustness to simultaneous gain
and phase variations.

3.2.3. Multi-model

In the present ANC application, considering only the
modulus margin is not enough to handle uncertainties prop-
erly. Additional robustness guarantees are mandatory.
Uncertainties can be handled in three different ways, one
can consider:

• parametric uncertainty;

• unstructured uncertainty;

• a multi-model approach.

The two former approaches are not considered here, mainly
because their application may induce some conservatism,
which would not be coherent with the objective of precisely
evaluating achievable performances. The multi-model ap-
proach, which ensures stability and performance for a set
of models (not only the nominal one) reflecting some more
or less extreme operating conditions, is preferred here, al-
though it potentially leads to necessary conditions only.

4. MIMO identification

In addition to finding a model that reproduces the sys-
tem behavior over a large frequency range, the objective
of this identification stage is to find a minimal MIMO real-
ization that takes advantage of the fact that the different
acoustic transfers share the same modes. As explained in
the introduction, the subspace approach in the frequency
domain [23, 24] was found to be a suitable way to address
this identification problem. Other approaches were tested,
but gave unsuccessful or similar results.
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4.1. LS2N Box demonstrator

Direct MIMO identification was performed on the LS2N
Box. The fit values obtained with a model of order 80 are
given in Table 2. The definition of the classic fit indicator
used is:

fit = 100

(
1− ‖H(.)− Ĥ(.)‖2
‖H(.)−H(.)‖2

)
where H(jω) is the measured frequency response of the

system, Ĥ(jω) is the model frequency response and H(jω)
is the mean of H(jω) over ω.

fit LS1 LS2

M1 83.8629 85.0307
M2 86.8096 90.5583

Table 2: Fit indicator of the MIMO model of the LS2N Box

Fig. 6 compares the model and the measured frequency
response for the transfer between LS1 and M1 for which
the worst fit value was obtained.
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Figure 6: Comparison between the identified model and the mea-
sured frequency response (transfer LS1 → M1, LS2N Box)

4.2. Vehicle demonstrator

Direct MIMO frequency identification from vehicle data
was unsuccessful. As highlighted in Fig. 2 and discussed
in Section 2.2, this difficulty was attributed to the differ-
ences in magnitude level observed between the different
transfers of the secondary path. Currently, this is still an
open problem requiring additional investigation. In the
present paper, it was overcome by proceeding indirectly.
Each SISO transfer was identified separately and concate-
nated in a MIMO model. This MIMO model was then
reduced using balanced truncation (see for example [38]),
to remove duplicated dynamics (shared acoustic modes).

Table 3 contains the order of the different SISO models.

order LS1 LS2 LS3 LS4

M1 70 35 30 70
M2 80 70 40 70
M3 60 60 70 30

Table 3: Order of SISO models
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Figure 7: Comparison between the identified models and the mea-
sured frequency response (transfer LS2 → M3, Vehicle)

Concatenation of these SISO models leads to a MIMO
model of order 685. Reduction leads to a MIMO model of
order n = 158. Fit values obtained on the reduced model
are given in Table 4. (Order reduction was stopped before
it had a significant impact on identification.)

fit LS1 LS2 LS3 LS4

M1 88.3293 76.9562 84.1409 80.7295
M2 83.8304 85.7894 79.1181 83.7762
M3 81.1993 74.3320 91.0322 88.5743

Table 4: Fit indicator of the MIMO reduced order model

Fig. 7 compares the model and the measured frequency
response for the transfer between LS2 and M3 for which
the worst fit value was obtained after model reduction. It
clearly shows that the identification/reduction leads to a
suitable model, at least up to 500 Hz.

5. Multi-objective control

The proposed control methodology was developed in
order to evaluate achievable performances precisely. It
makes use of the indicators presented in Section 3 to for-
malize the specifications.

5.1. Performance

As already mentioned, the controller must ensure the
smallness of the norm of the transfer Typ→e = S over a
predetermined frequency range. As no a priori exploitable
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information is available concerning the disturbance yp, a
worst case approach is chosen using the H∞ norm:

min
K∈K

max
i,j
‖W1Typj→ei‖∞ (10)

where W1 is a bandpass filter on [fmin, fmax], K is the
sought controller and K ⊂ RH∞ is the controller space.

5.2. Robustness

The first robustness constraint deals with the high fre-
quency dynamics neglected by the model. It ensures that
the controller has no action outside the validity frequency
range of the model: [20, 1000] Hz:

‖W2Typ→us‖∞ < 1 (11)

In this inequality, the weighting transfer W2 is chosen
to penalize the control sensitivity function KS = Typ→us

at frequencies above 1000 Hz.
The second constraint of robustness imposes a minimal

modulus margin:

‖Typ→e‖−1∞ = ‖S‖−1∞ > W3 (12)

where W3 is a constant in [0, 1].

5.3. Controller dynamics

Two additional constraints on the controller dynam-
ics are introduced. First, the controller K must be sta-
ble as it belongs to K, which is a subset of RH∞. So,
strong stability is imposed. This avoids potential diffi-
culties when implementing the controller. Furthermore, in
the case of feedback control, the presence of unstable poles
in the loop transfer amplifies the waterbed effect and so
must be avoided. The constraint is formalized as follows:

Re (prK ) < −ε (13)

where prK designates the rth controller pole with 1 ≤ r ≤
nK (nK being the controller order).

The second constraint prevents difficulties during the
discretization stage, by imposing the controller poles to
comply with:

|prK | <
2πfe
Nf

(14)

In this expression, fe is the sampling frequency, Nf ≥ 2.

5.4. Control problem

The control problem derived from the specifications is
summarized as:

min
K∈K

max
k∈{1,...,N}

max
i,j

∥∥∥W1T
(k)
ypj→ei

∥∥∥
∞

(15)

with: 

maxk∈{1,...,N}

∥∥∥W2T
(k)
yp→us

∥∥∥
∞
< 1

maxk∈{1,...,N}

∥∥∥W3T
(k)
yp→e

∥∥∥
∞
< 1

Re (prK ) < −ε

|prK | <
2πfe
Nf

(16)

In these expressions, T
(k)
ypj→ei denotes the closed-loop trans-

fer Typj→ei obtained for the kth plant model. This is

the formalization of the multi-model approach discussed
in section 3.2.3.

The associated augmented model is given in Fig. 8.

Augmented model

Gpup

G
(k)
s

us
ys

us e

e

yp

W1 z1

W2 z2

W3 z3

z

w

yu

Figure 8: Control problem formulation

5.5. Non-smooth optimization

The control problem described above is MIMO, multi-
objective and multi-model. This makes the optimization
problem non-convex and non-smooth. Even in the case
where it could be relaxed without too much conservatism
as a convex optimization problem (which is not the case),
it would be hardly tractable due to the high order of the
models and controller involved.

According to the authors, a suitable way to address
such an optimization problem is to consider direct (and
consequently) non smooth optimization. In control, this
approach was initiated by Pierre Apkarian and Dominikus
Noll in [40, 41, 42], with the systune solver [43] on one
hand and by Michael Overton, Didier Henrion, Denis Arze-
lier and co-authors with the HIFOO solver [44, 45] on the
other hand. Despite the fact that both solvers optimize in
the controller space, they have little in common in terms of
algorithms. The differences are not detailed in this paper;
the reader may refer to the review [46].

In the following, the results were obtained using the
systune (Matlab R2014a) solver.

8



5.6. An observer-based controller structure

The observer-state feedback structure is considered to
parameterize admissible stable and stabilizing controllers.
It is derived in (18) from the state-space model of Gs (17).{

ẋs = Asxs +Bsus
ys = Csxs +Dsus

(17)


˙̂xs = Asx̂s +Bsus +Kf (e− ŷs)
ŷs = Csx̂s +Dsus
us = −Kcx̂s

(18)

The only free parameters are the state feedback and
observer gains: Kc and Kf . Hence, since the controller
and the model are of the same order (nK = n), the pro-
posed observer-based controller leads to n×(m+l) decision
variables only, while a full-order controller would involve
n2 + n× (m+ l) +m× l decision variables.

5.7. Initialization

The initial controller is chosen as the solution of the
standard H2/LQG control problem presented in Fig. 9.

Augmented model

Vyp

Vỹp

Gsus

yp

ys

ỹp

us e

e
WLQ z1

ρ1/2 z2

z0

w0

yu

Figure 9: H2/LQG initialization

In this initial control problem, WLQ is a bandpass filter
that controls the attenuation frequency range, whereas ρ
manages the trade-off between performance and control
energy. Vỹp and Vyp are the covariance matrices of output
noises, separated into ỹp and yp assuming they are sensor
and disturbing noises, respectively.

This H2/LQG controller is designed to be a feasible
point with regard to the multi-objective control problem.
To that end, parameter ρ is tuned to favor the control
energy-saving rather than the performances.

An H2/LQG initialization is preferred to a standard
H∞ one, mainly because it does not involve undesirable
coupling between transfers, it is simpler to tune and the
resulting controller has the appropriate structure.

6. Simulation and experimental results

The control methodology was applied to both experi-
mental platforms in simulations. Experimental validation
was conducted only on the LS2N Box. The multi-model
approach was applied only on the LS2N Box. It should
be noted that the values of criterion (15) given in the fol-
lowing are normalized (by definition), i.e. attenuation is
obtained over the desired range if the criterion is less than
1.

6.1. Low frequency attenuation

Let us first consider low frequency attenuation (i.e. be-
low 100 Hz). The criterion values obtained are given in
Table 5 (see (15) for the expression of the criterion). On

LS2N Box Vehicle
50-80 Hz 0.47 0.27

Table 5: Low frequency criteria

both demonstrators, significant attenuation is obtained at
low frequency. This result is consistent with our expecta-
tions for the LS2N Box, in which the loudspeakers are not
equipped with a back enclosure and so can work even at
low frequencies. On the vehicle, limitations were expected
to be greater at low frequency as some transfers have a
very low gain. The results show that this is not the case.
The criterion values are confirmed by the singular value of
the corresponding transfer presented in Fig. 10 and Fig. 11
for the LS2N Box and the vehicle, respectively.
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Typ 1→e1 [50-80] Hz (LS2N Box, Model 3)

Figure 10: Magnitude of the transfer Typ1→e1 (Model 3) in the LS2N
Box (attenuation range [50-80] Hz, simulation)

The amplification observed outside the attenuation range
is an illustration of the waterbed effect.
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Figure 11: Magnitude of the transfer Typ3→e3 in the vehicle (atten-
uation range [50-80] Hz, simulation)

6.2. Attenuation level vs. frequency range width

A second important question regarding performances
concerns the attenuation achievable with respect to the
width of the chosen frequency range. Of course, when the
width of the attenuation range increases, the attenuation
level is expected to decrease. The goal of this section is to
quantify this phenomenon, and to see whether broadband
attenuation is achievable. To that end, four attenuation
ranges are considered; the criterion value of each range is
summarized in Table 6.

Frequency range (Hz) 190-220 270-300 190-300 100-400

LS2N Box 0.5150 0.1851 0.6711 0.9303
Vehicle 0.1628 0.1818 0.8354 1

Table 6: Criteria table

The corresponding singular values are given in Fig. 12
and Fig 13 for the LS2N Box and the vehicle, respectively.

A significant attenuation is obtained up to the range
190-300 Hz. Then, for 100-400 Hz no attenuation is ob-
served. It should be noted that the results presented here
have been improved with regard to those described in [15].
This is due in particular to the modification of the indus-
trial specifications as the high frequency uncertainties were
found to be over-estimated.

6.3. Simulation with experimental noises (vehicle)

In the vehicle case, some additional simulations with
experimental measurements of road noise recorded on the
vehicle demonstrator are provided. Fig. 14 presents the
PSDRi indicator (2) obtained for the attenuation range
[190-220] Hz at each microphone position (M1 to M3)
while simulating the closed-loop with an experimental road
noise measurement as the disturbance (yp). The level of
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[100-400] Hz (Typ 2→e2 , Model 2)

Figure 12: Magnitude of the transfer associated with the criterion
value of Table 6 (LS2N Box, Simulation)
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Figure 13: Magnitude of the transfer associated with the criterion
value of Table 6 (Vehicle, Simulation)

attenuation is coherent with the solid line (blue) of Fig. 13.

However, care should be taken when comparing the
PSDRi indicator with the singular value one (see Section 3.1.3).
As explained in Section 3.1.1, the link between these two
indicators is not direct in the MIMO case. The main rea-
son for this is the influence of cross PSD terms on the PSDRi
indicator. When the attenuation obtained on the singular
value is significant as in Fig. 13 (solid (blue) line [190-
220] Hz), this influence is rather small and thus the atten-
uation levels of Fig. 13 (solid (blue) line [190-220] Hz) and
Fig. 14 seem fully coherent. For smaller attenuation on the
singular value indicator, as for instance in Fig. 11 (low fre-
quency attenuation [50-80] Hz), the influence of cross PSD
terms increases and differences between the PSDRi indica-
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Figure 14: PSDRi (attenuation range [190-220] Hz) Vehicle, Simula-
tion

tor and the singular value may appear (compare Fig. 11
with Fig. 15, lines M1 and M2).
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Figure 15: PSDRi (attenuation range [50-80] Hz) Vehicle, Simulation

6.4. Experimental validations (LS2N Box)

The results described above were obtained in simula-
tions. Those obtained on the LS2N Box were validated
experimentally. Fig. 16 compares the power spectrum den-
sity Se1e1 of signal e1 obtained (in a closed-loop) in a sim-
ulation and experimentally. As for the other ranges, there
is good agreement between the simulation and the exper-
imental results.

6.5. Attenuation at non-control points (LS2N Box)

The control strategy presented above was designed to
obtain attenuation only at the control microphone posi-
tions. Further investigation would be needed to propose

50 100 150 200 250 300 350 400 450 500

10

20

30

40

50

60

70

Se1e1
[190-300] Hz (LS2N Box)

Frequency (Hz)

P
S
D

(d
B
)

 

 
Experimentation
Simulation

Figure 16: Closed-loop spectrum of microphones signals

a control strategy that ensures global attenuation in the
cavity. However, the results obtained at non-control points
may be interesting to see whether the presented strategy
achieves some spatial attenuation. Fig. 18 presents the at-
tenuation obtained experimentally on the LS2N Box on a
microphone M3 placed at a non-control point (see Fig. 17).
Three attenuation ranges were considered: 50-80 Hz, 190-
220 Hz and 270-300 Hz. Over two ranges (50-80 Hz and
270-300 Hz), some attenuation is obtained at the consid-
ered non-control point whereas no attenuation occurs at
190-220 Hz. Similar results were obtained on microphone
M4. Thus, the control strategy may achieve attenuation
at non-control points but no guarantee is given. This is an
encouraging result for readers interested in spatial atten-
uation.

Top view

Figure 17: Position of microphones M3 and M4 (non-control points)

7. Conclusions

In this paper, a complete methodology is proposed to
evaluate numerically the achievable performances in the
problem of broadband ANC in a car cabin. The contribu-
tions of the paper are threefold.

First, a detailed presentation of signal- and transfer-
based indicators for the evaluation of the performance and
robustness of ANC applications is given. Some of these
indicators, adapted from the robust control theory, are
new in the context of ANC. All these indicators enable the
control specifications to be formalized as a multi-objective
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Figure 18: Attenuation on microphone M3 (non-control point)

optimization problem, with as little pessimism as possible,
and thus make possible a precise evaluation of achievable
performances.

Secondly, the paper proposes a coherent methodology
to evaluate the achievable performances for the consid-
ered ANC problem. The main industrial constraint con-
sisted of using the actuators and sensors available on serial
cars and used for engine noise reduction. As there is no
measure available for feedforward compensation, a pure
feedback control strategy is considered. The achievable
performances are discussed depending on low frequency
attenuation and the width of the attenuation range. The
methodology used and the results obtained are a valuable
decision-making tool when questioning the potential of a
given ANC architecture.

The third contribution lies in the results obtained ex-
perimentally, first with the LS2N Box (developed specifi-
cally for the study and used for early investigation), and
secondly with the vehicle prototype. There is good agree-
ment between the simulation and the experimentation.
These results lead to the conclusion that robust broadband
attenuation (by feedback) is achievable in the considered
control problem and enables road noise attenuation. De-
spite the so-called waterbed effect inherent in the feedback
control scheme, a good level of attenuation is obtained over
ranges of 30 Hz width. Attenuation is still significant over
ranges of 110 Hz but it is almost nonexistent over ranges
of 300 Hz.

Finally, the results and limitations observed constitute
an interesting basis to develop the next generation of ANC
architecture in cars, with spatial attenuation aspects as a
perspective.
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