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CLASSICAL SCHWARZ REFLECTION PRINCIPLE

FOR JENKINS-SERRIN TYPE MINIMAL SURFACES

RICARDO SA EARP AND ERIC TOUBIANA

Abstract. We give a proof of the classical Schwarz reflection
principle for Jenkins-Serrin type minimal surfaces in the homoge-
neous three manifolds E(κ, τ) for κ 6 0 and τ > 0. In our previous
paper we proved a reflection principle in Riemannian manifolds.
The statements and techniques in the two papers are distinct.

1. Introduction

In this paper we focus the classical Schwarz reflection principle across
a geodesic line in the boundary of a minimal surface in R3 and more
generally in three dimensional homogeneous spaces E(κ, τ) for κ < 0
and τ > 0.

The Schwarz reflection principle was shown in some special cases.
One kind of examples arise for the solutions of the classical Plateau
problem in R3 containing a segment of a straight line in the boundary,
see Lawson [8, Chapter II, Section 4, Proposition 10]. Another kind
occur for vertical graphs in R3 and H2 × R containing an arc of a
horizontal geodesic, see [20, Lemma 3.6].

On the other hand, there is no proof of the reflection principle for
general minimal surfaces in R

3 containing a straight line in its bound-
ary.

The goal of this paper is to provide a proof of the reflection principle
about vertical geodesic lines for Jenkins-Serrin type minimal surfaces
in R3 and other three dimensional homogeneous manifolds such as, for

example, H2 ×R, P̃SL2(R, τ) and S2 ×R, see Theorem 4.1. The proof
also holds for horizontal geodesic lines.

We observe that this classical Schwarz reflection principle was used
by many authors, including the present authors, in R3 and H2 × R.
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2 R. SA EARP AND E. TOUBIANA

We recall that the authors proved another reflection principle for
minimal surfaces in general three dimensional Riemannian manifold
with quite different statement and techniques, see [21].

We are grateful to the referee of our paper whose remarks greatly
improved this work.

2. A brief description of the three dimensional

homogeneous manifolds E(κ, τ)

For any r > 0 we denote by D(r) ⊂ R2 the open disc of R2 with
center at the origin and with radius r (for the Euclidean metric).

For any κ 6 0 and τ > 0 we consider the model of E(κ, τ) given by

D(
2√−κ

)× R equipped with the metric

(1) ν2
κ(dx

2 + dy2) + (τνκ(ydx− xdy) + dt)2 .

where νκ =
1

1 + κx2+y2

4

. We observe that E(−1, τ) = P̃SL2(R, τ). By

abuse of notations we set D(1
0
) = D(+∞) = R2. Thus E(0, τ) =

Nil3(τ). Also, R3 equipped with the Euclidean metric is a model of
E(0, 0).

We denote by M(κ) the complete, connected and simply connected
Riemannian surface with constant curvature κ. Notice that for κ < 0 a

model of M(κ) is given by the disc D(
2√−κ

) equipped with the metric

ν2
κ(dx

2 + dy2).
We recall that E(κ, τ) is a fibration over M(κ), and the projection

Π : E(κ, τ) −→ M(κ) is a Riemannian submersion, see for example
[2]. Moreover the unit vertical field ∂

∂t
is a Killing field generating a

one-parameter group of isometries given by the vertical translations.

We have seen in [21, Example 2.2-(2)] that the horizontal geodesics
and the vertical geodesics of E(κ, τ) admit a reflection. That is, for
any such a geodesic L, there exists a non trivial isometry IL of E(κ, τ)
satisfying

• IL is orientation preserving,
• IL(p) = p for any p ∈ L,
• IL ◦ IL = Id.

Let Ω be any domain of M(κ) and let u : Ω −→ R be a C2-function.

We say that the set Σ := {(p, u(p)), p ∈ Ω} ⊂ D(
2√−κ

) × R is a

vertical graph. Note that the Killing field ∂
∂t

is transverse to Σ. Thus,
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by the well-known criterium of stability, if Σ is a minimal surface then
Σ is stable.

Consider some arbitrary local coordinates (x1, x2, x3) of E(κ, τ). Let
u be a C2 function defined on a domain Ω contained in the x1, x2 plane
of coordinates. Let S ⊂ E(κ, τ) be the graph of u. Then S is a minimal
surface if u satisfies an elliptic PDE (called minimal surface equation)

F (x, u, u1, u2, u11, u12, u22) = 0,

see [21, Equation (13)]. Furthermore, if u has bounded gradient then
the PDE is uniformly elliptic.

3. Jenkins-Serrin type minimal surfaces

The original Jenkins-Serrin’s theorem was conceived in R
3, see [7,

Theorems 1, 2 and 3]. It was extended in H2 × R by B. Nelli and
H. Rosenberg [11, Theorem 3] and in M2 × R by A.L. Pinheiro [15,
Theorem 1.1] where M2 is a complete Riemannian surface. Later on

it was established in P̃SL2(R) by R. Younes [25, Theorem 1.1] and in
Sol3 by M. H. Nguyen [13, Section 3.6]. As a matter of fact the same
proof also works in the homogeneous spaces E(κ, τ) for any κ < 0 and
τ > 0.

We state briefly below the Jenkin-Serrin type theorem in the homo-
geneous spaces E(κ, τ) for κ < 0 and τ > 0 (same statement holds in
R3 and in M2 × R).

Let Ω be a bounded convex domain in M2(κ), thus for any point
p ∈ Γ := ∂Ω there is a complete geodesic line Γp ⊂ M

2(κ) such that Ω
remains in one open component of M2(κ) \ Γp.

We assume that the C0 Jordan curve Γ ⊂ M2(κ) is constituted of
two families of open geodesic arcs A1, . . . , Aa, B1, . . . , Bb and a family
of open arcs C1, . . . , Cc with their endpoints. We assume also that no
two Ai and no two Bj have a common endpoint.

On each open arc Ck we assign a continuous boundary data gk.
Let P ⊂ Ω be any polygon whose vertices are chosen among the

endpoints of the open geodesic arcs Ai, Bj, we call P an admissible
polygon. We set

α(P ) =
∑

Ai⊂P

‖Ai‖, β(P ) =
∑

Bj⊂P

‖Bj‖, γ(P ) = perimeter of P.

With the above notations the Jenkins-Serrin’s theorem asserts the fol-
lowing:

If the family {Ck} is not empty then there exists a function
u : Ω −→ R whose graph is a minimal surface in E(κ, τ) and such
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that
u|Ai

= +∞, u|Bj
= −∞, u|Ck

= gk

if and only if

(2) 2α(P ) < γ(P ), 2β(P ) < γ(P )

for any admissible polygon P . In this case the function u is unique.
If the family {Ck} is empty such a function u exists if and only if

α(Γ) = β(Γ) and condition (2) holds for any admissible polygon P 6= Γ.
In this case the function u is unique up to an additive constant.

We denote by Σ ⊂ E(κ, τ) the graph of u over Ω and we call such a
surface a Jenkins-Serrin type minimal surface.

Remark 3.1. We observe that when the family {Ck} is empty, the
boundary of Σ is the union of vertical geodesic line {q} × R for any
common endpoint q between geodesic arcs Ai and Bj.

Suppose that the family {Ck} is not empty and let x0 be a common
vertex between Ai and Ck, if any. If gk has a finite limit at x0, say α,
then the half vertical line {x0} × [α,+∞[ lies in the boundary of Σ.
Now if x0 is a common vertex between Bj and Ck and if gk has a finite
limit at x0, say β, then the half vertical line {x0}× ]−∞, β] lies in the
boundary of Σ. At last, if x0 is a common vertex between Ci and Ck

and if gi and gk have different finite limits at x0, say α < β, then the
vertical segment {x0} × [α, β] lies in the boundary of Σ.

4. Main theorem

For any vertical geodesic line L of E(κ, τ), we denote by IL the
reflection about the line L.

Theorem 4.1. Using the notations of section 3 and under the assump-
tions of Remark 3.1, let γ ⊂ {x0}×R := L ⊂ E(κ, τ) be a vertical com-
ponent of the boundary of the open minimal vertical graph Σ ⊂ E(κ, τ),
where κ < 0 and τ > 0.

Then, we can extend minimally Σ by reflection about L. More pre-
cisely, S := Σ ∪ γ ∪ IL(Σ) is a smooth minimal surface invariant by
the reflection about Γ, containing int(γ) in its interior.

Furthermore the same statement and proof hold for Σ ⊂ R
3 or Σ ⊂

S2 × R.

Observe that the possible cases for γ are the following: the whole
line L, a half line of L or a closed geodesic arc of L.

Observe also that, since we are under the assumptions of Remark
3.1, if x0 is an endpoint of some arc Ci, then gi has a finite limit at x0.
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Remark 4.2. We use the same notations as in Theorem 4.1. Suppose
that the boundary of Σ contains an open arc δ (graph over an arc Ck)

of a horizontal geodesic line Υ of P̃SL2(R, τ).

We denote by IΥ the reflection in P̃SL2(R, τ) about Υ.
We can prove as in [20, Lemma 3.6] (in H2 ×R) that we can extend

Σ by reflection about Υ: Σ ∪ δ ∪ IΥ(Σ) is a connected smooth minimal
surface containing δ in its interior. The same observation holds also
in Heisenberg space and S2 × R.

On the other hand, we can verify that the proof of Theorem 4.1 also
works for reflection about horizontal geodesic lines.

Proof. For the sake of clarity and simplicity of notations, we provide

the proof in P̃SL2(R, τ) = E(−1, τ). Nevertheless, all arguments and
constructions hold in E(κ, τ) for any κ < 0 and τ > 0, in R3, that is
for κ = τ = 0 and in S

2 × R, that is for κ = 1 and τ = 0.

We assume that the family Ck is not empty. The other situation can
be handled in a similar way.

Recall that, by assumption, if x0 is an endpoint of some arc Ci (if
any), then gi has a finite limit at x0.

We suppose that all functions gk admit also a finite limit at the
endpoints of Ck different of x0 (if any). It is possible to carry out a
proof without this assumption but the details are cumbersome, as we
can see in the following.

Suppose for instance that x1 ( 6= x0) is an endpoint of some arc Ck,
that gk has no limit at x1 and that gk is bounded near x1. Setting
α = 1

2
(lim infx→x1

gk(x) + lim supx→x1
gk(x)), we can find a sequence

(pn) on Ck such that

pn → x1 and gk(pn) = α for any n.

Then we consider the new function gk,n on Ck setting gk,n(x) = α on
the segment [x1, pn] of Ck and gk,n = gk outside this segment. Now the
continuous function gk,n has a limit at x1. Observe that for any x ∈ Ck

we have gk,n(x) = gk(x) for any n large enough.
If gk is not bounded near x1, we first truncate, for any n > 0, the

function gk above by n and below by -n. We obtain a new continuous
and bounded function hk,n on Ck. Then we proceed as above.

For any integer n we consider the Jordan curve Γn obtained by the
union of the geodesic arcs Ai at height n, the geodesic arcs Bj at height
−n, the graphs of functions gk over the open arcs Ck (or gk,n if gk has no
finite limit at some endpoint of Ck), and the vertical segments necessary
to form a Jordan curve. Thus Γ is the projection of Γn on H2.
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Let Σn ⊂ P̃SL2(R, τ) be the embedded area minimizing disc with
boundary Γn given by Proposition 6.1 in the Appendix. We have

• Σn ⊂ Ω× R,
• Σ̊n := Σn \ Γn = Σn ∩ (Ω× R) is a vertical graph over Ω.

We set γn := Σn ∩ L, where L := {x0} × R, thus γn ⊂ γ for any n.
Due to the fact that Σn is area minimizing we can apply the reflection
principle about the vertical line L, this is proven in detail in [21, Propo-
sition 3.4]. Thus, Sn := Σn ∪ IL(Σn) is an embedded minimal surface
containing int(γn) in its interior. By construction Sn is invariant under
the reflection IL and is orientable.

Let un : Ω −→ R be the function whose the graph is Σ̊n. Thus un

extends continuously by n on the edges int(Ai), by −n on the edges
int(Bj) and by gk (or gk,n) over the open arcs Ck. Using the lemmas
derived in [25], following the original proof of [7, Theorem 2], it can be
proved that, up to considering a subsequence, the sequence of functions
(un) converges to a function u : Ω −→ R in the C2-topology, uniformly
over any compact subset of Ω.

Let dn be the intrinsic distance on Sn. For any p ∈ Sn and any r > 0
we denote by Bn(p, r) ⊂ Sn the open geodesic disc of Sn centered at p
with radius r. By construction, for any p ∈ int(γ) there exist np ∈ N

and a real number cp > 0 such that for any integer n > np we have
p ∈ int(γn) ⊂ int(Sn) and dn(p, ∂Sn) > 2cp.

We assert that the Gaussian curvature Kn of the surfaces Sn is uni-
formly bounded in the neighborhood of each point of int(γ), indepen-
dently of n.

Proposition 4.3. For any p ∈ int(γ) there exist Rp, Kp > 0, and there
exists np ∈ N satisfying p ∈ int(γnp

) ⊂ Snp
and dnp

(p, ∂Snp
) > 2Rp,

such that for any integer n > np we have p ∈ int(γn) ⊂ Sn and

|Kn(x)|6 Kp,

for any x ∈ Bn(p, Rp).

We postpone the proof of Proposition 4.3 until Section 5.

Assuming Proposition 4.3 we will prove that for any p ∈ int(γ) there
exists an embedded minimal disc D(p), containing p in its interior, such
that D(p) ⊂ Σ ∪ γ ∪ IL(Σ). This will prove that Σ ∪ γ ∪ IL(Σ) is a
minimal surface, that is smooth along int(γ).

Let p ∈ int(γ), we deduce from Proposition 4.3 that there exist real
numbers Rp, Kp > 0 and np ∈ N such that for any integer n > np and
for any point x ∈ Bn(p, Rp) we have |Kn(x)|6 Kp. By construction,
Bn(p, Rp) is an embedded minimal disc.
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Therefore it can be proved as in [18], using [18, Proposition 2.3,
Lemma 2.4] and the discussion that follows, that up to taking a sub-
sequence, the geodesic discs Bn(p, Rp) converge for the C2-topology to
a minimal disc D(p) ⊂ R3 containing p in its interior. We recall that
each geodesic disc Bn(p, Rp) is embedded, contains an open subarc γ(p)
of γ (which does not depend on n) passing through p, and Bn(p, Rp) is
invariant under the reflection IL. Thereby the minimal disc D(p) also
is embedded, contains the subarc γ(p) and inherits the same symmetry.

We set S := Σ ∪ γ ∪ IL(Σ).
By construction the surfaces int(Sn) \ L converge to Σ ∪ IL(Σ). We

observe that Bn(p, Rp) \ L ⊂ Sn \ L and then D(p) \ L ⊂ Σ ∪ IL(Σ).
Then we have D(p) ⊂ S. We conclude henceforth that S is a smooth
minimal surface invariant under the reflection IL, this accomplishes the
proof of the theorem. �

Remark 4.4. Theorem 4.1 holds also in case where x0 is and endpoint
of some arc Ci and gi has an infinite limit at x0.

Indeed, assume that limx→x0
gi(x) = +∞. We denote by gi,n the new

function on Ci obtained by truncating the function gi above by n. Then,
in the proof of Theorem 4.1, we consider the embedded area minimizing
disc Σn constructed with the function gi,n on Ci (instead of gi). Then
we can proceed the proof in the same way.

Remark 4.5. We don’t know if the Jenkins-Serrin type theorem was
established in the Heisenberg spaces Nil3(τ) = E(0, τ) for τ > 0.
Assuming the Jenkins-Serrin type theorem, the proof of Theorem 4.1
works to establish the same reflection principle for vertical geodesic
lines in Nil3(τ).

5. Proof of Proposition 4.3

We argue by absurd.
Suppose by contradiction that there exists p ∈ int(γ) such that for

any k ∈ N∗ there exist an integer nk > k and xk ∈ Bnk
(p, 1

k
) such that

|Knk
(xk)|> k2.

There exist c > 0 and k0 ∈ N∗ such that for any integer k > k0 we
have p ∈ int(γnk

) and dnk
(p, ∂Snk

) > 2c. Thus Bnk
(p, c) ⊂ int(Snk

).
Moreover there exists an integer k1 > k0 such that for any integer

k > k1 we have dnk
(xk, ∂Bnk

(p, c)) > c/2.

From now on, we are going to use classical blow-up techniques.

Define the continuous function fk : Bnk
(p, c) −→ [0,+∞[ for any

k > k1, setting: fk(x) =
√

|Knk
(x)| dnk

(x, ∂Bnk
(p, c)).
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Clearly fk ≡ 0 on ∂Bnk
(p, c) and

fk(xk) =
√

|Knk
(xk)| dnk

(xk, ∂Bnk
(p, c)) > k

c

2
.

We fix a point pk ∈ Bnk
(p, c) where the function fk attains its maximum

value, hence

(3) fk(pk) > k
c

2
.

We deduce therefore

(4) λk :=
√
|Knk

(pk)| >
kc

2dnk
(pk, ∂Bnk

(p, c))
>

kc

2c
=

k

2
.

Notation 5.1. We set ρk = dnk
(pk, ∂Bnk

(p, c)) and we denote by Dk ⊂
Bnk

(p, c) ⊂ Snk
the open geodesic disc with center pk and radius ρk/2.

Notice that Dk is embedded.

For further purpose we emphasize that Dk is an orientable minimal

surface of P̃SL2(R, τ).

Let us consider the model of P̃SL2(R, τ) = E(−1, τ) given by (1) for
κ = −1, that is the product set D(2)× R equipped with the metric

(5) ds2 := µ2(dx2 + dy2) +
(
τµ(ydx− xdy) + dt

)2

where µ = µ(x, y) =
1

1− x2+y2

4

.

For any integer k > k1 we set µk = µk(u, v) =
1

1− u2+v2

4λ2

k

. We

consider, as in the Nguyen’s thesis [13, Section 2.2.3], the product set
D(2λk)× R equipped with the metric

(6) ds2k := µ2
k(du

2 + dv2) +

(
τ

λk

µk(vdu− udv) + dw

)2

.

Thus (D(2λk)× R, ds2k) is a model of E(−1
λ2

k

, τ
λk
).

Remark 5.2. Since P̃SL2(R, τ) is a homogeneous space, for any inte-

ger k > k1, up to considering an isometry of P̃SL2(R, τ) which sends
pk to the origin 03 := (0, 0, 0), we can assume that pk = 03. See for
example [14, Chapter 5] or [13, Proposition 1.1.7].

Let us consider the homothety

Hk : D(2)× R −→ D(2λk)× R

(x, y, t) 7−→ (u, v, w) = λk (x, y, t).
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We have H∗
k(ds

2
k) = λ2

k ds
2, see (5) and (6). Then, it follows that

D̃k := Hk(Dk) is an embedded minimal surface of (D(2λk)× R, ds2k).

By construction, D̃k is a geodesic disc with center the origine 03 of

D(2λk) × R : 03 ∈ D̃k ⊂ D(2λk) × R. Moreover the radius of D̃k is
ρ̃k = λk·(radius of Dk), that is ρ̃k = λk ρk/2.

Using the estimate (3) we get

(7) ρ̃k = λk ρk/2 =
√
|Knk

(pk)| dnk
(pk, ∂Bnk

(p, c))/2 =
fk(pk)

2
>

kc

4
,

thus ρ̃k → ∞ if k → ∞.

Let geuc = du2+dv2+dw2 be the Euclidean metric of R3. We observe
that (D(2λk)×R, ds2k) converges to (R2×R, geuc) for the C

2-topology,
uniformly on any compact subset of R3.

We denote by K̃nk
the Gaussian curvature of D̃k. For any x ∈

Dk ⊂ D(2) × R, setting X = Hk(x) ∈ D̃k ⊂ D(2λk) × R, we get

K̃nk
(X) =

Knk
(x)

λ2

k

. Hence for any X ∈ D̃k we obtain

√
|K̃nk

(X)| =
√
|Knk

(x)|
λk

6
fk(pk)

λk dnk
(x, ∂Bnk

(p, c))

=
dnk

(pk, ∂Bnk
(p, c))

dnk
(x, ∂Bnk

(p, c))
< 2,(8)

since dnk
(x, ∂Bnk

(p, c)) >
ρk
2
.

Furthermore, for any integer k > k1 we have

(9)

√
|K̃nk

(03)| =
√
|Knk

(pk)|
λk

= 1.

We summarize some facts derived before:

Lemma 5.3. • each D̃k is an embedded and orientable minimal
surface of (D(2λk)× R, ds2k) = E(− 1

λ2

k

, τ
λk
),

• there is a uniform estimate of Gaussian curvature, see (8),

• the radius ρ̃k of the geodesic disc D̃k go to +∞ if k → ∞, see
(7),

• the metrics ds2k converge to geuc for the C2-topology, uniformly
on any compact subset of R3, see (6).

Therefore it can be proved as in [18] (using [18, Proposition 2.3,
Lemma 2.4] and the discussion that follows), that up to considering

a subsequence, the D̃k converge for the C2-topology to a complete,

connected and orientable minimal surface S̃ of R3.
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Remark 5.4. From the construction described in [18], the surface S̃
has the following properties.

There exist r, r0 > 0 such that for any q ∈ S̃, a piece G̃(q) of S̃,
containing the geodesic disc with center q and radius r0, is a graph

over the open disc D(q, r) of TqS̃ with center q and radius r (for the
Euclidean metric of R3). Furthermore:

• for k large enough, a piece G̃k(q) of D̃k ⊂ D(2λk) × R is also

a graph over D(q, r) and the surfaces G̃k(q) converge for the

C2-topology to G̃(q),

• for any y ∈ G̃(q) there exists ky ∈ N such that for any k > ky
we can choose the piece G̃k(y) of D̃k such that G̃k(q)∪ G̃k(y) is
connected.

By construction we have 03 ∈ S̃ and, denoting by K̃ the Gaussian

curvature of S̃ in (R3, geuc), we deduce from (9)

(10) |K̃(03)|= 1.

For any integer k > k1 we set L̃k := Hk(L). Thus, L̃k is a vertical
straight line of R3.

Definition 5.5. Let δk be the distance in D(2λk) × R induced by the
metric ds2k.

We say that the sequence of vertical lines (L̃k) in R3 disappears to

infinity if δk(03, L̃k) → +∞ when k → +∞

There are two possibilities: the sequence (L̃k) disappears or not to
infinity. We are going to show that either case cannot occur, we will
find therefore a contradiction.

First case: (L̃k) disappears to infinity.
Observe that, by construction, the geodesic discs Bnk

(p, c) are invari-
ant under the reflection IL and fk(q) = fk(IL(q)) for any q ∈ Bnk

(p, c).
Since pk = 03 by assumption, we can assume that 03 ∈ Σnk

⊂ Snk
for

any k > k1.

Let q ∈ S̃, and consider a minimizing geodesic arc δ ⊂ S̃ joining 03
to q. It follows from Remark 5.4 that there exist a finite number of
points q1 = 03, . . . , qn = q belonging to δ, and there exists kq ∈ N such
that:

• for any integer k > kq the subset ∪jG̃k(qj) ⊂ D̃k is connected

and converges for the C2-topology to the subset ∪jG̃(qj) ⊂ S̃,

• for any integer k > kq we have
(
∪jG̃k(qj)

)
∩ L̃k = ∅.
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Thus for any integer k > kq we obtain that H−1
k (∪jG̃k(qj)) ∩ L = ∅,

that is H−1
k (∪jG̃k(qj)) ⊂ Dk ∩ Σnk

.

Setting D̂k := Hk(Dk ∩Σnk
) we deduce that the sequence (D̂k) con-

verges to S̃ for the C2-topology too. Observe that D̂k ∩ L̃k ⊂ ∂D̂k.
Therefore any minimal surface D̂k \ L̃k is a Killing graph and thus D̂k

is a stable minimal surface of E(−1
λ2

k

, τ
λk
).

Therefore it can be proved as in the discussion following Lemma 2.4

in [18] that S̃ is a connected, complete, orientable and stable minimal
surface of R3. Thanks to results of do Carmo and Peng [3], Fischer-

Colbrie and Schoen [4] and Pogorelov [16], S̃ is a plane. But this gives
a contradiction with the curvature relation (10).

Second case: (L̃k) does not disappear to infinity.

We will prove that the Gauss map of S̃ omits infinitely many points,
hence S̃ would be a plane (see [5, Corollary 1.3] or [24]), contradicting
the curvature relation (10).

Let α ∈ (0, π] be the interior angle of Γ at vertex x0, (α exists since
Γ is the boundary of a convex domain). Observe that the case where
α = π is under consideration.

Since Ω is convex, there exists a geodesic line Cx0
⊂ H2 at x0 such

that Cx0
∩ Ω = ∅. Let Π be the product Cx0

× R in (D(2)× R, ds2) =
E(−1, τ). When τ = 0 notice that Π, is a vertical totally geodesic
plane in H

2 × R. We recall that there are no totally geodesic surfaces
in E(−1, τ) if τ 6= 0, see [23, Theorem 1].

Under our assumption, up to considering a subsequence, we can as-

sume that the sequence (L̃k) converges to a vertical straight line L̃ ⊂ R3

and that
(
Hk(Π)

)
converges to a vertical plane Π̃ ⊂ R3 containing L̃.

Let us denote by Π̃+ and Π̃− the two open halfspaces of R3 bounded
by Π̃.

Lemma 5.6. We have (S̃ ∩ Π̃) \ L̃ = ∅.

Proof. Otherwise assume there exists a point q ∈ S̃ ∩ Π̃ such that

q 6∈ L̃. From the structure of the intersection of two minimal surfaces
tangent at a point, see [1, Theorem 7.3] or [22, Lemma, p. 380], we

may suppose that Π̃ is transverse to S̃ at q. Thus there is an open

piece F̃ (q) of S̃ containing q which is transverse to the plane Π̃. Hence,

for any integer k large enough, a piece F̃k(q) of D̃k ⊂ D(2λk) × R

is so close to F̃ (q) that it is transverse to Π̃ too. Consequently we

would have int(D̃k) ∩
(
Hk(Π) \ L̃k

)
6= ∅, that is int(Dk) ∩ (Π \ L) 6= ∅.
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But by construction we have int(Snk
) ∩ (Π \ L) = ∅, which leads to a

contradiction since Dk ⊂ Snk
. �

Lemma 5.7. We have S̃ ∩ Π̃ = L̃.

Proof. Assume first that S̃∩Π̃ = ∅. Hence S̃ stay in an open halfspace,

say Π̃+, of R3 bounded by Π̃. Observe that the halfspace Π̃+ is the
limit of open subspaces Hk(Π

+) of D(2λk)× R where Π+ is one of the

two open halfspaces of D(2)×R bounded by Π. Consequently S̃ is the

limit of the graphs D̃k ∩ Hk(Π
+). Therefore, as in the first case, we

obtain that S̃ is stable and thus is a plane, giving a contradiction with

(10). We obtain therefore S̃ ∩ Π̃ 6= ∅.
Let q ∈ S̃ ∩ Π̃. We deduce from Lemma 5.6 that q ∈ L̃. If Π̃ were

the tangent plane of S̃ at q, then the intersection S̃ ∩ Π̃ would consist
in a even number > 4 of arcs issued from q, see [1, Theorem 7.3] or

[22, Lemma, p. 380]. Then we infer that S̃ ∩ (Π̃ \ L̃) 6= ∅ which is not
possible due to Lemma 5.6.

Thus Π̃ is transverse to S̃ at q. Since S̃ ∩ Π̃ ⊂ L̃, we deduce from

Lemma 5.6 that S̃ ∩ Π̃ contains an open arc of L̃ containing q. This
proves that S̃ ∩ Π̃ contains a segment of L̃. It is well known that
if a complete minimal surface of R3 contains a segment of a straight
line then it contains the whole straight line, see Proposition 6.3 in the

Appendix. We conclude that S̃ ∩ Π̃ = L̃ as desired. �

Remark 5.8. To prove that S̃ ∩ Π̃ 6= ∅ we can alternatively argue as

follows. Assume that S̃ ∩ Π̃ = ∅. By construction S̃ is a complete and
connected minimal surface in R3 without self-intersection. Furthermore

we deduce from the estimates (8) that S̃ has bounded curvature. It

follows from [17, Remark] that S̃ is properly embedded. Since S̃ lies in
a halfspace, we deduce from the halfspace theorem [6, Theorem 1] that

S̃ is a plane, which gives a contradiction with (10). Thus S̃ ∩ Π̃ 6= ∅.

We deduce from Lemma 5.7 that S̃ \ Π̃ = S̃ \ L̃ has two connected

components, say S̃− ⊂ Π̃− and S̃+ ⊂ Π̃+. In the same way we denote
by Π+ and Π− the two open halfspaces of D(2)×R bounded by Π. We

have that Π̃+ (resp. Π̃− ) is the limit of Hk(Π
+) (resp. Hk(Π

−)).

We set D±
k := Dk ∩ Π± and D̃±

k := Hk(D
±
k ) = D̃k ∩ Hk(Π

±). We

observe that D̃+
k and D̃−

k are vertical graphs and that S̃+ (resp. S̃−) is

the limit of (D̃+
k ) (resp. (D̃

−
k )) for the C2-topology.
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For any integer k > k1 we denote by Ñk a smooth unit normal

vector field on D̃k with respect to the metric ds2k, see (6). Let Ñk
3 be

the vertical component of Ñk, this means that Ñk − Ñk
3

∂
∂t

and ∂
∂t

are

orthogonal vector fields along D̃k.

Since (D̃k) converges to S̃ for the C2-topology, we can define a unit

normal field Ñ on S̃ as the limit of the fields Ñk.

Lemma 5.9. We have Ñ3 6= 0 on S̃+ ∪ S̃−. Furthermore S̃+ and S̃−

are vertical graphs.

Proof. Indeed, we know that D̃+
k is a vertical graph. So we can assume

that Ñk
3 > 0 along D̃+

k for any k > k1. By considering the limit of the

fields Ñk we get that Ñ3 > 0 on S̃+.

Let q ∈ S̃+ be a point such that Ñ3(q) = 0, if any. Recall that
the Gauss map of a non planar minimal surface of R3 is an open map.

Therefore, in any neighborhood of q in S̃+ it would exist points y ∈ S̃+

such that Ñ3(y) < 0, which leads to a contradiction.

Thus we have Ñ3 6= 0 on S̃+. We prove in the same way that Ñ3 6= 0

on S̃− too.

Assume by contradiction that S̃+ is not a vertical graph. Then there

exist two points q, q ∈ S̃+ lying to same vertical straight line. As
the tangent planes of S̃+ at q and q are not vertical, there exists a

real number δ > 0 such that a neighborhood Vq ⊂ S̃+ of q and a

neighborhood Vq ⊂ S̃+ of q are vertical graphs over an Euclidean disc
of radius δ in the (u, v)-plane.

But, by construction, for k large enough a piece Uq of D̃
+
k is C2-close

of Vq and a piece Uq of D̃+
k is C2-close of Vq. Clearly this would imply

that the vertical projections of Uq and Uq on the (u, v)-plane have non

empty intersection. But this is not possible since D̃+
k is a vertical graph.

We conclude therefore that S̃+ is a vertical graph.

We can prove in the same way that S̃− is a vertical graph. �

End of the proof of the proposition

Let P ⊂ R3 be any vertical plane verifying L̃ ⊂ P and P 6= Π̃. We

deduce from Lemmas 5.7 and 5.9 that (S̃ ∩ P ) \ L̃ is a vertical graph.
Therefore, the structure of the intersection of two minimal surfaces
tangent at a point, see [1, Theorem 7.3] or [22, Lemma, p. 380], shows

that there cannot be two distinct points of L̃ where the tangent plane

of S̃ is P .
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Let ν and −ν be the two unit vectors orthogonal to P . Since Ñ3 6= 0

on S̃ \ L̃ we deduce that ν and −ν are not both assumed by the Gauss

map of S̃. By varying the vertical planes P , we obtain that the Gauss

map of S̃ omits infinitely many points (belonging to the equator of the

2-sphere). Then S̃ must be a plane, see [24, Theorem] or [5, Theorem
I]. On account of (10) we arrive to a contradiction. This accomplishes
the proof of the proposition. �

Observe that, actually, the proof of Proposition 4.3 demonstrates the
following result.

Proposition 5.10. Let Ω ⊂ M2(κ), κ 6 0, be a convex domain. Let
C1, C2 ⊂ ∂Ω be two open arcs admitting a common endpoint x0 ∈ ∂Ω.

Let (Σn) ⊂ E(κ, τ), τ > 0, be a sequence of minimal surfaces satis-
fying for any n:

• Σn is a minimal surface with boundary, whose interior is the
graph of a function un defined on Ω,

• the function un extends continuously up to the open arcs C1 and
C2,

• the restrictions of the map un to C1 and C2 have both a finite
limit at x0,

• there exists a fixed open vertical segment γ := x0 × (a, b) ⊂
E(κ, τ) such that γ ⊂ ∂Σn and γ is independant of n.

Then the Gaussian curvature Kn of the surfaces Sn is uniformly bounded
in the neighborhood of each point of γ. Namely, for any p ∈ γ there
exist Rp, Kp > 0, satisfying for any n

dn(p, ∂Σn \ γ) > 2Rp ; and |Kn(x)|6 Kp

for any x ∈ Σn such that dn(p, x) < Rp, where dn denotes the intrinsic
distance on Σn.

Outline of the proof. We first choose points pi ∈ Ci, i = 1, 2, and

we denote by C̃i the open arc of Ci with endpoints pi and x0, i = 1, 2.

Then we choose an open arc C̃3 ⊂ Ω with endpoints p1 and p2 such that
the bounded domain Ω̃ ⊂ Ω with boundary C̃1 ∪ C̃2 ∪ C̃3 ∪ {x0, p1, p2},
is convex.

Let Γ̃n ⊂ E(κ, τ) be the Jordan curve constituted with the graph of

un over C̃i, i = 1, 2, 3, the points (pj, un(pj)), j = 1, 2, and a vertical
closed segment γ̃n above x0. Thus γ ⊂ γ̃n for any n.

Since Ω̃ is convex we deduce from Proposition 6.1 in the Appendix,

that Σ̃n := Σn ∩ Ω̃× R is an area minimizing disc, solution of the

Plateau problem for the Jordan curve Γ̃n. Thus we can apply the
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reflection principle around γ to Σ̃n, see [21, Proposition 3.4]. Then we
proceed as in the proof of Proposition 4.3.

Observe that the same result holds also for S2 × R.

6. Appendix

Let Ω ⊂ M(κ), κ 6 0, be a bounded convex domain bounded by a C0

Jordan curve Γ := ∂Ω, and let f : Γ −→ R be a piecewise continuous
function, allowing a finite number of discontinuities.

We denote by Γ̃ ⊂ E(κ, τ), τ > 0, the graph of f . Namely, if f

is continuous then Γ̃ is a Jordan curve with a one-to-one projection

on Γ. If f has discontinuity points then Γ̃ is constituted of a finite
number of simple arcs admitting a one-to-one vertical projection on
some subarc of Γ, and a vertical segment over each point of Γ where f
is not continuous.

We consider also a C0 bounded convex domain Ω in S2. In this case
Γ̃ ⊂ S2 × R.

Proposition 6.1. There exists an embedded area minimizing disc Σ

in Ω × R ⊂ E(κ, τ), κ 6 0, τ > 0, (or in S2 × R) with boundary Γ̃.
Furthermore

• int(Σ) = Σ \ Γ̃ is a vertical graph over Ω,
• If Σ0 ⊂ E(κ, τ) (or in S2 × R) is any minimal surface bounded

by Γ̃ such that Σ0 \ Γ̃ is a vertical graph over Ω, then Σ0 = Σ.

Remark 6.2. For the existence of an embedded minimal disc in Ω×R

bounded by Γ̃, we cannot use the well-known result of Meeks-Yau [9,
Theorem 1], since the boundary of Ω × R does not have the required
regularity.

Proof. We perform the proof in E(κ, τ), the proof in S2×R is analougous.
Assume first that f has no discontinuity points. Since E(κ, τ) is

homogeneous, we deduce from a result of Morrey [10] that there exists

a minimizing area disc Σ bounded by Γ̃. Since Ω is a convex domain,
we deduce from the maximum principle that int(Σ) ⊂ Ω × R (we use
also the fact that if γ ⊂ M(κ) is a geodesic line, then γ×R is a minimal
surface of E(κ, τ)).

Furthermore as Γ̃ has a one-to-one vertical projection on Γ, we infer
that int(Σ) is a vertical graph over Ω, as in Rado’s theorem [8, Theorem
16].
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Thus Σ is an embedded area minimizing disc bounded by Γ̃ and is a
vertical graph over Ω. Clearly, Σ is the unique minimal graph bounded

by Γ̃. The same affirmation holds in S2 × R.

Assume now that f has a finite number of discontinuity points, let
x0 ∈ Γ be such a point. Giving an orientation to Γ, we have therefore

lim
x→x0

x<x0

f(x) 6= lim
x→x0

x>x0

f(x).

Let (pn) be a sequence on Γ such that

• pn → x0 and pn > x0,
• for any n, the function f is continuous on the arc (x0, pn] of Γ.

Now we modify f on the closed arc [x0, pn] in such a way that the new
function fn is strictly monotonous on [x0, pn] and satisfies

fn(x0) = lim
x→x0

x<x0

f(x), fn(pn) = f(pn) and fn(x) 6= f(x)

for any x ∈ (x0, pn).
We assume that we have modified in the same way f in a neighbor-

hood of each point of discontinuity and we continue denoting fn the
new function. Clearly, we have

• for each point x ∈ Γ where f is continuous: fn(x) → f(x),
• the function fn is continuous on Γ.

We denote by Γ̃n the graph of fn.
We know from the beginning of the proof, that for any n there exists

an (unique) embedded area minimizing disc Σn bounded by the Jordan

curve Γ̃n, which is a vertical graph over Ω. Let un : Ω −→ R be the
function whose the graph is Σn.

Since the sequence (fn) is uniformly bounded on Γ, we deduce from
the maximum principle that the sequence (un) is uniformly bounded
on Ω too. In [12, Section 4.1] it is stated a compactness principle in
the case where the ambient space is Heisenberg space, but it can be
stated and proved in the same way in E(κ, τ), κ 6 0, τ > 0, and also
in S2 × R.

Therefore, up to considering a subsequence, we can assume that the
sequence of restricted maps (un|Ω) converges on Ω, for the topology C2

and uniformly on any compact subset of Ω, to a function u : Ω −→ R

satisfying the minimal surface equation. Thus the graph of u is a
minimal surface Σ̊ which has a one-to-one projection on Ω.
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Now we recall a result in E(κ, τ) for κ < 0 and τ > 0 proved in [25,
Lemma 5.3], but which holds more generally for κ 6 0 and τ > 0, and
also in S2 × R.

Let T ⊂ M(κ) be an isosceles geodesic triangle and let U ⊂ M(κ) be
the bounded convex domain with boundary T . We denote by A,B,C
the open sides of T and by a, b, c the vertices of T . Assume that A and
B have same length and that c is the common endpoint of A and B.

Then, for any real number α there exists a continuous function v :
U ∪ (T \ {a, b}) −→ [0, α] ⊂ R such that

(1) v is C2 on U and satisfies the minimal surface equation,
(2) v = 0 on A ∪ B ∪ {c}, and v = α on C.

Using those surfaces as barrier at each point x ∈ Γ where f is con-
tinuous, as in the proof of [19, Theorem 3.4], we infer that u extends
continuously up to x setting u(x) = f(x). We deduce that the topo-

logical boundary of Σ̊ is the Jordan curve Γ̃.

Setting Σ := Σ̊ ∪ Γ̃, we have

• Σ is an embedded minimal disc in Ω× R,

• ∂Σ = Γ̃,
• int(Σ) = Σ̊ ⊂ Ω× R, and int(Σ) is a vertical graph over Ω.

Now we want to prove that Σ is an area minimizing disc.

Observe first that (Area(Σn)) is a bounded sequence. Thus, up
to considering a subsequence, we can assume that (Area(Σn)) is a
convergent sequence. Recall that the sequence (un) converges for the
C2 topology to u, uniformly on any compact subset of Ω. Therefore
for any compact subset K ⊂ Ω we have

Area(graph(u|K)) = limArea(graph(un|K)) 6 lim(Area(Σn)).

Thus we get

Area(Σ) 6 lim(Area(Σn)).

Suppose by contradiction that Σ is not a minimizing area disc. Thus,

considering a solution of the Plateau problem for Γ̃, there exists a
minimal immersed disc S ⊂ E(κ, τ) (or in S2 × R), with

• ∂S = Γ̃,
• Area(S) < Area(Σ).

Using the maximum principle we get

• S ⊂ Ω× R,

• S \ Γ̃ ⊂ Ω× R.

Let again x0 ∈ Γ be a point where f is not continuous, we use the
same notations as in the beginning of the proof. For any n we denote by
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sn the bounded subset of the cylinder Γ×R bounded by the following
curves:

• the graph of fn over the arc [x0, pn] of Γ,
• the graph of f over the arc (x0, pn],
• the vertical closed segment above x0, with endpoints
(x0, limx→x0

x<x0

f(x)) and (x0, limx→x0

x>x0

f(x)).

Clearly we have Area(sn) → 0. Furthermore, by the foregoing dis-
cussion there exists ε > 0 such that Area(S) < Area(Σn) − ε for any
n large enough.

Let {xi} ⊂ Γ be the finite set of points where f is not continuous.
For any point xi we denote by sn(xi) the piece of Γ×R constructed as
above, corresponding to xi.

Observe now that Sn := S ∪ (∪isn(xi)) is a disk with boundary the

Jordan curve Γ̃n. By construction we have Area(Sn) < Area(Σn) for
any n large enough, contradicting the fact that Σn is a minimizing area

disc with boundary Γ̃n.

Thus Σ is an embedded minimizing area disc with boundary Γ̃ such

that Σ \ Γ̃ is a vertical graph over Ω.

It remains to prove that if Σ0 ⊂ E(κ, τ) (or in S
2 ×R), is a minimal

surface bounded by Γ̃ such that Σ0 \ Γ̃ is a vertical graph over Ω, then
Σ0 = Σ.

Let u0 : Ω −→ R be the function whose the graph is Σ0 \ Γ̃. In
[15, Theorem 1.3] A.L. Pinheiro proves a general maximum principle
in a Riemannian product M×R, where M is Riemannian surface. The
proof can be adapted to E(κ, τ), κ 6 0, τ > 0, thus u0 = u, that is
Σ0 = Σ.

Observe also that in P̃SL(2,R), R. Younes proved directly that u0 =
u, see [25, Theorem 1.1]. The proof can be adapted in E(κ, τ), κ 6 0,
τ > 0, and also in S2 × R.

Thus Σ0 = Σ, which concludes the proof. �

Proposition 6.3. Let M ⊂ R3 be a complete minimal surface contain-
ing a segment of a straight line D. Then the whole line D belongs to
M : D ⊂ M .

Proof. We denote by x, y, z the coordinates on R3. Up to an isometry
of R3 we can assume that D is the x-axis: D = {(x, 0, 0), x ∈ R}.

By assumption there exist real numbers a < b such that (x, 0, 0) ∈ M
for any x ∈ [a, b].
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We set

B := sup{t > a, (x, 0, 0) ∈ M for any x ∈ [a, t]},
A := inf{t < b, (x, 0, 0) ∈ M for any x ∈ [t, b]}.

We are going to prove that A = −∞ and B = +∞ to conclude that
D ⊂ M .

We have B > b. Assume by contradiction that B 6= +∞. Since M
is a complete surface we have (B, 0, 0) ∈ M . Let P ⊂ R

3 be the plane
containing D and the orthogonal direction of M at (B, 0, 0).

Since the surfaces M and P are transverse at (B, 0, 0), their intersec-
tion in a neighborhood of (B, 0, 0) is an analytic arc γ. Furthermore,
up to choosing a smaller arc, we can assume that γ is the graph, in
P , of an analytic function f over the interval [B − ε, B + ε] for ε > 0
small enough. Since f is an analytic function satisfying f(x) = 0 for
any x ∈ [B− ε, B], we deduce that f(x) = 0 for any x ∈ [B− ε, B+ ε].
Therefore we have (x, 0, 0) ∈ M for any x ∈ [a, B + ε], contradicting
the definition of B.

Thus we have B = +∞. We prove in the same way that A = −∞,
concluding the proof. �
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Institut de Mathématiques de Jussieu - Paris Rive Gauche
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