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Abstract

The optimal stochastic control problem with a quadratic cost functional for linear par-
tial differential equations (PDEs) driven by a state- and control-dependent white noise is
formulated and studied. Both finite- and infinite-time horizons are considered. The multi-
plicative white noise dynamics of the system give rise to a new phenomenon of singularity
to the associated Riccati equation and even to the Lyapunov equation. Well-posedness of
both Riccati equation and Lyapunov equation are obtained for the first time. The linear
feedback coefficient of the optimal control turns out to be singular and expressed in terms
of the solution of the associated Riccati equation. The null controllability is shown to be
equivalent to the existence of the solution to Riccati equation with the singular terminal
value. Finally, the controlled Anderson model is addressed as an illustrating example.
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1 Introduction

In this paper, we consider the following stochastic evolutionary equation driven by both state-
and control-dependent white noise:

dXt = (AXt +Btut) dt+

∞∑

j=1

(Cj(t)Xt +Dj(t)ut) dβ
j
t , X0 = x ∈ H

where A is the infinitesimal generator of a strongly continuous semigroup etA of linear operators,
B,Cj , and Dj are some bounded operators, and W is a cylindrical Wiener process in a Hilbert
space H, with {βj(t) := 〈W (t), ej〉, j = 1, 2, . . .} being independent Brownian motions for an
orthonormal basis {ej , j = 1, 2, . . .} of H. The cost functional is

J(x, u) = E

∫ T

0
[〈QtXt,Xt〉+ 〈Rtut, ut〉] dt+ E[〈GXT ,XT 〉],

where Q,G, and R are some bounded operators. The optimal control problem is to find a
U -valued adapted square-integrable process u in a feedback form (via the associated Riccati
equation) such that J(x, u) is the minimal value of the cost functional J(x, ·). More precise
formulation will be given in the next section.

The general theory of linear quadratic optimal control (the so-called LQ theory) of Kalman [15]
paved one mile stone in the deterministic optimal control theory. The general stochastic exten-
sion in a Euclidean space was given by Wonham [21] for the deterministic coefficients, and was
further developed by Bismut [1] for the random coefficients. Subsequently, it was further studied
by Peng [17] and Tang [19], and its theory is now rather complete.

Ichikawa [13, 14] considered the infinite-dimensional extension of Kalman’s LQ theory under
the following setting: H is an infinite-dimensional Hilbert space and C is a bounded linear
operator. Da Prato and Ichikawa [6] studied the infinite-dimensional LQ problem for the case of
D = 0, self-adjoint A, and unbounded coefficient B. The infinite dimensional case with stochastic
coefficients driven by the so-called colored noise (where C is a Hilbert-Schmidt operator) is
referred to Guatteri and Tessitore [10]. To our best knowledge, all the above-mentioned papers
are restricted within the case when the linear SPDEs are driven by the so-called colored noise,
which excludes the celebrated Anderson model. In this paper, we address the infinite dimensional
stochastic LQ problem driven by an infinite number of Brownian motions (the so-called space-
time white noise).

The introduction of the space-time white noise leads to the difficulty that the infinite
sum

∑∞
i=1C

∗
i (s)PsCi(s) appears in both associated Lyapunov equation (3.9) and Riccati equa-

tion (4.3), and thus challenges the solvability of both equations. To overcome this difficulty for
Lyapunov equation (3.9), we introduce the representation via the solution of forward SPDE to
establish an estimate of the sum, and for more details, see our Proposition 3.3 and its proof.
It is conventional to study the Riccati equation via the quasi-linearization method. While in
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our context of the space-time white noise, the coefficients of these quasi-linearized equations
become singular in the sense that these coefficients explode at both ends (time 0 and time T ).
Some fine estimates are applied to deduce the monotonicity and convergence of solutions of
quasi-linearized equations. For more details, see our Theorem 4.4 and its proof. Finally, due to
the space-time white noise in our context, the conventional Yosida’s approximation could not be
applied to get the energy equality, and to attack the new difficulty, a new truncation is carefully
constructed to deduce the energy equality and thus the feedback law of the optimal control. For
more details, see our Theorem 5.2 and its proof.

We note that Anderson model has been widely studied in the litterature, and for more details,
see Carmona and Molchanov [3], Conus, Joseph, and Khoshnevisan [4], and the references
therein. We also emphasize that our results succeed at inclusion of the controlled Anderson
SPDE. See Section 8.

The paper is organized as follows. In Section 2, we give the precise formulation of our
quadratic optimal stochastic control problem for linear partial differential equations driven by
a white noise. In Section 3, we study well-posedness of Lyapunov equations. In Section 4, we
study the associated Riccati equation. In Section 5, we characterize the optimal control as a
feedback form via the solution of Riccati equation. In Section 6, we address the infinite-horizon
LQ control problem for the case of time-invariant coefficients. We show that when the system is
stabilizable, the associated algebraic Riccati equation has a unique solution, and is again used
to synthesize the optimal control into a feedback form. In Section 7, the null controllability is
proved to be equivalent to the existence of solution of Riccati equation with the singular terminal
condition. Finally in Section 8, we give examples for the controlled Anderson model.

2 Formulation of the linear quadratic optimal control

Let H,U be two separable Hilbert spaces. By S(H), we denote the space of all self-adjoint and
bounded linear operators on Hand by S+(H) we denote the set of all non-negative operators in
S(H). Moreover, if I ⊂ R

+ is an interval (bounded or unbounded), we denote by Cs(I;S(H))
(resp. Cs(I;S

+(H))) the set of all maps f : I → S(H) (resp. f : I → S+(H)) such that f(·) is
strongly continuous in H.

Consider the following stochastic evolutionary equation driven by both state- and control-
dependent white noise:

dXt = (AXt +Btut) dt+

∞∑

j=1

(Cj(t)Xt +Dj(t)ut) dβ
j
t , X0 = x ∈ H, (2.1)

which has the following mild form:

Xt = eAtx+

∫ t

0
eA(t−s)Bsus ds+

∫ t

0

∞∑

j=1

eA(t−s)(Cj(s)Xs +Dj(s)us) dβ
j
s . (2.2)
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Here, A is the infinitesimal generator of a strongly continuous semigroup etA of linear opera-
tors, B ∈ L∞(0, T ;L(U,H)), Cj ∈ L∞(0, T ;L(H)),Dj ∈ L∞(0, T ;L(U,H)) with the standard
assumption that for some α ∈ (0, 12) and c > 0,

∞∑

j=1

|eAtCj(s)x|
2
H ≤ ct−2α|x|2H , t > 0. (2.3)

W is a cylindrical Wiener process in H, {βj(t) := 〈W (t), ej〉, j = 1, 2, . . .} are independent
Brownian motions, with {ej , j = 1, 2, . . .} being an orthonormal basis of H. The cost functional
is

J(x, u) = E

∫ T

0
[〈QtXt,Xt〉+ 〈Rtut, ut〉] dt+ E[〈GXT ,XT 〉], u ∈ L2

F (0, T ;U) (2.4)

where Q ∈ L∞(0, T ;S+(H)), G ∈ S+(H), and R ∈ L∞(0, T ;S+(U)) is strictly positive in the
following sense: there is a positive number δ such that R ≥ δIU . Throughout the paper, we
assume that for any v ∈ U , there is a constant c > 0 such that

∞∑

j=1

|Djv|
2
H ≤ c|v|2U . (2.5)

The optimal control problem is to minimize J(x, ·) among all the controls in L2
F (0, T ;U).

Remark 2.1 Condition (2.5) means that D = (D1,D2, . . .) is a Hilbert-Schmidt operator. It is
still open how to replace this condition with a condition like (2.3).

Lemma 2.2 For u ∈ L2
F (0, T ;U), the system (2.1) has a unique mild solution X in the space

CF ([0, T ];L
2(Ω,H)) such that for some C > 0,

sup
0≤t≤T

E[|Xt|
2] ≤ C

(
|x|2 + E

∫ T

0
|us|

2ds

)
. (2.6)

Proof. The existence and uniqueness of the mild solution can be found in [8]. We now derive
the desired estimate for the solution. From (2.2), (2.3), and (2.5), we have

E[|Xt|
2] ≤ C

(
|x|2 + E

∫ t

0
|us|

2ds

)

+CE

∫ t

0




∞∑

j=1

|eA(t−s)Cj(s)Xs|
2 +

∞∑

j=1

|eA(t−s)Dj(s)us|
2


 ds

≤ C

(
|x|2 + E

∫ t

0
|us|

2ds

)
+ CE

∫ t

0

∞∑

j=1

(t− s)−2α|Xs|
2
H ds.

Using an extended Gronwall’s inequality (see, e.g. [12]), we have the desired estimate.
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3 Lyapunov equation: existence and uniqueness of solutions

We first give results on Lyapunov equation, which will be needed in the study of Riccati equation.

3.1 Forward SDE

Let A0, Ĉj ∈ L∞(0, T ;L(H)) with j = 1, 2, . . ..
Assume that for some number c > 0,

|A0(s)|L(H) ≤ c(T − s)−α, s ∈ [0, T ), (3.1)

and
∞∑

j=1

|eAtĈj(s)x|
2
H ≤ c

(
t−2α + (T − s)−2α

)
|x|2H , (t, s) ∈ (0,∞) × [0, T ). (3.2)

Remark 3.1 Assumptions (3.1) and (3.2) are introduced to study the quasi-linearized sequence
of Lyapunov equations for the original nonlinear Riccati equation. Note that both assumptions
admit explosion at time T .

Consider the following forward evolution equation: given the initial data (t, x),

dYs = (A+A0(s))Ysds+
∞∑

i=1

Ĉi(s)Ysdβ
i
s, s ∈ (t, T ]. (3.3)

Lemma 3.2 Let Assumptions (3.1) and (3.2) hold true. There is a unique mild solution to (3.3)
satisfying

sup
t≤s≤T

E|Ys|
2
H ≤ C|x|2

for a positive constant C.

Proof. First we prove the uniqueness. Consider two solutions Y 1 and Y 2. Define ∆Y :=
Y 1 − Y 2. We have

∆Ys =

∫ s

t

eA(s−r)A0(r)∆Yrdr +

∞∑

i=1

∫ s

t

eA(s−r)Ĉi(r)∆Yrdβ
i
r, s ∈ [t, T ]

and

E[|∆Ys|
2] ≤ 2E

∣∣∣∣
∫ s

t

eA(s−r)A0(r)∆Yrdr

∣∣∣∣
2

+ 2E

∣∣∣∣∣

∞∑

i=1

∫ s

t

eA(s−r)Ĉi(r)∆Yrdβ
i
r

∣∣∣∣∣

2

≤ C

∫ s

t

(
(s− r)−2α + (T − r)−2α

)
E[|∆Yr|

2] dr

≤ 2C

∫ s

t

(s− r)−2α
E[|∆Yr|

2] dr. (3.4)
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Thus, E[|∆Yr|
2] = 0, and the uniqueness is proved.

Then we prove the existence. Define by Picard’s iteration: Y 0 ≡ 0, and for n ≥ 0,

Y n+1
s = eA(s−t)x+

∫ s

t

eA(s−r)A0(r)Y
n
r dr +

∞∑

i=1

∫ s

t

eA(s−r)Ĉi(r)Y
n
r dβ

i
r.

Thus, we have

E
[
|Y n+1

s |2
]

≤ 3|eA(s−t)x|2 + 2C

∫ s

t

(s− r)−2αE
[
|Y n

r |2
]
dr.

Denote by γ the solution of the following integral equation:

γs = 3|eA(s−t)x|2 + 2C

∫ s

t

(s− r)−2αγr dr, s ∈ (t, T ]. (3.5)

By recurrence, we have E
[
|Y n

s |2
]
≤ γs, for s ∈ [t, T ].

Now we show that {Y n, n ≥ 0} is a Cauchy sequence in CF ([t, T ];L
2(Ω,H)). We have

Y n+k+1
s − Y n+1

s =

∫ s

t

eA(s−r)A0(r)
(
Y n+k
r − Y n

r

)
dr

+

∞∑

i=1

∫ s

t

eA(s−r)Ĉi(r)
(
Y n+k
r − Y n

r

)
dβir,

E

[
|Y n+k+1

s − Y n+1
s |2

]
≤ 2C

∫ s

t

(s− r)−2α
E

[
|Y n+k

r − Y n
r |2
]
dr.

Define
φs = lim sup

n
sup
k

sup
t≤r≤s

E

[
|Y n+k+1

r − Y n+1
r |2

]
.

We have

sup
t≤r≤s

E

[
|Y n+k+1

r − Y n+1
r |2

]
≤ 2C

∫ s

t

(s− r)−2α
E

[
|Y n+k

r − Y n
r |2
]
dr, (3.6)

φs ≤ 2C

∫ s

t

(s− r)−2αφr dr. (3.7)

This shows that φ = 0 and {Y n} is a Cauchy sequence in CF ([0, T ];L
2(Ω,H)), and the existence

of solution is proved.
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3.2 Lyapunov equation

Let G ∈ S(H) and f ∈ L1(0, T ;S(H)). Assume that for α ∈ (0, 12),

|f(s)|L(H) ≤ c(T − s)−2α. (3.8)

Consider the following form of Lyapunov equation





P ′
t +A∗Pt + PtA+A∗

0(t)Pt + PtA0(t) +

∞∑

i=1

Ĉ∗
i (t)PtĈi(t) + ft = 0, t ∈ [0, T );

PT = G.

(3.9)

We look for a mild solution:

Pt = eA
∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)fse

A(s−t)ds (3.10)

+

∫ T

t

eA
∗(s−t)

[
A∗

0(s)Ps + PsA0(s) +

∞∑

i=1

Ĉ∗
i (s)PsĈi(s)

]
eA(s−t)ds.

Using Yosida’s approximation, we can prove that the following Lyapunov equation (associ-
ated to a finite number of Brownian motions)

Pn
t = eA

∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)fse

A(s−t)ds (3.11)

+

∫ T

t

eA
∗(s−t)

[
A∗

0(s)P
n
s + Pn

s A0(s) +
n∑

i=1

Ĉ∗
i (s)P

n
s Ĉi(s)

]
eA(s−t)ds,

has a unique solution Pn ∈ Cs([0, T ],S(H)) (see, e.g. Da Prato [5]).

Proposition 3.3 Let Assumptions (3.1), (3.2) and (3.8) hold true. Then, Pn converges weakly
to a bounded solution P ∈ Cs([0, T ];S(H)) of (3.10) satisfying the estimate for some positive
constant C,

∞∑

i=1

∣∣∣〈Ĉi(s)
∗PsĈi(s)x, x〉

∣∣∣ ≤ C(T − s)−2α|x|2, s ∈ [0, T ).

Moreover, we have the following representation of P :

〈Ptx, x〉 = E

[
〈GY t,x

T , Y
t,x
T 〉+

∫ T

t

〈fsY
t,x
s , Y t,x

s 〉ds

]
, t ∈ [0, T ] (3.12)

where Y t,x is the mild solution to (3.3).

7



Proof. For each interger n, let Y n,t,x be the mild solution of

dYs = [A+A0(s)]Ysds+
n∑

i=1

Ĉi(s)Ysdβ
i
s, s ∈ (t, T ]; Yt = x.

We have the following representation:

〈Pn
t x, x〉 = E

[
〈GY n,t,x

T , Y
n,t,x
T 〉+

∫ T

t

〈fsY
n,t,x
s , Y n,t,x

s 〉ds

]
. (3.13)

Since
lim

n→+∞
sup

t≤s≤T

E[|Y n,t,x
s − Y t,x

s |2] = 0

where Y t,x is the mild solution to (3.3), there exists Pt ∈ S(H) such that Pn
t converges to Pt

weakly and we have by passing to the limit in (3.13) the desired representation (3.12).
Set zi = Ĉi(t)x.
Let us estimate

∑∞
i=1 |〈Ptzi, zi〉|. We have

|〈Ptzi, zi〉| =

∣∣∣∣E
[
〈GY t,zi

T , Y
t,zi
T 〉+

∫ T

t

〈fsY
t,zi
s , Y t,zi

s 〉ds

]∣∣∣∣

≤ CE[||Y t,zi
T ||2] +C

∫ T

t

(T − s)−2α
E[||Y t,zi

s ||2]ds. (3.14)

As Y t,zi is the mild solution of the following equation

Y t,zi
s = eA(s−t)zi +

∫ s

t

eA(s−r)A0(r)Y
t,zi
r dr +

∫ s

t

eA(s−r)
∞∑

i=1

Ĉi(r)Y
t,zi
r dβir,

we have

E[||Y t,zi
s ||2] ≤ C||eA(s−t)zi||

2 + C

∫ s

t

(
(s− r)−2α + (T − r)−2α

)
E[||Y t,zi

r ||2]dr

≤ C||eA(s−t)zi||
2 + 2C

∫ s

t

(s− r)−2α
E[||Y t,zi

r ||2]dr. (3.15)

Note that

n∑

i=1

||eA(s−t)zi||
2 =

n∑

i=1

||eA(s−t)Ĉi(t)x||
2 ≤ C

(
(s − t)−2α + (T − t)−2α

)
||x||2 ≤ 2C(s−t)−2α||x||2.

Finally, we get from (3.15) that

n∑

i=1

E[||Y t,zi
s ||2] ≤ C(s− t)−2α||x||2 + C

∫ s

t

(s− r)−2α
n∑

i=1

E[||Y t,zi
r ||2]dr.
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By the generalized Gronwall’s inequality (see Henry [12]), we have

n∑

i=1

E[||Y t,zi
s ||2] ≤ C(s− t)−2α||x||2,

and then letting n→ ∞, we have

∞∑

i=1

E[||Y t,zi
s ||2] ≤ C(s− t)−2α||x||2. (3.16)

Furthermore from (3.14) and (3.16), we have

∞∑

i=1

∣∣∣〈Ĉi(t)
∗PtĈi(t)x, x〉

∣∣∣ =

∞∑

i=1

|〈Ptzi, zi〉|

≤ C(T − t)−2α + C

∫ T

t

(T − s)−2α(s− t)−2α|x|2H ds

= C(T − t)−2α + C

∫ 1

0
(T − t)−2α(1− r)−2α(T − t)−2αr−2α(T − t)dr

= C(T − t)−2α + C(T − t)1−4α ≤ C(1 + T 1−2α)(T − t)−2α.

Passing to the limit in (3.11) by letting n → ∞, we prove that P is the solution to (3.10).

Theorem 3.4 There exists a unique solution P ∈ Cs([0, T ],S(H)) for (3.9) such that

∞∑

i=1

∣∣∣〈Ĉi(s)
∗PsĈi(s)x, x〉

∣∣∣ ≤ C(T − s)−2α|x|2.

Proof. The existence of solution is already proved in the preceding proposition. Now we prove
the uniqueness.

Let P̃ be a solution, then it satisfies the following truncated Riccati equation:

P̃t = eA
∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

n∑

i=1

Ĉ∗
i (s)P̃sĈi(s)e

A(s−t) ds

+

∫ T

t

eA
∗(s−t)(fs +

∞∑

i=n+1

Ĉ∗
i (s)P̃sĈi(s))e

A(s−t) ds. (3.17)
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We have from (3.13) the following representation

〈P̃tx, x〉 = E

[
〈GY n,t,x

T , Y
n,t,x
T 〉+

∫ T

t

〈(fs +
∞∑

i=n+1

Ĉ∗
i (s)P̃sĈi(s))Y

n,t,x
s , Y n,t,x

s 〉ds

]
.

By passing to the limit, we deduce

〈P̃tx, x〉 = E

[
〈GY t,x

T , Y
t,x
T 〉+

∫ T

t

〈fsY
t,x
s , Y t,x

s 〉ds

]
,

from which we deduce the uniqueness.

From (3.12), we deduce also the following a priori estimate.

Proposition 3.5 Let P ∈ Cs([0, T ],S(H)) be the unique solution, then the following a priori
estimate holds:

|Pt| ≤ C(|G|L(H) +

∫ T

t

|fs|L(H)ds).

4 Riccati equation: existence and uniqueness of solutions

In this section, we study the Riccati equation associated to the linear-quadratic optimal control
problem (2.2) and (2.4). Let us first state a lemma which will be used later.

Lemma 4.1 Let assumption (2.5) hold true. For P ∈ S+(H) such that for any x ∈ H,

∞∑

j=1

〈C∗
j (t)PCj(t)x, x〉 <∞.

Then,
∑N

j=1D
∗
j (t)PCj(t) converges strongly, whose limit is denoted by

∑∞
j=1D

∗
j (t)PCj(t) and

satisfies the following estimate:

∣∣∣∣∣∣

∞∑

j=1

D∗
j (t)PCj(t)x

∣∣∣∣∣∣
U

≤ C




∞∑

j=1

〈C∗
j (t)PCj(t)x, x〉




1
2

, x ∈ H

for some constant C > 0.
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Proof. In view of Assumption (2.5),
∣∣∣∣∣∣

N∑

j=M+1

D∗
j (t)PCj(t)x

∣∣∣∣∣∣
U

= sup
|y|U≤1

〈
N∑

j=M+1

D∗
j (t)PCj(t)x, y

〉

≤ sup
|y|U≤1




N∑

j=M+1

|P
1
2Cj(t)x|

2
H




1

2



N∑

j=M+1

|P
1
2Dj(t)y|

2
H




1

2

≤ C




N∑

j=M+1

|P
1

2Cj(t)x|
2
H




1
2

= C




N∑

j=M+1

〈C∗
j (t)PCj(t)x, x〉




1
2

.

Hence the sequence
∑N

j=1D
∗
j (t)PCj(t)x is a Cauchy one, and we have the desired result.

Define for P ∈ S+(H),

Λ(t, P ) := Rt +

∞∑

i=1

D∗
i (t)PDi(t).

Since Λ(t, P ) ≥ δIU , we see that Λ(t, P ) has an inverse Λ(t, P )−1 ≤ 1
δ
IU .

Define for s ∈ [0, T ] and P ∈ S+(H),

λ(s, P ) := −Λ(s, P )−1

(
B∗

sP +
∑

i

D∗
i (s)PCi(s)

)
,

and for P ∈ S+(H) such that
∑∞

j=1〈C
∗
j (t)PCj(t)x, x〉 <∞ for each x ∈ H,

B̂(t, P ) := −BtΛ(t, P )
−1


B∗

t P +
∑

j

D∗
j (t)PCj(t)


 = Btλ(t, P ),

Ĉi(t, P ) := Ci(t)−Di(t)Λ(t, P )
−1


B∗

t P +
∑

j

D∗
j (t)PCj(t)


 = Ci(t) +Di(t)λ(t, P ).

We have

Lemma 4.2 For P ∈ Cs([0, T ],S
+(H)) such that

|

∞∑

i=1

C∗
i (s)PsCi(s)|L(H) ≤ C(T − s)−2α,

11



we have ∑

i

|eAtĈi(s, Ps)x|
2 ≤ c

(
t−2α + (T − s)−2α

)
|x|2,

|Qs + λ∗(s, Ps)Rsλ(s, Ps)|L(H) ≤ c(T − s)−2α,

|B̂(s, Ps)|L(H) ≤ c(T − s)−α.

Proof. The third inequality is obvious. We now prove the first inequality.
∑

i

|eAtĈi(s, Ps)x|
2

≤ 2
∑

i

|eAtCi(s)x|
2 + 2

∑

i

∣∣∣∣∣∣
eAtDi(s)Λ(s, Ps)

−1


B∗

sPs +
∑

j

D∗
j (s)PsCj(s)


x

∣∣∣∣∣∣

2

≤ 2ct−2α|x|2 + 2c|eAt|L(H)

∣∣∣∣∣∣
Λ(s, Ps)

−1


B∗

sPs +
∑

j

D∗
j (s)PsCj(s)


x

∣∣∣∣∣∣

2

≤ 2ct−2α|x|2 +C|x|2 + C

〈
∑

j

C∗
j (s)PsCj(s)x, x

〉

≤ c
(
t−2α + (T − s)−2α

)
|x|2. (4.1)

It remains to prove the second inequality. We have for each x ∈ H, since Rs ≤ Λ(s, Ps),

〈λ∗(s, Ps)Rsλ(s, Ps)x, x〉

≤

〈
(PsBs +

∑

i

C∗
i (s)PsDi(s))Λ(s, Ps)

−1(B∗
sPs +

∑

i

D∗
i (s)PsCi(s))x, x

〉

≤ 2
〈
PsBsΛ(s, Ps)

−1B∗
sPsx, x

〉
+ 2

〈
∑

j

C∗
j (s)PsDj(s)Λ(s, Ps)

−1
∑

i

D∗
i (s)PsCi(s)x, x

〉

≤ 2
〈
PsBsΛ(s, Ps)

−1B∗
sPsx, x

〉
+ 2

〈
Λ(s, Ps)

−1
∑

i

D∗
i (s)PsCi(s)x,

∑

i

D∗
i (s)PsCi(s)x

〉

≤ c(T − s)−2α|x|2H .

Let us consider the general Riccati equation:

Pt = eA
∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

∞∑

i=1

C∗
i (s)PsCi(s)e

A(s−t)ds

+

∫ T

t

eA
∗(s−t) (Qs − λ∗(s, Ps)Λ(s, Ps)λ(s, Ps)) e

A(s−t)ds, t ∈ [0, T ]. (4.2)

12



It is equivalent to the following form:

Pt = eA
∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

(
B̂∗(s, Ps)Ps + PsB̂(s, Ps)

)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉ∗
i (s, Ps)PsĈi(s, Ps)e

A(s−t)ds

+

∫ T

t

eA
∗(s−t) (Qs + λ∗(s, Ps)Rsλ(s, Ps)) e

A(s−t) ds, t ∈ [0, T ]. (4.3)

Our existence proof will make use of the following quasi-linearized sequence {PN} defined
by the following Lyapunov equations: P 0 ≡ 0, and

PN+1
t = eA

∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

(
B̂∗(s, PN

s )PN+1
s + PN+1

s B̂(s, PN
s )
)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉ∗
i (s, P

N
s )PN+1

s Ĉi(s, P
N
s )eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

(
Qs + λ∗(s, PN

s )Rsλ(s, P
N
s )
)
eA(s−t) ds, N = 0, 1, . . . . (4.4)

Note that if PN ∈ Cs([0, T ],S
+(H)) and satisfies the inequality for a positive constant c

which might depend on N :

|
∑

i

C∗
i P

N
s Ci(s)|L(H) ≤ c(T − s)−2α,

then we see from Lemma 4.2 and Theorem 3.4 that the preceding Lyapunov equation (4.4) has
a unique solution PN+1 ∈ Cs([0, T ],S

+(H)) satisfying also the last inequality. Since obviously
P 0 satisfies the last inequality, we can define by induction a sequence PN+1 satisfying Lyapunov
equation (4.4) for N ≥ 0 .

Lemma 4.3 The sequence {PN
t , N ≥ 1} is a non-increasing sequence of self-adjoint operators

for each t ∈ [0, T ].

Proof. Now we show that PN
t ≥ PN+1

t for N ≥ 1.

13



Define ∆PN
t := PN

t − PN+1
t , t ∈ [0, T ]. We have

∆PN
t =

∫ T

t

eA
∗(s−t)

(
B̂∗(s, PN−1

s )PN
s + PN

s B̂(s, PN−1
s )

)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉ∗
i (s, P

N−1
s )PN

s Ĉi(s, P
N−1
s )eA(s−t)ds

+

∫ T

t

eA
∗(s−t)λ∗(s, PN−1

s )Rsλ(s, P
N−1
s )eA(s−t) ds

−

∫ T

t

eA
∗(s−t)

(
B̂∗(s, PN

s )PN+1
s + PN+1

s B̂(s, PN
s )
)
eA(s−t)ds

−

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉ∗
i (s, P

N
s )PN+1

s Ĉi(s, P
N
s )eA(s−t)ds

−

∫ T

t

eA
∗(s−t)λ∗(s, PN

s )Rsλ(s, P
N
s )eA(s−t) ds. (4.5)

Define for K ∈ L(H,U) and P ∈ S+(H) such that
∑∞

i=1 〈C
∗
i (s)PCi(s)x, x〉 <∞,

F (s,K, P ) := (BsK)∗P + PBsK +
∞∑

i=1

[Ci(s) +Di(s)K]∗ P [Ci(s) +Di(s)K] +K∗RsK. (4.6)

We have for K ∈ L(H,U),

F (s,K, P ) = F (s, λ(s, P ), P ) + [K − λ(s, P )]∗Λ(s, P ) [K − λ(s, P )] ≥ F (s, λ(s, P ), P ).

Equality (4.5) can be written into the following form:

∆PN
t =

∫ T

t

eA
∗(s−t)

(
B̂∗(s, PN

s )∆PN
s +∆PN

s B̂(s, PN
s )
)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉi(s, P
N
s )∆PN

s Ĉi(s, P
N
s )eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

[
F (s, λ(s, PN−1

s ), PN
s )− F (s, λ(s, PN

s ), PN
s )
]
eA(s−t)ds. (4.7)

Note that F (s, λ(s, PN−1
s ), PN

s ) − F (s, λ(s, PN
s ), PN

s ) ∈ S+(H) for each s ∈ [0, T ]. Therefore,
we have from the representation theorem that ∆PN

s ≥ 0.

We have the following theorem.

Theorem 4.4 The Riccati equation (4.2) has a unique solution P ∈ Cs([0, T ];S
+(H)) such that

|
∑

i

C∗
i PsCi(s)|L(H) ≤ C(T − s)−2α, s ∈ [0, T ].
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Proof. First, we see from the last lemma that PN is a nondecreasing sequence of self-
adjoint operators. Moreover, we see from (3.12) that each PN is non-negative. Using the
monotone sequence theorem (see Kantorovich and Akilov [16, Theorem 1, p. 169]), we see that
PN
t converges strongly to a non-negative self-adjoint operator, denoted by Pt, which also satisfies

the last inequality.
As PN

t converges strongly to Pt, noting the following

Λ(t, PN
t )−1 − Λ(t, Pt)

−1 = Λ(t, PN
t )−1

(
Λ(t, Pt)− Λ(t, PN

t )
)
Λ(t, Pt)

−1

= Λ(t, PN
t )−1

(
∞∑

i=1

D∗
i (t)(Pt − PN

t )Di(t)

)
Λ(t, Pt)

−1,

we see that Λ(t, PN
t )−1 converges strongly to Λ(t, Pt)

−1.
In view of our assumption (2.5), we have

∣∣∣∣∣∣

∞∑

j=1

D∗
j (t)P

N
t Cj(t)x−

∞∑

j=1

D∗
j (t)PtCj(t)x

∣∣∣∣∣∣
U

= sup
|y|U≤1

〈
∞∑

j=1

D∗
j (t)P

N
t Cj(t)x−

∞∑

j=1

D∗
j (t)PtCj(t)x, y

〉

= sup
|y|U≤1

∞∑

j=1

〈
(PN

t − Pt)
1
2Cj(t)x, (P

N
t − Pt)

1
2Dj(t)y

〉

≤ C




∞∑

j=1

∣∣∣(PN
t − Pt)

1
2Cj(t)x

∣∣∣
2




1
2

= C




∞∑

j=1

〈
C∗
j (t)(P

N
t − Pt)Cj(t)x, x

〉



1

2

.

Since 〈C∗
j (t)(P

N
t − Pt)Cj(t)x, x〉 ≤ 〈C∗

j (t)(P
1
t − Pt)Cj(t)x, x〉 and

∞∑

j=1

〈(C∗
j (t)(P

1
t − Pt)Cj(t)x, x〉 <∞,

by the Dominated Convergence Theorem, we see that
∑∞

j=1D
∗
j (t)P

N
t Cj(t) converges strongly to∑∞

j=1D
∗
j (t)PtCj(t). Therefore, the non-homogeneous term in the Lyapunov equation of PN+1

converges strongly.
By passing to the strong limit in the Lyapunov equation (4.4), we conclude that P is a

solution.
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Finally, we show the uniqueness. Let P̃ be another solution of Riccati equation (4.2) such
that

|
∑

i

C∗
i (s)P̃sCi(s)|L(H) ≤ C(T − s)−2α, s ∈ [0, T ).

Define δP := P − P̃ . Then proceeding identically as in the last lemma, we have

δPt =

∫ T

t

eA
∗(s−t)

(
B̂∗(s, Ps)δPs + δPsB̂(s, Ps)

)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉi(s, Ps)δPsĈi(s, Ps)e
A(s−t)ds

+

∫ T

t

eA
∗(s−t)

[
F (s, λ(s, Ps), P̃s)− F (s, λ(s, P̃s), P̃s)

]
eA(s−t)ds. (4.8)

Since F (s, λ(s, Ps), Ps) − F (s, λ(s, P̃s), Ps) is non-negative, we have δP ≥ 0. By symmetry, we
also have δP ≤ 0. Hence, we have δP ≡ 0.

5 Optimal feedback control

In this section, we study the linear quadratic optimal control problem (2.1) and (2.4).
Note that Itô’s formula could not be applied to systems driven by a white noise. To overcome

the difficulty, we truncate the white noise by a finite number of Brownian motions.
Define XN to be the unique solution of the following truncated state equation:

dXN
t = (AXN

t +Btut) dt+

N∑

j=1

[
Cj(t)X

N
t +Dj(t)ut

]
dβ

j
t , (5.1)

XN
0 = x ∈ H.

We denote by PN the solution of the following truncated Lyapunov equation:

PN
t = eA

∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

(
B̂∗(s, Ps)P

N
s + PN

s B̂(s, Ps)
)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

N∑

i=1

Ĉ∗
i (s, Ps)P

N
s Ĉi(s, Ps)e

A(s−t)ds (5.2)

+

∫ T

t

eA
∗(s−t) (Qs + λ∗(s, Ps)Rsλ(s, Ps)) e

A(s−t) ds, t ∈ [0, T ],

where P is the unique solution of the Riccati equation (4.2).
We have
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Lemma 5.1 For t ∈ [0, T ], PN
t is non-decreasing, and is bounded from above, and strongly

converges to Pt.

Proof. In view of (5.2), we see from the representation that PN
t is nonnegative for each N ≥ 1.

Furthermore, we have

PN+1
t − PN

t =

∫ T

t

eA
∗(s−t)

(
B̂∗(s, Ps)(P

N+1
s − PN

s ) + (PN+1
s − PN

s )B̂(s, Ps)
)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

N∑

j=1

C∗
j (s)(P

N+1
s − PN

s )Cj(s)e
A(s−t)ds

+

∫ T

t

eA
∗(s−t)Ĉ∗

N+1(s, Ps)P
N+1
s ĈN+1(s, Ps)e

A(s−t)ds.

From the representation of the solution of Lyapunov equation, it is clear that PN is non-
decreasing. Using the same argument to consider the equation of P −PN , we see that PN

t ≤ Pt.
Hence there is a bounded P ≤ P such that PN strongly converges to P which satisfies the
Lyapunov equation:

P t = eA
∗(T−t)GeA(T−t) +

∫ T

t

eA
∗(s−t)

(
B̂∗(s, Ps)P s + P sB̂(s, Ps)

)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)

∞∑

i=1

Ĉ∗
i (s, Ps)P sĈi(s, Ps)e

A(s−t)ds (5.3)

+

∫ T

t

eA
∗(s−t) (Qs + λ∗(s, Ps)Rsλ(s, Ps)) e

A(s−t) ds, t ∈ [0, T ],

and
|
∑

i

C∗
i P sCi(s)|L(H) ≤ C(T − s)−2α, s ∈ [0, T ].

Since P (as a solution to the Riccati equation) is also a solution to the preceding Lyapunov
equation with the non-homogeneous term being fs := Qs + λ∗(s, Ps)Rsλ(s, Ps), we conclude
from the uniqueness of the solution to the Lyapunov equation that P = P .

Theorem 5.2 The cost functional has the following representation :

J(x, u) = 〈P0x, x〉+ E

[∫ T

0
〈Λ(s, Ps)(us − λ(s, Ps)Xs), us − λ(s, Ps)Xs〉ds

]
.

The following feedback form:
ut = λ(t, Pt)Xt, t ∈ [0, T ], (5.4)

with X being the solution of the associated feedback system, is admissible and optimal.
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Proof. We have the duality between the truncated state equation and the truncated Lyapunov
equation by Yosida approximation of A:

E

[
〈GXN

T ,X
N
T 〉+

∫ T

0
〈(Qs + λ∗(s, Ps)Rsλ(s, Ps))X

N
s ,X

N
s 〉

]
ds

= 〈PN
0 x, x〉+ 2E

∫ T

0
〈PN

s X
N
s , Bsus〉ds

−E

∫ T

0

〈
B̂∗(s, Ps)P

N
s + PN

s B̂(s, Ps) +
N∑

j=1

Ĉ∗
j (s, Ps)P

N
s Ĉj(s, Ps)


XN

s ,X
N
s

〉
ds

+E

∫ T

0

N∑

j=1

〈
PN
s (Cj(s)X

N
s +Dj(s)us), Cj(s)X

N
s +Dj(s)us

〉
ds.

Setting N → ∞, noting the following limit

lim
N→∞

sup
0≤t≤T

E
[
|XN

t −Xt|
2
]
= 0,

and Lemma 5.1, we have

E

[
〈GXT ,XT 〉+

∫ T

0
〈(Qs + λ∗(s, Ps)Rsλ(s, Ps))Xs,Xs〉

]
ds

= 〈P0x, x〉+ 2E

∫ T

0
〈PsXs, Bsus〉ds

−E

∫ T

0

〈
B̂∗(s, Ps)Ps + PsB̂(s, Ps) +

∞∑

j=1

Ĉ∗
j (s, Ps)PsĈj(s, Ps)


Xs,Xs

〉
ds

+E

∫ T

0

∞∑

j=1

〈Ps(Cj(s)Xs +Dj(s)us), Cj(s)Xs +Dj(s)us〉 ds.
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Then, we have for any admissible control u,

J(x, u) = E

[
〈GXT ,XT 〉+

∫ T

0
〈QsXs,Xs〉ds +

∫ T

0
〈Rsus, us〉ds

]

= 〈P0x, x〉+ 2E

∫ T

0
〈PsXs, Bsus〉ds + E

∫ T

0
〈Rsus, us〉ds

−

∫ T

0
〈λ∗(s, Ps)Rsλ(s, Ps)Xs,Xs〉ds

−E

∫ T

0

〈
B̂∗(s, Ps)Ps + PsB̂(s, Ps) +

∞∑

j=1

Ĉ∗
j (s, Ps)PsĈj(s, Ps)


Xs,Xs

〉
ds

+E

∫ T

0

∞∑

j=1

〈Ps(Cj(s)Xs +Dj(s)us), Cj(s)Xs +Dj(s)us〉 ds.

Noting that

∞∑

j=1

C∗
j (s)PCj(s)− λ∗(s, P )Rsλ(s, P )

−[B̂∗(s, P )P + PB̂(s, P ) +
∞∑

j=1

Ĉ∗
j (s, P )PĈj(s, P )]

= λ∗(s, P )Λ(s, P )λ(s, P )

and

2B∗
sPs + 2

∞∑

j=1

D∗
j (s)PsCj(s) = −2Λ(s, Ps)λ(s, Ps),

we have for any admissible control u,

J(x, u) = 〈P0x, x〉+ E

[∫ T

0
〈Λ(s, Ps)(us − λ(s, Ps)Xs), us − λ(s, Ps)Xs〉ds

]

≥ 〈P0x, x〉.

In view of Lemmas 4.2 and 3.2, we see that the closed-loop state equation has a unique
solution X , satisfying the following estimate

sup
0≤t≤T

E[|X t|
2
H ] <∞.
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Then

E

∫ T

0
|us|

2
Uds = E

∫ T

0
|λ(s, Ps)Xs|

2
Uds

≤ C

∫ T

0
(T − s)−2αds sup

0≤s≤T

E|Xs|
2 <∞.

This shows that u is admissible and J(x, u) = 〈P0x, x〉. Therefore, u is optimal.

6 Algebraic Riccati equation

In this section, we discuss the solvability of algebraic Riccati equation. For this, we need the
following notion of stabilizability. Now we suppose that all the coefficients B,C,D,Q,R are
time-invariant.

Definition 6.1 We say that the system (A,B,C,D) is feedback stabilizable if there is an oper-
ator K ∈ L(H,U) such that the system corresponding to the feedback control u = KX is stable,
i.e. for any initial state x ∈ H,

E

∫ ∞

0
|X0,x

t |2dt <∞.

Theorem 6.1 Assume that the system (A,B,C,D) is feedback stabilizable. Then there is a
non-negative operator P ∈ S+(H) such that

∑∞
i=1C

∗
i PCi ∈ S+(H) and for any T > 0,

P = eA
∗(T−t)PeA(T−t) +

∫ T

t

eA
∗(s−t)

(
B∗P + PB +

∞∑

i=1

C∗
i PCi

)
eA(s−t)ds (6.1)

+

∫ T

t

eA
∗(s−t)


Q− λ∗(P )

(
R+

∞∑

i=1

D∗
i PDi

)−1

λ(P )


 eA(s−t) ds, t ∈ [0, T ].

Proof. Let N ≥ 1. Consider the following Riccati equation on [0, N ]:

PN
t =

∫ N

t

eA
∗(s−t)

(
B∗PN

s + PN
s B +

∞∑

i=1

C∗
i P

N
s Ci

)
eA(s−t)ds

+

∫ N

t

eA
∗(s−t)


Q− λ∗(PN

s )

(
R+

∞∑

i=1

D∗
i P

N
s Di

)−1

λ(PN
s )


 eA(s−t) ds, t ∈ [0, N ]

with the following estimate

|

∞∑

i=1

C∗
i P

N
s Ci|L(H) ≤ CN (N − s)−2α.
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It is easy to see that PN is non-decreasing in N . By the stabilizability assumption, there is a
feedback control u = KX such that E

∫∞
0 |Xs|

2 ds <∞ and

〈PN
0 x, x〉 ≤ E〈PN

N X
0,x
N ,X

0,x
N 〉+ E

∫ N

0

(
〈QX0,x

s ,X0,x
s 〉+ 〈Rus, us〉

)
ds

≤ E

∫ ∞

0

(
〈QX0,x

s ,X0,x
s 〉+ 〈Rus, us〉

)
ds =: C|x|2 (6.2)

with the number C not depending on N . Using the time-invariance of the underlying coefficients,
we also have for each t ∈ [0,∞), 〈PN

t x, x〉 ≤ Ct|x|
2 with the number Ct not depending on N .

Thus there exists Pt such that PN
t converges to Pt in a strong way.

For t ≤ T ≤ N , PN is the solution of the following Riccati equation

PN
t = eA

∗(T−t)PN
T e

A(T−t) +

∫ T

t

eA
∗(s−t)

(
B∗PN

s + PN
s B +

∞∑

i=1

C∗
i P

N
s Ci

)
eA(s−t)ds (6.3)

+

∫ T

t

eA
∗(s−t)


Q− λ∗(PN

s )

(
R+

∞∑

i=1

D∗
i P

N
s Di

)−1

λ(PN
s )


 eA(s−t) ds, t ∈ [0, T ].

As |PN
T |L(H) ≤ CT , from Theorem 3.4, there exists a constant C ′

T such that

|

∞∑

i=1

C∗
i P

N
s Ci|L(H) ≤ C ′

T (T − s)−2α, s ∈ [0, T ),

or equivalently

∞∑

i=1

〈C∗
i P

N
s Cix, x〉 ≤ C ′

T (T − s)−2α|x|2, (s, x) ∈ [0, T )×H.

Passing to the limit in N , using Fatou’s lemma, we derive

|
∞∑

i=1

C∗
i PsCi|L(H) ≤ C ′

T (T − s)−2α, s ∈ [0, T ). (6.4)

Taking the strong limit in (6.3), we deduce that Pt satisfies the following equation:

Pt = eA
∗(T−t)PT e

A(T−t) +

∫ T

t

eA
∗(s−t)

(
B∗Ps + PsB +

∞∑

i=1

C∗
i PsCi

)
eA(s−t)ds

+

∫ T

t

eA
∗(s−t)


Q− λ∗(Ps)

(
R+

∞∑

i=1

D∗
i PsDi

)−1

λ(Ps)


 eA(s−t) ds, t ∈ [0, T ]
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Due to the time invariance of the coefficients, we prove that Pt does not depend on t.
From (6.4), we see that

∑∞
i=1 C

∗
i PCi ∈ L(H), and that P is the mild solution of (6.1).

Theorem 6.2 Let Q ∈ S+(H) be positive. Assume that the non-negative operator P ∈ S+(H)
satisfies

∑∞
i=1 C

∗
i PCi ∈ S+(H) and algebraic Riccati equation (6.1). Then, the feedback law

u = λ(P )X is admissible and optimal, and the value function = J(x, u) = 〈Px, x〉, x ∈ H. Conse-
quently, the non-negative solution P of algebraic Riccati equation (6.1) such that

∑∞
i=1C

∗
i PCi ∈

S+(H) is unique.

Proof. For any admissible u, there is a sequence Ti → ∞ such that

lim
i→∞

E[|XTi
|2] = 0.

Since Pt ≡ P solves the Riccati equation on the finite time interval [0, Ti] with the terminal
condition P , we have

E〈PXTi
,XTi

〉+ E

∫ Ti

0
(〈QXs,Xs〉+ 〈Rus, us〉) ds ≥ 〈Px, x〉.

Letting i→ ∞, we have J(x, u) ≥ 〈Px, x〉.
Now we prove that u is admissible and J(x, u) = 〈Px, x〉. Again since Pt ≡ P solves the

Riccati equation on the finite time interval [0, T ] with the terminal condition P , we have

E〈PXT ,XT 〉+ E

∫ T

0

(
〈QXs,Xs〉+ 〈Rus, us〉

)
ds = 〈Px, x〉.

By the monotone convergence theorem, we have

E

∫ ∞

0

(
〈QXs,Xs〉+ 〈Rus, us〉

)
ds ≤ 〈Px, x〉.

As Q is positive, u is admissible and thus J(x, u) = 〈Px, x〉.

7 Null controllability of SPDEs via Riccati equation

In this section, we characterize the null controllability of the system (2.1) via the existence of
Riccati equation with the singular terminal value in the spirit of Ŝırbu and Tessitore [18].

Definition 7.1 The system (2.1) is T -null (exact) controllable if for any (t, x) ∈ [0, T ) × H,
there is u ∈ L2

F (t, T ;U) such that Xt,x,u
T = 0, P-almost surely; and it is null controllable if it is

T -null controllable for each T > 0.
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For each T > 0 and x ∈ H, we consider the following optimal null-controllability control
problem:

V (t, x) := min
u∈L2

F
(t,T ;U)

J(t, x;u) := E

∫ T

t

(|Xt,x;u
s |2 + |us|

2) ds (7.1)

subject to Xt,x;u
T = 0. If there is no u satisfying Xt,x;u

T = 0, we set V (t, x) = +∞.
Let Id denote the identity operator in H. We introduce the following Riccati equation:

Pt = eA
∗(T ′−t)PT ′eA(T ′−t) +

∫ T ′

t

eA
∗(s−t)

∞∑

i=1

C∗
i (s)PsCi(s)e

A(s−t)ds

+

∫ T ′

t

eA
∗(s−t) (Id− λ∗(s, Ps)Λ(s, Ps)λ(s, Ps)) e

A(s−t)ds, 0 ≤ t ≤ T ′ < T ; (7.2)

with the following singular terminal condition PT = +∞ in the following sense: for any x ∈ H

such that x 6= 0,
lim

(t,y)→(T,x)
〈Pty, y〉 = +∞. (7.3)

We then have

Theorem 7.1 For given T > 0, the following conditions are equivalent:
(i) the Riccati equation (7.2) has a mild solution P satisfying the singular terminal condition

PT = +∞ and the map s 7→
∑∞

i=1 C
∗
i (s)PsCi(s) ∈ L(H) is bounded in any compact interval of

[0, T );
(ii) the state system (2.1) is T -null controllable.
If the system (2.1) is T -null controllable, then the associated optimal null-control problem

with the cost (7.1) has the optimal control of the following feedback form:

us := λ(s, Ps)Xs, s ∈ [0, T ]

where P is the solution of the Riccati equation (7.2) with the singular terminal condition PT =
+∞.

Proof. First we prove that Assertion (i) implies (ii). In fact, if P is the solution of the Riccati
equation (7.2) with the singular terminal condition PT = +∞, then its restriction on [t, s]
for s ∈ (t, T ) can be regarded as the solution of the Riccati equation (7.2) with the terminal
condition Ps. Set us := λ(s, Ps)Xs for s ∈ [0, T ]. From Theorem 5.2, we have

〈Ptx, x〉 = E〈PsX
t,x;u
s ,X

t,x;u
s 〉+ E

∫ s

t

(|X
t,x;u
r |2 + |ur|

2) dr

≥ E〈PsX
t,x;u
s ,X

t,x;u
s 〉. (7.4)
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Therefore, we have u ∈ L2
F ([t, T ];U) and we can extendX

t,x;u
to [t, T ] lying in CF ([t, T ];L

2(Ω,H)).
From the inequality (7.4) and Fatou’s lemma, we have

〈Ptx, x〉 ≥ E lim inf
s→T−

[
〈PsX

t,x;u
s ,X

t,x;u
s 〉

]
≥ E

[
(+∞)I

X
t,x;u

T 6=0

]
.

Hence, X
t,x;u
T = 0, P-almost surely. Assertion (ii) is proved.

Now we show that Assertion (ii) implies (i). For any integer n ≥ 1,

V n(t, x) := min
u∈L2

F
(t,T ;U)

Jn(t, x;u) := nE|Xt,x;u
T |2 + E

∫ T

t

(|Xt,x;u
s |2 + |us|

2) ds. (7.5)

It is associated to the following Riccati equation

Pt = neA
∗(T−t)eA(T−t) +

∫ T

t

eA
∗(s−t)

∞∑

i=1

C∗
i (s)PsCi(s)e

A(s−t)ds

+

∫ T

t

eA
∗(s−t) (Id− λ∗(s, Ps)Λ(s, Ps)λ(s, Ps)) e

A(s−t)ds, 0 ≤ t ≤ T. (7.6)

Denoting by Pn its unique solution, we have for s < T ,

Pn
t = eA

∗(s−t)Pn
s e

A(s−t) +

∫ s

t

eA
∗(r−t)

∞∑

i=1

C∗
i (r)P

n
r Ci(r)e

A(r−t)dr

+

∫ s

t

eA
∗(r−t) (Id− λ∗(r, Pn

r )Λ(r, P
n
r )λ(r, P

n
r )) e

A(r−t)dr, 0 ≤ t ≤ s. (7.7)

From Theorem 5.2, we see that Pn is non-decreasing in n. Moreover, from the T -null

controllability, there is u0 ∈ L2
F (t, T ;U) such that Xt,x;u0

T = 0. Hence,

〈Pn
t x, x〉 ≤ E

∫ T

t

(|Xt,x;u0

s |2 + |u0s|
2) ds.

Consequently, the sequence Pn
t has a strong limit in S+(H), which is denoted by Pt.

For s′ ∈ (s, T ), we have
∣∣∣∣∣

∞∑

i=1

C∗
i (t)P

n
t Ci(t)

∣∣∣∣∣
L(H)

≤
Cs′

(s′ − t)2α
≤

Cs′

(s′ − s)2α
. (7.8)

Letting n→ +∞, we have
∣∣∣∣∣

∞∑

i=1

C∗
i (t)PtCi(t)

∣∣∣∣∣
L(H)

≤
Cs′

(s′ − s)2α
,
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meaning that the sum is bounded in L(H).
Taking the strong limit in (7.7), we see that P is a mild solution of Riccati equation (7.2)

on the time interval [0, T ).
Furthermore, we have for any integer n,

lim inf
s→T−, y→x

〈Psy, y〉 ≥ lim inf
s→T−, y→x

〈Pn
s y, y〉 = n|x|2.

This shows that P satisfies the singular terminal condition at time T .

8 Examples: LQ optimal control of the Anderson model

Example 8.1 Consider the following controlled Anderson model, that is, the following con-
trolled stochastic heat equation in [0, 1]:

dXt(y) =
∂2

∂2y
Xt(y) dt+ b(t, y)u(t, y) dt +Xt(y)dW (t, y); (8.1)

Xt(0) = Xt(1) = 0, t ∈ [0, T ]; (8.2)

X0(y) = x(y), y ∈ [0, 1]. (8.3)

The cost functional reads:

J(x, u) = E

∫ T

0

∫ 1

0

[
q(t, y)X2

t (y) + r(t, y)u2(t, y)
]
dydt+ E

∫ 1

0
g(y)X2

T (y) dy. (8.4)

In the above example, H = L2(0, 1), and W is an H-valued cylindrical Wiener process. We
choose an orthonormal basis {ei, i = 1, 2, . . .} in the space H such that

sup
i

sup
y∈[0,1]

|ei(y)| <∞.

A is the realization of the second derivative operator with the zero Dirichlet boundary conditions,
and all the functions b, q, r, g are measurable and bounded . So D(A) = H2([0, 1]) ∩ H1

0 ([0, 1])
and Aψ = ψ′′ for all ψ ∈ D(A), Ciφ(y) := ei(y)φ(y), and (Btφ)(y) = b(t, y)φ(y) for φ ∈ H.
Then the pair (A,C) satisfies (see Da Prato and Zabczyk [9]) the inequality (2.3).

Finally, (Qtφ)(y) := q(t, y)φ(y), (Rtφ)(y) := r(t, y)φ(y), and (Gφ)(y) := g(y)φ(y). Theo-
rems 4.4 and 5.2 can be applied to solve the above quadratic optimal control of the Anderson
model.

Example 8.2 Consider the controlled Anderson system with the coefficient b being time-invariant
and b−1 existing and being bounded. Then the system (2.1) is stablizable by the feedback control
u = −λb−1(y)X for sufficiently large λ. To show this, we have for X̃t := eλtXt,

X̃t = eAtx+

∫ t

0

∞∑

j=1

eA(t−s)CjX̃s dβ
j
s . (8.5)
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Therefore, we have

E[|X̃t|
2] ≤ C|x|2 + CE

∫ t

0

∞∑

j=1

|eA(t−s)CjX̃s|
2ds

≤ C|x|2 + C

∫ t

0
(t− s)−2α

E[|X̃s|
2]ds. (8.6)

From Gronwall’s inequality, we have

E[|X̃t|
2] ≤ C|x|2eCt, E[|Xt|

2] ≤ C|x|2e(C−λ)t.

Therefore, Theorems 6.1 and 6.2 can be applied to the Anderson model.
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