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We show for Markov diffusion processes that the quadratic entropic bound, recently derived for
the rate functions of nonequilibrium currents, can be seen as being produced by an effective process
that creates current fluctuations in a sub-optimal way by modifying only the non-reversible part of
the drift or force of the process considered while keeping its reversible part constant. This provides
a clear interpretation of the bound in terms of a physical process, which explains, among other
things, its relation to the fluctuation relation, linear response, and reversible limits. The existence
of more general quadratic bounds, and related uncertainty relations, for physical quantities other
than currents is also discussed.

PACS numbers: 02.50.-r, 05.10.Gg, 05.40.-a

I. INTRODUCTION

It has been found recently that large deviation rate
functions characterizing the fluctuations of currents in
nonequilibrium Markov processes are bounded above by
a parabola determined only by the stationary current and
stationary entropy production of the process considered
[1–3]. Such a general bound, referred to as the entropic

bound, is useful as it provides a simple Gaussian approxi-
mation of the full current distribution, which is in general
very difficult to find analytically or numerically. Being
an upper bound, it also implies a lower bound on the
variance of the current, similar to the uncertainty rela-
tion in quantum mechanics, which shows that there is
a physical trade-off between reducing fluctuations and
dissipation [1–4]. This has applications for studying the
efficiency and accuracy of noisy reactions and processes
performing biophysical tasks at the molecular level [1–9].
In this note, we give a physical interpretation of the

entropic bound for Markov diffusions by showing that it
is associated with an effective diffusion for the fluctua-
tions that modifies the non-reversible part of the drift of
the original process considered. This interpretation fol-
lows from recent works on Markov processes conditioned
on large deviations [10–12] and explains physically why
the entropy bound is only an approximation of the true
current rate function. It also provides, as we show, a
basis for understanding how tight the bound is, why it
satisfies the fluctuation relation symmetry, whether or
not it is related to linear response [2], and its applica-
bility for reversible (equilibrium) processes. To conclude,
we discuss the issue of deriving more general bounds and
uncertainty relations for observables other than the cur-
rent.

∗ cesare.nardini@gmail.com
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II. CURRENT LARGE DEVIATIONS

We consider a general diffusion process Xt in R
n evolv-

ing according to the stochastic differential equation

dXt = F (Xt)dt+ σdWt, (1)

where F is an n-dimensional vector field, called the drift,
Wt is an m-dimensional vector of independent Brownian
motions, and σ is an n×m matrix, taken to be constant
for simplicity [13]. We assume that the choice of F and σ
is such that Xt has a stationary probability density π(x)
solving the time-independent Fokker–Planck equation

L†π = 0, (2)

where

L† = −∇ · F +
1

2
∇ ·D∇ (3)

is the Fokker–Planck generator with D = σσT the diffu-
sion matrix. The diffusion is not assumed to be reversible,
which means that π(x) is not necessarily a Gibbs density
and that the stationary Fokker–Planck current

JF,π(x) = F (x)π(x) −
D

2
∇π(x) (4)

is not necessarily zero. The stationary current vanishes,
as is well known, in the case where n = m, σ is chosen to
be proportional to the identity matrix, σ = ǫ11, and the
drift is conservative, F = −∇U . Then

π(x) = c e−2U(x)/ǫ2, (5)

where c is a normalization constant. In this case, Xt is
a “gradient” diffusion that satisfies detailed balance with
respect to π, leading to JF,π(x) = 0 for all x.
We are interested here in the fluctuations of time-

integrated observables of Xt and, more precisely, in the
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rate function of such observables characterizing their fluc-
tuations in the long-time limit [14–17]. We consider gen-
eral “current-type” observables [11] of the form

AT =
1

T

∫ T

0

g(Xt) ◦ dXt, (6)

where g is an arbitrary vector field on R
n and ◦ denotes

the Stratonovich (scalar) product corresponding to the
mid-point integration rule [18]. The rate function is de-
fined as

I(a) = lim
T→∞

−
1

T
lnP (AT = a), (7)

where P (AT = a) is the probability density of AT , and is
such that I(a) ≥ 0 with equality at the stationary value

aπ =

∫

g(x) · JF,π(x) dx. (8)

This implies that P (AT = a) is exponentially peaked
around aπ; fluctuations around this concentration value
are exponentially unlikely to occur, which means that
AT converges to aπ with probability 1 as T → ∞, in
accordance with the ergodic theorem [14–16].
The rate function of AT can be calculated using differ-

ent methods, one of which involves solving for the princi-
pal eigenvalue of a linear differential operator related to
L† [17]. Another method consists in “contracting” the
large deviations of the empirical density

ρT (x) =
1

T

∫ T

0

δ(Xt − x)dt (9)

and the empirical current

JT (x) =
1

T

∫ T

0

δ(Xt − x) ◦ dXt (10)

down to the observable AT using the fact that the joint
large deviations of ρT and JT have the explicit rate func-
tion

I[ρ, j] =
1

2

∫

(j − JF,ρ) · (Dρ)−1(j − JF,ρ)dx (11)

if ∇ · j = 0. Since AT can be expressed as a function of
JT as

AT = Ã(JT ) =

∫

g(x) · JT (x)dx, (12)

we can then write, using the contraction principle [16],

I(a) = inf
ρ,j:Ã(j)=a

I[ρ, j], (13)

where the minimization is over all normalized densities
and current fields such that Ã(j) = a and ∇ · j = 0.
Naturally, the global minimizers leading to the stationary

value AT = aπ are ρ = π and j = JF,π, the stationary
values of ρT and JT , such that I[π, JF,π] = 0.

This contraction of the so-called level 2.5 of large de-

viations for Markov processes [19–22] can be interpreted
physically in terms of a modified process creating the fluc-
tuation AT = a, whose stationary density and stationary
currents are the minimizers of (13), as explained in [12].
For our purpose, what is important to note is that the
minimization problem (13) is very difficult to solve in
general. In fact, it is as difficult to solve as the spectral
problem reviewed in [17], since the spectral solution gives
the solution to (13) and vice versa [12]. For this reason,
it is natural to seek approximations of I(a) by restricting
the minimization (13) over a restricted class of solutions
or by proposing sub-optimal solutions or “ansatz.” Be-
cause of the variational form of the problem, any such
ansatz yields not just an approximation but an upper
bound, since I(a) ≤ I[ρ, j] for any ρ and j satisfying the
constraints.

III. ENTROPIC BOUND

The entropic bound is a general upper bound on the
rate function I(a) having the form

I(a) ≤
(a− aπ)

2

4a2π
Σπ, (14)

where aπ is the stationary value of AT and Σπ is the
stationary entropy production [23], given by

Σπ = 2

∫

F (x) ·D−1JF,π(x) dx. (15)

Since AT , as defined in (12), is a linear contraction of the
empirical current, the bound is most often interpreted as
applying to a scalar current (e.g, the space-integrated
current), but other interpretations are possible depend-
ing on the form of g. For example, it can be interpreted
as a bound on the entropy production rate function by
choosing g = 2D−1F , in which case aπ = Σπ [24].
The bound can also be applied to reduced or coarse-

grained currents (e.g., the empirical current along one
coordinate), although Σπ is always the total entropy pro-
duction associated with all the coordinates or degrees of
freedom of the system considered. This is important for
experiments, which usually probe only a subset of the
complete state-space. In general, it is known that re-
duced entropy productions are smaller or equal to the
total entropy production [25, 26], even if the degrees of
freedom that are “traced-out” are associated with equi-
librium dynamics. Therefore, the bound (14) does not
necessarily apply by replacing Σπ with the entropy pro-
duction measured experimentally.
The entropic bound was conjectured in [1] based on

numerical results, proved in [2] for jump process, and
later derived in [3] for diffusions by taking a diffusion
limit of jump processes similar to the Kramers–Moyal
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expansion. Its direct proof from the contraction (13) is
basically contained in [3, 27] and is reproduced here for
completeness. It simply follows by adopting the ansatz
suggested in [3], namely,

ρ̂(x) = π(x), ̂(x) =
a

aπ
JF,π(x). (16)

The constraint AT = a is trivially satisfied by the global
rescaling of the stationary current, since

Ã(̂) =
a

aπ

∫

g(x) · JF,π(x) dx = a, (17)

and so is the divergence constraint, since JF,π is itself
divergenceless. Inserting this ansatz into the level 2.5
rate function then yields the bound

I(a) ≤ I[ρ̂, ̂]

=
(a− aπ)

2

2a2π

∫

JF,π · (Dπ)−1JF,πdx

=
(a− aπ)

2

2a2π

∫
(

F −
D

2
∇ lnπ

)

·D−1JF,π dx

=
(a− aπ)

2

4a2π
Σπ, (18)

the last equality following from integration by parts and
the divergenceless current. As an extra result, it is easy
to show that the bound satisfies the fluctuation relation
[2] because ̂ is odd under time reversal and

I[ρ,−j] = w[ρ, j] + I[ρ, j], (19)

where w is essentially the entropy production [21].
The bound can also be understood by noting that, al-

though the joint fluctuations of ρT and JT are not Gaus-
sian because of the term JF,ρ coupling ρ and j in the
level 2.5 rate function, the current fluctuations for a fixed

density ρ are Gaussian. Therefore, since any affine trans-
formation of a Gaussian is also Gaussian, we must obtain
a quadratic rate function for AT with its mean given by
the mean current. This works here because AT is a con-
traction only of the current, so it is natural to keep ρ as
the stationary density π and only scale the current as in
(16). This, however, is only a sub-optimal solution of the
level 2.5 contraction: the real optimal solution changes
both ρ and j from their stationary values in a way that is
highly non-trivial, as discussed on general ground in [12]
and illustrated with examples in [22].

IV. PROCESS INTERPRETATION

We now come to our main result, which is to show
that the ansatz (16) associated with the quadratic en-
tropic bound represents a physical diffusion with a mod-
ified drift. This can be seen in two ways. The first rests
on the simple observation that, although many different
Markov diffusions can have the same stationary density,

there is a unique Markov diffusion, for a fixed D, that
has a given stationary density and a given stationary cur-
rent obeying (4). Therefore, the ansatz (16) determines
a unique Markov diffusion of drift û and diffusion matrix
D, with stationary density π and stationary current

Jû,π = ûπ −
D

2
∇π = ̂, (20)

leading to

û =
a

aπ
F +

(

1−
a

aπ

)

D

2
∇ lnπ. (21)

This can be re-expressed in a more suggestive way as

û =
a

aπ
Fdiss + Feq, (22)

where

Feq =
D

2
∇ lnπ (23)

is the reversible or equilibrium component of the drift F
deriving, in a potential way, from the stationary density
π and

Fdiss = F − Feq =
JF,π

π
(24)

is the non-reversible or dissipative component of the drift,
also called the current or hydrodynamic velocity, that
controls the stationary current when π is fixed [28–30].
Thus we see that the ansatz (16), at the process level,
amounts to globally scaling the dissipative part of the
total drift F to produce the fluctuation AT = a while
keeping the stationary density π.
The same result can be obtained more directly from a

different variational representation of rate functions de-
scribed in [12] (see also [31]), which considers the con-
trolled diffusion

dXu
t = u(Xu

t )dt+ σdWt, (25)

and optimizes over all possible control drifts u leading to
the fluctuation AT = a to obtain

I(a) = inf
u:AT=a

1

2

∫

(u− F ) ·D−1(u− F )πu dx, (26)

where πu is the stationary density of Xu
t . It can be ver-

ified that inserting the drift ansatz (21), which is such
that πû = π, into this variational formula yields the en-
tropic bound (14). The quadratic form of the bound
follows here because the control problem (26) becomes
quadratic in u when πu does not depend on u.
The advantage of this approach is that we now have

a direct interpretation of the entropic bound as being
produced by a controlled process in which the dissipative
component of the original drift is scaled by a constant.
A control needs to be included in the original process to
force it to reach the fluctuation AT = a, and the entropic
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ansatz introduces this control onto the dissipative drift to
keep π as the stationary density. The functional on the
right-hand side of (26) is the control cost, corresponding
mathematically to the logarithm of the Radon–Nikodym
derivative of the controlled process with respect to the
original process; see [12] for detail.
Another important advantage of seeing the entropic

bound as being produced by a process is that we can un-
derstand more quantitatively why it is sub-optimal. The
optimal drift solving the variational representation (26)
of I(a) is known to be

Fk = F +D(kg +∇ ln rk), (27)

where g is the function defining the observable AT , rk is
the eigenfunction associated with the principal eigenvalue
of a certain linear operator related to the large deviation
problem (see [17]), and k is chosen according to I ′(a) = k.
This optimal drift is very difficult to find in general,

just as the optimal density and current solving (13) are
difficult to find [32]. Its explicit form clearly shows, how-
ever, that the optimal drift leading to AT = a is ob-
tained by adding both a dissipative term to F and a gra-
dient, reversible term, corresponding to D∇ ln rk, which
changes the stationary density of the process. The en-
tropic ansatz therefore make two approximations about
the optimal drift, namely: it only changes the dissipative
part of F , as mentioned before, and it is a global scaling
of the original dissipative force. None of these assump-
tions is true, in general, and so must necessarily lead to
an upper bound on the true rate function I(a).
This can be illustrated simply for the diffusion on the

unit circle defined by

dθt = (γ − U ′(θ))dt + σdWt, (28)

where θt ∈ [0, 2π), U(θ) is a periodic potential, σ > 0 is
the noise intensity, and γ > 0 is a constant that drives
the diffusion in a nonequilibrium steady state [33]. The
optimal control process, also called the driven or effective
process, was constructed recently in [34] for the space-
integrated current

JT =
1

T

∫ T

0

dθt, (29)

which corresponds to the choice g = 1. The results show
that small current fluctuations close to the stationary cur-
rent are optimally created by modifying not just the drive,
but also the potential U(θ) in a nonlinear way (see Fig. 5
of [34]). Consequently, the stationary density is modi-
fied, which shows that any ansatz that does not change
the stationary density is sub-optimal in general compared
to the driven process.
This applies for fluctuations of AT arbitrary close to

the stationary value aπ, so we also conclude that the drift
of the entropic bound does not correspond in general to
a linear perturbation of the optimal drift around F . In
other words, although the drift û is linear in a, it does

not correspond in general to a linear perturbation of Fk

around k = 0, which gives the Taylor expansion of I(a)
to second order in a and therefore the variance of AT

[35]. This explains why the entropic bound gives a lower
bound to the true asymptotic variance of AT .
The only case where the entropic ansatz is optimal for

the ring model is when γ or σ becomes very large com-
pared to the potential height. Then the optimal driven
process has a near constant density, which is the station-
ary density of the diffusion (28) without potential, and
only scales the drive γ so as to reach different current
fluctuations. As this reproduces the entropic ansatz, we
find a quadratic rate function for the current. The same
result was obtained in a much more complicated way re-
cently by studying the housekeeping heat [36].
To close, we note that the entropic process with drift

û has a stationary entropy production equal to

Σ̂ = 2

∫

û ·D−1̂ dx =
a2

a2π
Σπ. (30)

Moreover, it can be verified that the entropic process
for AT = −aπ corresponds to the time-reversal of the
original diffusion (1) [37], which has the same stationary
density π but whose drift is

F ′ = −F +D∇ lnπ. (31)

It is known that this is also the optimal driven process
related to AT = −aπ, by reversal of the current [38].
Therefore, the entropic process is optimal for AT = −aπ,
which explains physically why the bound is tight at that
point and why the bound satisfies overall the fluctuation
relation. Of course, it is also optimal for AT = aπ be-
cause û = Fk=0 = F .

V. REVERSIBLE LIMIT

The entropic drift û does not generally correspond, as
we have seen in the previous section, to a linear pertur-
bation of the optimal drift Fk for small fluctuations of
AT around its stationary value aπ. Another property of
û and the entropic bound is that they can be, in general,
non-perturbative: that is, if we consider a perturbation
F +λG of the original diffusion with drift F , then û and
the bound may involve G rather than λG.
To illustrate this, we consider a simple perturbation of

a gradient diffusion with σ = ǫ11 and drift given by

F (x) = −∇U(x) + λG(x), (32)

where λ is a small parameter multiplying a non-gradient
perturbation G, chosen such that G ·∇U = 0 and ∇·G =
0. Under these “transverse” conditions, the stationary
density π is still the Gibbs density (5) [39], although there
is now a non-zero current given by JF,π = λGπ to first
order in λ, so that aπ = λ〈g ·G〉π , where 〈·〉π denotes the
expectation over π. Moreover, it can be checked that the
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stationary entropy production is

Σπ = 2λ2〈G ·D−1G〉π (33)

to lowest order in λ. As a result, we obtain for the en-
tropic bound

I(a) ≤
a2

2

〈G ·D−1G〉π
〈g ·G〉2π

+O(λ). (34)

The same result can be obtained more directly by not-
ing that the entropic drift is

û =
a

aπ
λG−∇U =

a

〈g ·G〉π
G−∇U (35)

at lowest order in λ. As both results are non-perturbative
in G, the entropic bound is not expected to be a meaning-
ful bound for reversible systems, unless the expectations
on the right-hand side of (34) involving G and g cancel.
Indeed, if I(a) exists for these systems, then it should
depend only on the reversible (i.e., gradient) part of the
drift and have corrections at order λ2 coming from the
non-reversible perturbation, which is not seen for the en-
tropic bound. It could be, of course, that AT does not
fluctuate in the reversible limit, in which case I(a) and
its bound become degenerate.
This happens, for example, when considering the en-

tropy production of gradient systems, which depends only
on their final and initial conditions in a way that is not
covered by the Level-2.5 large deviations. The ring model
provides, on the other hand, an example for which the
rate function I(a) is well defined in the reversible limit
where γ → 0 and is bounded by an entropic bound that
does not depend on the driving γ, since G = γ and g = 1,
so that the two expectations in (34) do cancel. It is clear
that we should not expect this cancellation in more gen-
eral systems involving space-dependent perturbations. If
we add a potential to the ring model, for example, then
the current function is not in general quadratic [34], and
so it is not saturated by the entropic bound even at equi-
librium (γ = 0) [27].

VI. CONCLUDING REMARKS

We have shown that the entropic bound recently de-
rived for current rate functions can be interpreted in
terms of an effective process that makes the fluctuation
typical. The entropic bound is easy to construct in prac-
tice, as it involves only stationary quantities (current
and entropy production) that can be measured experi-
mentally from steady-state averages. It is also the sim-
plest bound that can be found by observing that the cur-
rent fluctuations are Gaussian when the density is fixed
or, from the process perspective, when the non-reversible
part of the drift is scaled independently of the reversible
part.

We expect this process interpretation of the entropic
bound to be useful in the future to construct or approxi-
mate the driven process that creates a given fluctuation
AT = a at the optimal cost given by rate function I(a).
The drift of this process is known explicitly, but is dif-
ficult to obtain, as mentioned. One way to approach it
could be to start with the simple form of the entropic
drift and consider perturbations of the reversible drift
that lower the control cost given in (26) compared to the
quadratic bound. This is essentially a control problem,
which can be solved using many standard techniques; see
[12] for details. In principle, the driven process can also
be constructed for general discrete- and continuous-time
Markov chains [11]. However, it is not clear for these that
the entropic bound can be interpreted as being realized
by an effective (sub-optimal) Markov chain, since there is
an additional approximation of the level 2.5 rate function
involved in the derivation of the bound compared with
diffusions [3]. This is an open problem.
Another interesting problem is to derive quadratic

bounds for more general observables having the form

AT =
1

T

∫ T

0

f(Xt)dt+
1

T

∫ T

0

g(Xt) ◦ dXt, (36)

which involves a time integral depending on a function f
of the process in addition to the current part considered
before. The contraction (13) in this case involves not
only the empirical current, but also the empirical density
via the constraint

AT = Ã(ρT , JT ) =

∫

f(x) ρT (x) dx +

∫

g(x) · JT (x) dx,

(37)
which means that it can now be approximated by chang-
ing either the density or the current or both, leading to
different upper bounds on the rate function I(a).
Whether such bounds are quadratic is unknown. What

is clear is that there cannot be a universal quadratic up-
per bound like the entropic bound that applies to all
observables AT having the form (36). For instance, the
rate function of the empirical variance of the Ornstein–
Uhlenbeck process, corresponding to the choice f(x) =
x2 and g = 0, is known to diverge like 1/a as a → 0
[40], and so cannot be bounded by a parabola. However,
there can be sub-optimal processes similar to the entropic
process that give quadratic upper bounds for specific ob-
servables or in certain ranges of fluctuations. Such pro-
cesses would give, if derived around the stationary value
AT = aπ, new uncertainty relations constraining the vari-
ance of AT .
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