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Abstract

The combination of adaptive feedforward with adaptive feedback disturbance compensation has been sug-
gested since a number of years as a potential solution for improving the performance of active vibration
control systems. Unfortunately, as shown in the present paper there is a strong coupling between adap-
tive feedback and adaptive feedforward which may lead to instabilities and new algorithms which take into
account this interaction are proposed in the paper. These algorithms take advantage of the Youla-Kučera
parametrization of the feedback controller and feedforward compensator. First, the adaptive feedback al-
gorithm is presented alone. Then, the adaptive feedforward algorithm is designed taking into account the
feedback controllers presence in the loop. Stability of the complete scheme is obtained by appropriately
filtering the regressor vectors in order to take into account a strictly positive real condition. Experimen-
tal results obtained on a relevant test-bench illustrate the performance of this approach to active vibration
control. Comparison with adaptive feedback alone, with adaptive feedforward alone and adaptive feedfor-
ward+fixed feedback are provided.

Keywords: active vibration control, adaptive feedforward compensation, feedback control, adaptive
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Acronyms

ANC Active noise control
ANVC Active noise and vibration control
AVC Active vibration control
dB decibel
FIR Finite impulse response
FIRYK Youla-Kučera parameterized IIR adaptive feedforward compensator using an FIR Youla-

Kučera filter
FUPLR Filtered-U pseudo linear regression
FUSBA Filtered-U stability based algorithm
fs Sampling frequency of the discretized system (in Hz)
H Symbol used to denote the hypotheses considered in this article
IIR Infinite impulse response
IIRYK Youla-Kučera parameterized IIR adaptive feedforward compensator using an IIR Youla-

Kučera filter
IMP Internal model principle
PAA Parameter adaptation algorithm
PRBS Pseudo random binary sequence
PSD Power spectral density
SPR Strictly positive real (transfer function)
Ts Sampling time (in seconds)
var variance

1. Introduction

Two approaches have been considered for adaptive ANVC: feedforward compensation and feedback
compensation. Historically, the feedforward compensation approach has been used first. This approach
requires the use of an additional transducer providing information upon the disturbance and is subject to the
presence of an unwanted “positive” feedback coupling between the compensator system and the measure-
ment of the disturbance (see also [1] for ANC and [2] for AVC). Despite these difficulties, this approach is
systematically used when information upon the disturbance is available and when the disturbance is broad-
band since from a control point of view the level of compensation is not limited by a Bode integral constraint
as is the case in feedback compensation.

The use of the feedback compensation is more recent. It uses the internal model principle (IMP) and
it is particularly suitable for narrow-band disturbances [2] (spectral spillover effects limit its use for broad-
band disturbances, see [3]). Nevertheless, as it will be shown in this paper, limited-band disturbances can
be attenuated significantly by using an IIR internal model. To represent narrow-band disturbance peaks,
a notch filter representation can be considered (see [4]). Notch filters have been extensively used in the
estimation and/or rejection of narrow-band disturbances (for example, ANC in a diesel engine submarine
in [5] or AVC for active magnetic bearings in [6]). One advantage of notch filters is that they can be tuned
to represent various frequency width narrow-band signals. As such, they play a key role in the transition
from narrow- to limited- and then to broad-band disturbances. Furthermore, including the ”right amount”
of attenuation band is of importance in the context of feedback control in order to limit the spectral spillover
effect on the output sensitivity function.
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The idea of combining these two approaches is not new. It was motivated by the fact that one may
get better results in a number of situations than using either adaptive feedforward or adaptive feedback
compensation alone. The combination of the two approaches is often called “hybrid” even if the term
“combined feedback and feedforward” compensation is in our opinion more appropriate. From a control
methodology point of view it seems reasonable to attenuate disturbances by feedback up to the level allowed
by robustness constraints and then add the feedforward compensation. As first indicated in [7] for the case
of fixed feedback control combined with adaptive feedforward, there is a strong interaction between the two
loops which has to be taken into account. In fact, this interaction is even stronger when both the feedback
and feedforward compensators are adaptive as it will be shown in this paper.

A combined control structure with two secondary sources is presented in [8] for an ANC system. The
solution is shown to be able to solve the problem of non-minimum phase secondary path. Hybrid controller
design is done using H2/H∞ theory. But the system is not adaptive and its performance is questionable
when significant changes in the characteristics of the disturbance occur.

In [9], a combined controller is evaluated in simulation on an ANC system. The adaptation is done using
the FxLMS algorithm and the authors have proposed an original method of adapting the step size. Neverthe-
less, the simulated ANC system does not take into account the positive feedback coupling generally present
in feedforward compensation (see [10] for a presentation of the positive feedback coupling). Furthermore,
the filtering uses only the secondary path model without considering the influence of the feedback controller.

In [11], FuLMS algorithms with variable step size are used for both feedforward and feedback in order
to reduce vibrations on a thin-walled structure. A reference filter is used to reduce the influence of the
positive feedback.

In [12], it is shown that reconstruction of the reference signal for the feedback controller in what the
authors call the “traditional combination method based hybrid system (tHybrid)” introduces a coupling
between the adaptive feedforward and the adaptive feedback controllers which complicates the design. A
“simplified” combination without reconstruction is proposed to alleviate this problem. Nevertheless, the
inherent positive feedback coupling is not taken into account, which can also introduce a coupling between
the feedforward and the feedback controllers.

A combined adaptive feedforward + fixed feedback controller taking into account the positive feedback
coupling has been proposed in [7]. The novelty of the design is that the influence of the fixed feedback
controller on the adaptive feedforward algorithm is analysed and algorithms assuring the stability of the
proposed scheme are presented.

The Youla-Kučera parametrisation has been extensively studied in the control literature. In [13], a
complete review of its applications in identification and controller design for adaptive and nonlinear systems
is given. In [2], the authors show the suitability of this parametrisation for adaptive AVC systems design due
to reduced complexity and simplified stability analysis. The Youla-Kučera parametrisation has two main
components: a central stabilizing controller and an adaptive filter. One important characteristic for adaptive
control is the type of filter that is used. FIRYK has the property that the closed-loop poles are assigned
by the central controller. As such, the stability analysis is much more easy to do, however, this does not
guarantee the absence of spillover effects and, to prevent this, a careful design of the central controller has
to be done.

When using the IIRYK parametrization, part of the system poles are assigned by the central controller
and the rest are introduced by the denominator of the IIRYK filter. These poles will be asymptotically inside
the unit circle if a strict positive real (SPR) condition is satisfied. These additional poles allow to reduce
the spillover effect and simplify the design of the central controller. Concerning adaptive feedforward
compensation, it has been shown in [2, Section 13.4] that the use of IIRYK allows to reduce the number of
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parameters of the adaptive filter with respect to the FIRYK.
In this paper, a combined adaptive feedforward + adaptive feedback AVC system is proposed and eval-

uated on an experimental test-bench with strong mechanical coupling. Both feedforward and feedback
controllers’ design is done based on the IIR Youla–Kučera (IIRYK) parametrization. A complete theory
for the design of combined adaptive feedforward - adaptive feedback controllers is given. For practitioners
of AVC, it also helps to understand the potential of feedback, feedforward, and combined feedforward-
feedback approaches. By the various comparisons done, the paper also clarifies the pertinence of the use of
combined feedforward - feedback approaches.

There are two intermediate theoretical contributions that lead to the proposed combined adaptive feed-
forward + adaptive feedback control algorithm. Firstly, a new direct adaptive feedback algorithm using
the IIRYK parametrization is introduced. The interesting aspect of this algorithm is that it can be used for
attenuation of limited-band disturbances without introducing unwanted amplifications in other frequency
regions. This is an extension of the algorithm proposed in [2, Section 13.3] where only the numerator is
adapted directly while for the denominator an indirect adaptation scheme is used. Secondly, an adaptive
IIRYK feedforward compensator in the presence of a fixed feedback is also presented (this is an extension
of the results given in [7]). The main contribution of the paper is the development of an adaptive feed-
forward + adaptive feedback compensation algorithm using IIRYK parametrization for which a specific
stability analysis is provided.

The paper is organized as follows. In Section 2, the basic equations of the AVC system and notations
used in this paper are introduced. In Section 3, the adaptive feedback control algorithm based on IIRYK
is presented. The IIRYK parametrization of the feedforward controller in the presence of a fixed feedback
is presented and analysed in Section 4. A modification of the feedforward algorithm’s filtering is proposed
in Section 5 to guarantee the stability of the combined adaptive feedforward + adaptive feedback compen-
sation. Results obtained on a test-bench for active vibration control are discussed in Section 6. Section 7
concludes this paper.

2. Basic Equations and Notations

The detailed block diagram associated with an AVC system using combined feedback + feedforward
control as well as the generalized feedback representation are given Fig. 1. In Fig. 1(a), D = BD

AD
, G =

Positive feedback coupling

   Measurement of the

image of the disturbance

Secondary

path

    Residual

 acceleration

Primary path

 

Feedforward compensator

-
++

+

+

+

Global primary path

Feedback compensator

(a) Combined feedforward + feedback compensation schema.

-

+

(b) Compact system representation.

Figure 1: Feedforward AVC with combined feedforward + feedback compensation.
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BG
AG
,M = BM

AM
represent the transfer operators associated with the primary, secondary and reverse paths (all

asymptotically stable). B̂G, ÂG, B̂M , and ÂM are the estimates of BG, AG, BM , and AM . W represents
an unknown asymptotically stable disturbance filter, which is a part of the mechanical system. s(t) is
the external disturbance source, w(t) is the correlated disturbance measurement (in the absence of the
compensation), x(t) is the output of the primary path (residual acceleration in the absence of compensation),
y1(t) is the measured primary signal which is the sum between w(t) and the effect of the control signal u(t)
filtered by the reverse path M , and v(t) is the output of the secondary path (non measurable).

H1 In the rest of this paper, it is assumed that very good model estimates can be obtained by system
identification techniques,1 such that B̂G = BG, ÂG = AG, B̂M = BM , and ÂM = AM .

The following notation for polynomials is used throughout this paper: P (q−1) = p0 +
∑nP

i=1 piq
−i =

p0 + q−1P ∗(q−1). For the primary, secondary, and reverse paths, bD0 = bG0 = bM0 = 0 and aD0 = aG0 =
aM0 = 1.

Let’s consider a feedforward controller given by

N(q−1) =
Rf (q−1)

Sf (q−1)
(1)

and a feedback controller given by

K(q−1) =
Rb(q−1)

Sb(q−1)
. (2)

The control signal applied to the secondary path is given by

u(t+ 1) = u1(t+ 1)− u2(t+ 1), (3)

where u1(t) and u2(t) are, respectively, the output of the feedforward and the feedback controllers

u1(t) = N(q−1)y1(t) (4)

u2(t) = K(q−1)y2(t) = K(q−1)e(t). (5)

In the previous equation, e(t) = y2(t) is the residual acceleration measurement, which needs to be mini-
mized.

In this paper, a difference is made between narrow-band and limited- or broad-band disturbances.
Narrow-band disturbances can be generally represented by a Dirac impulse δ(t) passed through a notch
filter of the form (see also [2, Section 13.4])

Υn(q−1) =
n∏
i=1

Di(ρniq
−1)

Di(q−1)
, 0 < ρni < 1, (6)

where Di(q
−1) = 1 + aiq

−1 + q−2 and ai = −2 cos
(
2πfi
fs

)
. The roots of Di(q

−1) lie on the unit circle
(see also [4]). n is the number of narrow-band peaks and fi are their frequencies (in Hz). ρni allows to
obtain different amplitudes and bandwidths for the peaks. The roots of Di(ρniq

−1) are strictly inside the
unit circle but on the same radial lines as those of Di(q

−1).

1Earlier works (see [2]) have shown that very good model estimates can be obtained by system identification techniques using
experimental data.
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Limited- or broad-band disturbances can be represented as

xb(t) = Υb(q
−1)δ(t) =

Bb(q
−1)

Ab(q−1)
δ(t), (7)

where the denominator Ab(q−1) has well damped zeros.
The disturbances considered in this paper can be represented as2

x(t) = xn(t) + xb(t) = (Υn + Υb) δ(t) =
Bx
Ax

δ(t). (8)

This disturbance model allows to define an extension of the well-known internal model principle for
feedback control ([14]). A feedback controller can strongly attenuate a disturbance if it contains the model
of the transfer function generating the disturbance.3 This idea is used in the next section to design the
adaptive feedback control algorithm. Experimental results are shown in Section 6.

3. Youla–Kučera Parametrization of the Feedback Controller

In this section, the adaptive IIR Youla–Kučera parametrization of the feedback controller will be pre-
sented in the absence of the feedforward compensation.4 The following IIRYK parametrization of the
feedback controller is proposed

K̂(q−1) =
R̂b(q−1)

Ŝb(q−1)
=
Rb0Â

b +AGH
b
RH

b
SB̂

b

Sb0Â
b −BGHb

RH
b
SB̂

b
, (9)

where the IIR filter Q̂b(q−1) = B̂b(q−1)

Âb(q−1)
is given by

B̂b(q−1) = b̂b0 + b̂b1q
−1 + . . .+ b̂bn

Bb
q−nBb , (10)

Âb(q−1) = 1 + âb1q
−1 + . . .+ âbn

Ab
q−nAb . (11)

Rb0(q
−1), Sb0(q

−1) are the polynomials of a central feedback stabilizing controller and Hb
R(q−1), Hb

S(q−1)

are its fixed parts. Q̂b represents the IIRYK filter that needs to be computed.
The output sensitivity function is given by

Ξ̂byp(q
−1) =

AG(q−1)Ŝb(q−1)

P̂ b(q−1)
(12)

where P̂ b(q−1) defines the characteristic polynomial of the feedback loop

P̂ b = AGŜ
b +BGR̂

b = Âb(AGS
b
0 +BGR

b
0) = ÂbP b0 (13)

and P b0 denotes the characteristic polynomial of the feedback loop with the central controller.

2In some of the following equations, the parenthesis (q−1) will be dropped to save space. For time-varying transfer operators,
(t, q−1) will become (t).

3In fact an asymptotic cancellation of the disturbance is obtained.
4For an introductory presentation of the Youla–Kučera parametrization, see [2].
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3.1. Development of the IIRYK Adaptive Feedback Algorithm

The idea of using an IIRYK parametrization instead of an FIRYK parametrization came from the obser-
vation made in [2, (13.24), page 261] (see also Appendix A) that considering a poles-zeros representation
of the disturbance through the use of notch filters as described in Section 2 allows: (i) to extend the band of
disturbances which can be compensated around a central frequency and (ii) to provide an optimal attenua-
tion using IMP combined with the assignment of additional closed-loop poles to the values of the zeros of
the disturbance model. As indicated in the introduction, an attempt to use this approach has been considered
in [2, Section 13.3] leading to a mixed direct/indirect adaptive algorithm. In this section, a direct adaptive
algorithm is proposed for adjusting simultaneously the numerator and denominator of the IIRYK filter.

+

-

-
+

+

+

-

Secondary

path

Adaptation 

algorithm
Adaptive 

feedback controller

+

Figure 2: Feedback AVC with adaptive IIRYK parametrized controller.

The development of the adaptive algorithm for the feedback controller will be done in the absence of
the feedforward compensator. The equivalent block representation is shown in Fig. 2. The notation û2(t) is
used to indicate that an adaptive controller is used to compute this control signal.

The following hypotheses are considered:

H2 The disturbance x(t) contains only narrow- and limited-band signals and there exists a filterQb(q−1) =
Bb(q−1)
Ab(q−1)

of finite dimension that cancels asymptotically the effect of the disturbance x(t) (see also
Appendix A) and the characteristic polynomial of the feedback loop

P b = AGS
b +BGR

b = Ab(AGS
b
0 +BGR

b
0) = AbP b0 (14)

is a Hurwitz polynomial.
H3 The effect of the measurement noise upon the measured residual error is neglected (deterministic con-

text).

Let’s begin by considering known constant disturbances. Under hypothesis H2, the constant parame-
ters Q̂b(q−1) = B̂b(q−1)

Âb(q−1)
filter is sufficient to attenuate the disturbances. Adaptive IIRYK filtering is then

introduced to deal with unknown and time-varying disturbances Q̂b(t, q−1) = B̂b(t,q−1)

Âb(t,q−1)
(= B̂b(t)

Âb(t)
).

Under hypothesisH3, the measured output of the system is given by

y2(t) = v̂◦(t) + x(t), (15)
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where v̂◦(t) denotes the secondary path output in the presence of an adaptive controller.5

The objective is to attenuate the frequency peaks in the disturbance signal x(t) (represented by xn(t))
with a minimum influence on the broad-band characteristics. The band-stop filter (BSF) approach proposed
in [2, Section 13.4] is well suited for this as it was shown that the BSFs have a limited influence on the
output and input sensitivity functions outside of the frequency region of attenuation.

In the absence of the feedforward compensator, u1(t) = 0, the measured output of the system can
also be characterized as the disturbance passed through the output sensitivity function obtained using the
adaptive filter. Therefore the output of the system is given by

y2(t+ 1) =
AG(q−1)Ŝb(q−1)

P̂ b(q−1)
· Bx(q−1)

Ax(q−1)
δ(t+ 1) =

AG(Sb0Â
b −BGHb

RH
b
SB̂

b)

P b0Âb
· Bx
Ax

δ(t+ 1) (16)

=
Sb0Â

b −BGHb
RH

b
SB̂

b

P b0Âb
· wδ(t+ 1) =

Sb0
P b0
· wδ(t+ 1)−

B∗GH
b
RH

b
S

P b0
B̂b

Âb
· wδ(t) (17)

= w1(t+ 1)− B̂b

Âb
· wf (t), (18)

where

wδ(t+ 1) = AG(q−1)
Bx(q−1)

Ax(q−1)
· δ(t+ 1) = AGy2(t+ 1)−BGû2(t+ 1)

= ÂGy2(t+ 1)− B̂∗Gû2(t), (using hypothesisH1) (19)

w1(t+ 1) =
Sb0(q

−1)

P b0(q−1)
· wδ(t+ 1), (20)

wf (t) =
B∗G(q−1)Hb

R(q−1)Hb
S(q−1)

P b0(q−1)
· wδ(t). (21)

Let’s consider the IIR band-stop filter SBSF
PBSF

that needs to be introduced in the output sensitivity function
to provide the desired disturbance attenuation. It was shown in [2, Section 13.4] that the optimal denomina-
tor of the Youla–Kučera filter is given by PBSF = Ab and that the optimal Bb can be calculated by solving
the following Bezout equation (see [2, Eq. (13.84)])

Sb0A
b = Hb

SSBSFS
′ +BGH

b
RH

b
SB

b =⇒ Sb0 =
Hb
SSBSFS

′

Ab
+BGH

b
RH

b
S

Bb

Ab
. (22)

Replacing Sb0(q
−1) from the previous equation in (17)

y2(t+ 1) =
1

P b0

(
Hb
SSBSFS

′

Ab
+BGH

b
RH

b
S

Bb

Ab

)
· wδ(t+ 1)−

B∗GH
b
RH

b
S

P b0
B̂b

Âb
· wδ(t) (23)

= ζ(t+ 1) +
B∗GH

b
RH

b
S

P b0

(
Bb

Ab
− B̂b

Âb

)
· wδ(t). (24)

In the last equation, ζ(t + 1) tends asymptotically to zero (as it will be shown next). Attenuation is then
obtained by letting the computed Q̂b = B̂b

Âb
be equal to the ideal Qb.

5In adaptive control, the superscript ◦ is used to denote signals computed with previous values of the adapted parameters. Here,
it reflects the fact that the secondary path has an intrinsic delay of one sampling period.
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Let’s analyse ζ(t+ 1) to see that it goes to zero.

ζ(t+ 1) =
Hb
SSBSFS

′

P b0Ab
AG (Υn + Υb) · δ(t+ 1) (25)

From [2, Section 13.4], the BSFs should be chosen as the inverse model of the narrow-band disturbances
model

SBSF
PBSF

=
SBSF
Ab

= Υ−1n =
n∏
i=1

Di(q
−1)

Di(ρniq
−1)

. (26)

One obtains

ζ(t+ 1) =
Hb
SS
′

P b0

[
1 +

(
n∏
i=1

Di(q
−1)

Di(ρniq
−1)

)
Υb

]
AGδ(t+ 1) (27)

The transfer function in (27) has all its poles strictly inside the unit circle because ρni < 1, ∀ i, P b0
is designed to have asymptotically stable roots and the limited- or broad-band disturbance model Υb is
asymptotically stable. Therefore, the effect of δ(t+ 1) vanishes asymptotically which means that ζ(t+ 1)
tends asymptotically to zero.

In the context of unknown and/or time-varying disturbances, adaptation is necessary. One can consider
ε◦(t + 1) = y2(t + 1) (regulation problem, see Fig. 1) obtained with Âb(t, q−1) and B̂b(t, q−1) as the a
priori adaptation error6

ε◦(t+ 1) = ζ(t+ 1) +
B∗GH

b
RH

b
S

P b0

(
Bb

Ab
− B̂b(t)

Âb(t)

)
· wδ(t). (28)

Lemma 1. The a posteriori adaptation error is given by

ε(t+ 1) =
1

Ab

[
ΘT
b − Θ̂T

b (t+ 1)
]

Φb(t) + ζf (t+ 1), (29)

where

ΘT
b =

[
bb0, . . . , b

b
n
Bb
, ab1, . . . , a

b
n
Ab

]
, (30a)

Θ̂T
b (t) =

[
b̂b0(t), . . . , b̂

b
n
Bb

(t), âb1(t), . . . , â
b
n
Ab

(t)
]
, (30b)

ΦT
b (t) =

[
wf (t), . . . , wf (t− nBb), −ûfb (t− 1), . . . , − ûfb (t− nAb)

]
, (30c)

ζf (t) =
1

Ab
ζ(t). (30d)

bbi , a
b
i are the coefficients of the optimal Qb-filter and b̂bi , â

b
i are the coefficients of the estimated Q̂b-filter.

For a proof, see Appendix B.
Equation (29) will be used to develop the adaptation algorithms neglecting the non-commutativity of

the operators when Θ̂b is time-varying (however, an exact algorithm can be derived in such cases - see [15]).
Filtering the vector ΦT

b (t) through an asymptotically stable filter L(q−1) = BL
AL

, (29) becomes

ε(t+ 1) =
1

AbL
(ΘT

b − Θ̂T
b (t+ 1))Ψb(t) + ζf (t+ 1), (31)

Ψb(t) =L(q−1)Φb(t). (32)

6In adaptive control and estimation, the predicted output at t+1 can be computed either on the basis of the previous parameter
estimates (a priori) or on the basis of the current parameter estimates (a posteriori).
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Equation (31) has the standard form of an a posteriori adaptation error which, using the results of [2],
suggests to use for the estimation of the parameters of Q̂b(t, q−1) the following PAA:

Θ̂b(t+ 1) = Θ̂b(t) + Fb(t)Ψb(t)ε(t+ 1) (33a)

ε(t+ 1) =
ε◦(t+ 1)

1 + ΨT
b (t)Fb(t)Ψb(t)

(33b)

ε◦(t+ 1) = w1(t+ 1)− Θ̂T
b (t)Φb(t) (33c)

Fb(t+ 1) =
1

λb1(t)

Fb(t)−
Fb(t)Ψb(t)Ψ

T
b (t)Fb(t)

λb1(t)

λb2(t)
+ ΨT

b (t)Fb(t)Ψb(t)

 (33d)

1 ≥ λb1(t) > 0, 0 ≤ λb2(t) < 2, Fb(0) > 0, (33e)

where λb1(t) and λb2(t) give the possibility to obtain various profiles for the matrix adaptation gain Fb(t).

3.2. Stability analysis
As shown in [2, Theorem 4.1], under the SPR argument for guaranteeing the stability of the adaptive

algorithm, the filter L(q−1) should be chosen such that

1

Ab(z−1)L(q−1)
− λb2

2
, max

t

(
λb2(t)

)
≤ λb2 < 2 (34)

be strictly positive real. The best solution is to choose L = 1
Âb

. With this choice for the filter L, asymptotic
stability of the scheme will be assured provided that

H(z−1) =
Âb(z−1)

Ab(z−1)
− λb2

2
, max

t

(
λb2(t)

)
≤ λb2 < 2 (35)

is SPR. This condition will always be satisfied if the estimated Âb(z−1) is close to Ab(z−1). In Section 6,
the estimated Âb(t, q−1) at time t is used to adaptively filter the vector Φb(t).

3.3. Practical Aspects
It is supposed that a central feedback stabilising controller is known (Rb0, Sb0 and its fixed parts). The

central controller is in general designed just to stabilize the feedback loop using for example pole placement
(see [2, Chapter 7]). Parameters vector Θ̂b(0) and regressor vector Ψb(0) are initialized as null vectors of
appropriate sizes.

An initial diagonal adaptation gain matrix Fb(0) = igb · I is chosen with positive igb value (usually
smaller than 1).

The following procedure is applied at each sampling time for adaptive operation:

1. Get the measured output y2(t+ 1) and the applied control û2(t) to compute wδ(t+ 1) using (19).
2. Compute w1(t+ 1) and wf (t) using (20) and (21) with P b0 given in (13).
3. Compute Φb(t) and Ψb(t) using wf (t) and

ûfb (t− 1) =
B∗G(q−1)Hb

R(q−1)Hb
S(q−1)

P b0(q−1)
· ûb(t− 1). (36)

4. Estimate the parameters of the Qb-filter using the PAA (33).
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5. Compute ûb(t+ 1) using (see Fig. 2)

Âb(q−1)ûb(t+ 1) = B̂b(q−1)wδ(t+ 1). (37)

6. Compute and apply the control û2(t+ 1) (see Fig. 2)

Sb0(q
−1)û2(t+ 1) = −Rb0(q−1)y2(t+ 1)−Hb

S(q−1)Hb
R(q−1)ûb(t+ 1). (38)

For the filtering done at step 3 to obtain Ψb(t), several options can be considered:

• Run the algorithm for a certain time usingL(q−1) = 1 to get an estimate ofAb and then useL(q−1) =
Âb.

• Update L(q−1) at each sampling instant using the current estimate of Âb(q−1).

4. Youla–Kučera Parametrization of the Feedforward Controller

-

Feedforward PAA

 

-1

+

+

+

+ -
Feedforward

Figure 3: Feedforward AVC with adaptive feedforward and fixed feedback compensators.

Let’s consider the IIRYK parametrized feedforward controller described in [2, Chapter 16] that is in-
troduced on top of a constant feedback controller K(q−1) =

Rb
0

Sb
0

already present in the control loop as in
Fig. 3. From [2, Chapter 16], the feedforward compensator is parametrized as

N̂(q−1) =
R̂f (q−1)

Ŝf (q−1)
=
Rf0 Â

f −AMHf
RH

f
SB̂

f

Sf0 Â
f −BMHf

RH
f
SB̂

f
, (39)

where the Youla–Kučera parameter is given by the IIR filter Q̂f (q−1) = B̂f (q−1)

Âf (q−1)
with

B̂f = b̂f0 + b̂f1q
−1 + . . .+ b̂fn

Bf
q−nBf (40)

Âf = 1 + âf1q
−1 + . . .+ âfn

Af
q−nAf . (41)

Rf0 (q−1), Sf0 (q−1) are the polynomials and Hf
R(q−1), Hf

S(q−1) are the fixed parts of a feedforward central
(stabilizing) controller.
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In the case of time-varying parameters, one has to consider the a posteriori output of the estimated
feedforward compensator N̂(t+ 1, q−1) using the IIRYK parametrization (see also [2, Chapter 16])

û1(t+ 1) = û1(t+ 1, Θ̂f (t+ 1)) = −(Âf (t+ 1)Sf0 )∗û1(t) + Âf (t+ 1)Rf0 ŷ1(t+ 1)+

+ B̂f (t+ 1)Hf
RH

f
S · (B

∗
M û1(t)−AM ŷ1(t+ 1)) (42)

and the a priori output

û◦1(t+ 1) = û1(t+ 1, Θ̂f (t)) = −
(
Âf (t)Sf0

)∗
û1(t) + Âf (t)Rf0 ŷ1(t+ 1)

+ B̂f (t)Hf
RH

f
S (B∗M û1(t)−AM ŷ1(t+ 1)) , (43)

where

Θ̂T
f =

[
b̂f0 , . . . , b̂

f
n
Bf
, âf1 , . . . , â

f
n
Af

]
(44)

is the vector of parameters of the estimated Q̂f filter and ŷ1(t) denotes the measurement of the image of the
disturbance with positive coupling from a control signal computed using an adaptive controller.7

4.1. Development of the Algorithms

The algorithms for adaptive feedforward compensation in the presence of a feedback controller will be
developed under the hypotheses:

H4 The disturbance signal w(t) is bounded (which is equivalent to say that s(t) is bounded and W (q−1)
in Fig. 1 is asymptotically stable).

H5 There exist a central feedforward compensator N0(q
−1) (Rf0 , Sf0 ), which stabilizes the inner positive

feedback loop formed by N0 and M , and a central feedback compensator K0(q
−1) (Rb0, Sb0) that

stabilizes the closed-loop (G-K) and the characteristic polynomials (i) of the inner positive loop

P f0(q−1) = AM (q−1)Sf0 (q−1)−BM (q−1)Rf0 (q−1) (45)

(ii) of the closed-loop (G-K) P b0(q−1) and (iii) of the coupled feedforward-feedback loop

P f0b0 = AMS
f
0

(
AGS

b
0 +BGR

b
0

)
−BMRf0S

b
0AG (46)

are Hurwitz.
H6 (Perfect matching condition) There exists a value of the Qf parameters such that

G ·AM (Rf0A
f −AMHf

RH
f
SB

f )

Af (AMS
f
0 −BMR

f
0 )

= −D. (47)

H7 The effect of the measurement noise upon the measurement of the residual acceleration is neglected
(deterministic context).

7In the feedforward + feedback scheme, the notation ŷ1(t) implies that at least one of the two controllers is adaptive.
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A first step in the development of the algorithms is to establish a relation between the errors on the
estimation of the parameters of the feedforward filter and the measured residual acceleration. This is sum-
marized in the following lemma, where ν(t) denotes the a posteriori adaptation error. ν(t) can be computed
from the a priori adaptation error which is given by ν◦(t) = −e(t) (see Fig. 3).

Lemma 2. Under hypotheses H4, H5, H6, and H7, for the system described in Section 2, using an es-
timated IIR Youla–Kučera parameterized feedforward compensator with constant parameters and a fixed
feedback controller K0, one has:

ν(t+ 1) =
AMAGS

b
0

P fb0
G
[
Θf − Θ̂f

]T
Φf (t) (48)

where

ΘT
f =

[
bf0 , . . . , b

f
n
Bf
, af1 , . . . , a

f
n
Af

]
, (49)

is the vector of parameters of the optimal Qf -filter assuring perfect matching and Φf (t) is given by

ΦT
f (t) = [α(t+ 1), α(t), . . . , α(t− nBQ

+ 1),−β(t),−β(t− 1), . . . ,−β(t− nAQ
)], (50)

with

α(t+ 1) =BM û1(t+ 1)−AM ŷ1(t+ 1) = B∗M û1(t)−AM ŷ1(t+ 1) (51a)

β(t) =Sf0 û1(t)−R
f
0 ŷ1(t). (51b)

P fb0 in (48) is obtained from (46) by replacing the central feedforward controller N0(q
−1) by the

Youla–Kučera parametrized feedforward controller N(q−1) given in (39).
The proof follows the same lines as in [2, Appendix D] and is not recalled here.
Corollary: For Rb = 0 and Sb = 1 (absence of the feedback controller), the error equation for pure

feedforward compensation given in [2, Chapter 16] is obtained

ν(t+ 1) =
AM
P f

G
[
Θf − Θ̂f

]T
Φf (t) =

AM

ÂfP f0
G
[
Θf − Θ̂f

]T
Φf (t), (52)

where
P f (q−1) = AM (q−1)Sf (q−1)−BM (q−1)Rf (q−1) = Âf (q−1)P f0(q−1). (53)

Filtering the vector Φ(t) through an asymptotically stable filter L(q−1) = BL
AL

, (48) for Θ̂ = constant
becomes:

ν(t+ 1) =
AMAGS

b
0

P fb0L
G[Θf − Θ̂f ]TΨf (t) (54)

Ψf (t) = L(q−1)Φf (t). (55)

Equation (54) will be used to develop the adaptation algorithms neglecting the non-commutativity of the
operators when Θ̂f is time-varying (however, an exact algorithm can be derived in such cases - see [15]).

Replacing the fixed estimated parameters by the current estimated parameters, (54) becomes the equa-
tion of the a posteriori residual (adaptation) error ν(t+ 1) (which is computed):

ν(t+ 1, Θ̂(t+ 1)) =
AMAGS

b
0

P fb0L
G[Θf − Θ̂f (t+ 1)]TΨf (t). (56)
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(56) has the standard form for an a posteriori adaptation error ([2]), which immediately suggests to use the
following PAA:

Θ̂f (t+ 1) = Θ̂f (t) + Ff (t)Ψf (t)ν(t+ 1) (57a)

ν(t+ 1) =
ν0(t+ 1)

1 + ΨT
f (t)Ff (t)Ψf (t)

(57b)

Ff (t+ 1) =
1

λf1(t)

Ff (t)−
Ff (t)Ψf (t)ΨT

f (t)Ff (t)

λf1 (t)

λf2 (t)
+ ΨT

f (t)Ff (t)Ψf (t)

 (57c)

1 ≥ λf1(t) > 0, 0 ≤ λf2(t) < 2, Ff (0) > 0, (57d)

where λf1(t) and λf2(t) give the possibility to obtain various profiles for the matrix adaptation gain Ff (t)
(see Section 6 and [2]).

4.2. Stability analysis
As shown in [2, Theorem 4.1], the stability of the system will depend on the characteristics of the

transfer function AMAGS
b
0

P fb0L
G presented in (56). As stability requires that

H(z−1) =
AMAGS

b
0

P fb0L
G− λf2

2
, max

t

(
λf2(t)

)
≤ λf2 < 2 (58)

be strictly positive real (SPR), appropriate L filters should be chosen. Two choices for the filter L are
considered, leading to the following algorithms:
Algorithm FUPLR (filtered-U pseudo linear regression):

L = Ĝ

In this case, (58) implies that

H(z−1) =
AMAGS

b
0

P fb0
G

Ĝ
− λf2

2
(59)

has to be SPR.
Algorithm FUSBA (filtered-U stability based algorithm):

L =
ÂM ÂGS

b
0

P̂ fb0
Ĝ,

where
P̂ fb0 = AM Ŝ

f (AGS
b
0 +BGR

b
0)−BM R̂fSb0AG (60)

is an estimation of the characteristic polynomial of the coupled feedforward-feedback loop computed on
the basis of available estimates of the parameters of the filter N̂ . In this case, (58) implies that

H(z−1) =
P̂ fb0

P fb0
AMAG

ÂM ÂG

G

Ĝ
− λf2

2
=
P̂ fb0

P fb0
AMBG

ÂM B̂G
− λf2

2
(61)

has to be SPR. Provided that the estimated polynomials are close enough to the real polynomials, using the
FUSBA, the SPR condition will be satisfied (see [2, Chapter 16] for a similar analysis).
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The algorithm analysis follows the same lines as in [2, Section 15.7 and Chapter 16] and will not be
recalled here.

Remark 1: replacing Ŝf and R̂f from (39), (60) becomes

P̂ fb0 = ÂfP f0b0 − B̂fAMBMH
f
RH

f
SBGR

b
0. (62)

As opposed to Section 3, the characteristic polynomial of the closed-loop can not be simply written based
on only Âf and P f0b0 (see (13)). It can be seen in (62) that the “positive coupling” (AM , BM ) influences
the poles of the feedback control loop. A modified version of the feedforward filter’s parametrization is
proposed in Appendix C in order that the characteristic polynomial of the closed-loop be not affected by
the feedback.

Remark 2: in the absence of the positive feedback coupling (BM = 0), (62) becomes P̂ fb0 = ÂfP f0b0

which simplifies the design using the SPR stability condition.

4.3. Practical Aspects
It is supposed that a central feedforward stabilising controller is known (Rf0 (q−1), Sf0 (q−1) and its fixed

parts) and that the fixed feedback controllerK(q−1) is given. Parameters vector Θ̂f (0) and regressor vector
Ψf (0) are initialized as null vectors of appropriate sizes.

An initial diagonal adaptation gain matrix Ff (0) = igf · I is chosen with positive igf value (usually
smaller than 1).

For the FUSBA algorithm, several options for updating P̂ fb0 can be considered:

• Run Algorithm FUPLR for a certain time to get estimates of Âb, B̂b, Âf , and B̂f and compute
P̂ fb0 .

• Update P̂ fb0 at each sampling instant or from time to time using Algorithm FUSBA (after a short
initialization horizon using Algorithm FUPLR).

The following procedure is applied at each sampling time for adaptive operation:

1. Get the measured image of the disturbance ŷ1(t+1) and the applied control û1(t) to compute α(t+1)
and β(t) using (51a) and (51b).

2. Compute Φf (t) and Ψf (t) using (50) and (55).
3. Get the measured residual acceleration e(t+ 1) to compute ν◦(t+ 1) = −e(t+ 1) (see Fig. 3).
4. Estimate the parameters of the Qf -filter using the PAA (57).
5. Compute using (42) and apply the control û1(t+ 1) (see Fig. 3).

5. Adaptive Feedforward + Adaptive Feedback Youla–Kučera Control

In this section, in addition to the previous one, also the feedback controller’s parameters are updated at
each sampling instant. The combined adaptive feedforward + adaptive feedback control scheme is shown
in Figure 4. In the presence of the adaptive feedback controller K̂ from (9), (54) becomes

ν(t+ 1) =
AMAGS

b

P fbL
G
[
Θf − Θ̂f

]T
Ψf (t) =

AMBGS
b

P fbL

[
Θf − Θ̂f

]T
Ψf (t). (63)

The difference with the case of fixed feedback is that Sb0 and P fb0 are replaced by Sb and P fb. Taking into
account (63), the stability conditions requires that

H(z−1) =
AMAGS

b

P fbL
G− λf2

2
=
AMBGS

b

P fbL
− λf2

2
, max

t

(
λf2(t)

)
≤ λf2 < 2 (64)
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Figure 4: Feedforward AVC with adaptive feedback and adaptive feedforward compensators.

be SPR. Two choices for the filter L are considered, leading to the following algorithms:
Algorithm FUPLR (filtered-U pseudo linear regression):

L = Ĝ

In this case, (64) implies that

H(z−1) =
AMAGS

b

P fb
G

Ĝ
− λf2

2
(65)

has to be SPR.
Algorithm FUSBA (filtered-U stability based algorithm):

L =
ÂM ÂGŜ

b

P̂ fb
Ĝ =

ÂM B̂GŜ
b

P̂ fb
, (66)

where
P̂ fb = ÂM Ŝ

f (ÂGŜ
b + B̂GR̂

b)− B̂M R̂f ŜbÂG. (67)

The asymptotic stability of the system is assured if

H(z−1) =
AMBGS

b

ÂM B̂GŜb
· P̂

fb

P fb
− λf2

2
, max

t

(
λf2(t)

)
≤ λf2 < 2 (68)

is SPR. Provided that the estimated polynomials in (66) are close enough to the real polynomials, the SPR
condition will be satisfied. Clearly the satisfaction of this condition will depend on the closeness of the real
and estimated models (for AM , AG, and BG) and of the closeness of the P and P̂ polynomials.

Although FUPLR is straightforward to apply as only the model of the secondary path is used, it is more
difficult to satisfy the SPR condition. It is recommended to use the FUSBA algorithm instead. Neverthe-
less, for the combined adaptive feedforward - adaptive feedback, both numerator and denominator of the
feedback controller are needed for the SPR filtering.

To reduce the computational complexity, fixed feedback controller parameters are considered in the L
filter for the FUSBA algorithm. These parameters can be obtained in two ways:
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• Run algorithm FUPLR for a certain time and then use the estimates of the feedback controller param-
eters in the filter for FUSBA.

• Run the combined fixed feedforward + adaptive feedback algorithm for a certain time and then use
the obtained feedback controller parameters in the FUSBA algorithm for the feedforward part.

The first approach has been used for the experimental evaluation presented in Section 6.

6. Experimental Results

(a) Photo of the test-
banch suspended by elas-
tic cords.

(b) Photo of the test-bench used for experimental evaluation.

Figure 5: Active vibration control test-bench – photos.

The AVC system used for experimental evaluation of the proposed algorithms is shown in Fig. 5 and a
bloc diagram is given in Fig. 6(a). The system consists of 5 metallic plates (in dural of 1.8 Kg each one)
connected by springs. The AVC system is suspended in the air with elastic cords (see Fig. 5(a)). The plates
M1 and M3 are equipped with inertial actuators. The one on M1 serves as disturbance generator (inertial
actuator I in Fig. 5(b)), the one on M3 serves for disturbance compensation (inertial actuator II in Fig. 5(b)).
The system is equipped with a measure of the residual acceleration (on plate M3) and a measure of the
image of the disturbance made by an accelerometer posed on plate M1. Due to the structure of this test-
bench, an internal positive feedback coupling appears between the inertial actuator II and the disturbance
image measured on M1. This coupling can have a destabilizing effect if not taken into account ([1, 16]).
Attempting to compensate it does not always provide good results because the compensation can not be
perfect ([17, 18]). Taking into account this positive coupling becomes even more important for combined
feedforward + feedback control because of the effect of the feedback controller upon the measured image
of the disturbance.

Figure 6(a) shows a bloc diagram of the system with the feedforward and feedback controllers. The
real-time implementation (see Fig. 6(b)) uses the MATLAB c© xPC Target environment (R2009b). The PC
for program development is a Dell c© Optiplex 760. The PC target (Dell Optiplex GX270 with Pentium c© 4
at 2.86 GHz) is equipped with input-output data acquisition board, analog-to-digital and digital-to-analog
converters. A sampling frequency fs = 800 Hz is used.

A detailed presentation of this test-bench and parametric identification results are given in [2]. The
mechanical system in Fig. 5(b) has 6 resonant modes taking into account also the resonance of the elastic

17



Measurement of the image 

of the disturbance

Feedforward

compensator

Residual

acceleration

Secondary path

Power

Amplifier

M1

M2

M3

Support

Support Inertial actuator I

(Disturbance source)

Global primary path

Inertial actuator II

(Compensator)

Positive feedback coupling

(Reverse path)                  

Primary path

Feedback controller

+

-

(a) Bloc diagram of the experimental test-bench.

M1

M2

M3

Support

Support

PC Development

Matlab

Simulink

xPC Target

RT-OS

Acquisition board

Control

amplifier

Amplifier +

Antialiasing filter

Amplifier

Amplifier +

Antialiasing filter

(b) Hardware configuration.

Figure 6: Active vibration control test-bench – bloc diagram and hardware configuration.
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Figure 7: Frequency characteristics of the identified secondary and reverse path models.

cords and those from the actuator. The identified model shows 6 vibration modes below 300 Hz with
damping between 0.0042 and 0.655.8 The identified frequency characteristics of the secondary and reverse
path models can be analysed in Fig. 7. The mode at 258 with damping 0.655 is not visible on the diagram.9

Different experiments have been run to evaluate the proposed algorithms in the presence of broad-band
disturbance. In all adaptive experiments, 20 parameters are used for the feedforward Q̂f -filter (nAf = 10
and nBf = 9) and 8 for the feedback Q̂b-filter (nAb = 4 and nBb = 3). Decreasing gain adaptation
algorithms are employed for both feedforward and feedback (λ1(t) = λ2(t) = 1, ∀t ≥ 0) with initial gains
igb = 0.02 and igf = 0.01. The excitation signal s(t) sent from the xPC Target to the inertial actuator I is
a PRBS with register length N=10 and 0.15 amplitude.

Figure 8 shows the power spectral density (PSD) of the disturbance in open-loop in the absence of
the compensation (grey line). Also in Fig. 8, the PSD using the central feedforward controller (dotted
line) is compared to the adaptive feedforward alone (solid black line) and the adaptive feedback controller
alone (dashed line). The central feedforward controller is stabilizing the system but it does not introduce

8Experimental identification of the secondary path detected a supplementary 7th vibratory mode at 344 Hz. All the identified
modes have been taken into account for the design of the central controller.

9Experimental data can be downloaded from: http://tudor-bogdan.airimitoaie.name/anvc.html.
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Figure 8: Power spectral density comparison for the open-loop, central feedforward, adaptive feedback, and adaptive feedforward.

Open-loop var. Closed-loop var. Global att.
var(x(t)) var(ε◦(t)) (dB)

Feedforward central controller 0.05008 0.04933 -0.13178
Adaptive feedforward 0.04977 0.00618 -18.1194

Adaptive feedback 0.04943 0.00433 -21.1571
Adaptive feedforward + fixed feedback 0.04949 0.00344 -23.1574

Adaptive feedforward + adaptive feedback 0.04975 0.00255 -25.7965

Table 1: Experimental comparison of the algorithms.

significant attenuation (PSD almost identical to the one of the disturbance). It is interesting to note that
the attenuation of the adaptive feedback controller alone is better than that of the adaptive feedforward
controller alone. An explanation for this is that in the proposed experimental test-bench the broad-band
disturbance injected from the computer is passed through the mechanical system before reaching the resid-
ual acceleration measurement, acting as a filter that transforms the signal into a limited-band one with two
major narrow-band peaks. Although limited by the Bode integral (waterbed) effect, the adaptive feedback
controller introduces more attenuation on the two frequency peaks at 84 Hz and 116 Hz than the adaptive
feedforward controller. Nevertheless, spillover effects can be observed around 200 Hz.

The global attenuation indicated in the PSD figures is computed using the variances of an open-loop and
a closed-loop measured residual accelerations as 20 log10

(
var(e(t))
var(x(t))

)
. For each experiment, x(t) is mea-

sured in open-loop and e(t) is the residual acceleration in closed-loop with the corresponding controller. For
the feedforward adaptive IIRYK, an attenuation of −18.12 dB is obtained, while for the feedback adaptive
IIRYK controller the attenuation is of −21.16 dB. For the adaptive feedforward, the FUSBA algorithm of
Subsection 4.2 is used with Sb0 = 1 and Rb0 = 0 (absence of the feedback controller).

In Fig. 9, the results with the combined feedback + feedforward control are provided. First, adaptive
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Figure 9: Power spectral density comparison for the adaptive feedforward in the presence of fixed feedback or adaptive feedback.

feedforward is evaluated in the presence of a fixed feedback controller. The fixed feedback is the equivalent
feedback controller obtained using the parameters from the adaptive feedback test given in Fig. 8. An
attenuation of −23.16 dB is obtained. In the second experiment, using both adaptive feedforward and
adaptive feedback, −25.8 dB of attenuation are obtained. In both cases, the feedforward parametrization
in (39) is implemented with the FUSBA algorithm using an approximated P̂ fb0 = ÂfP f0b0 instead of the
exact formula given in (62) (or (60)). In the case of the fixed feedback there is almost no difference between
the phases of the two polynomials. For the adaptive feedforward + adaptive feedback, the maximum phase
difference is of 28◦ (see Fig. 10) which is sufficient to guarantee the stability of the algorithm since the
positive realness condition requires roughly that the phase difference between the exact P̂ fb0 given by (62)
and the approximated one in the filter of the regressor be less than 90◦.

Table 1 gives a summary of the obtained results. Each experiment is started in open-loop for 50 sec.
This allows to compute the variance of the residual error in open-loop and later to compute the global
attenuation for the corresponding experiment.

To demonstrate the adaptation capabilities of the proposed control scheme, the disturbance s(t) sent
from the computer changes its characteristics by the use of two different filters. The frequency responses
of these filters are shown in Fig. 11(a). Before 212 s a low-pass filter with 100 Hz cut-off frequency is
used. After 212 s, a high-pass filter with the same cut-off frequency is used instead. The frequency domain
comparison of the two disturbances (in open-loop) is given in Fig. 11(b). Experimental results are shown in
Fig. 12. In Fig. 12(a), the adaptation is stopped at 200 s and the algorithm is not capable of attenuating the
disturbance. In Fig. 12(b), the adaptation is active and the controller is capable of reducing the disturbance
even after the change at 212 s.
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7. Conclusions

Three new algorithms for AVC based on the Youla-Kučera parametrizations of the feedback and the
feedforward controllers are proposed and analysed in this paper.

A first contribution is the design of a feedback adaptive controller. This algorithm has the benefit that
no secondary accelerometer is needed to measure an upstream image of the disturbance. The use of the
Youla-Kučera parametrization allows to obtain very good attenuation results even with a small number of
adapted parameters as can be seen in the experimental evaluation. The IIRYK adaptive feedback can offer
better results and its implementation is much simpler than that of an adaptive feedforward for the case of
limited-band signals.

For systems where an upstream measurement of the residual acceleration is available, two algorithms
combining feedforward and feedback are also proposed. The paper presents first the adaptive feedforward
in the presence of a fixed feedback. Finally, it is shown that in the presence of an adaptive feedback, the
stability conditions for the feedforward part change. New stable algorithms are proposed and analysed. The
paper has shown that the proposed algorithms for adaptive feedforward + adaptive feedback allow to outper-
form the adaptive feedforward and the adaptive feedforward + fixed feedback algorithms. In addition, these
new algorithms are backed up by a complete stability analysis and take into account the strong coupling
between feedback and feedforward for guaranteeing the stability.

It is worth mentioning that the presented methods have the potential of being used in various applications
of AVC. A possible approach for a practitioner could be to try them in the order of presentation in this
article, i.e. begin with the adaptive feedback and then try the combined schemes. Selection of the good
configuration for the compensation of disturbances is problem dependent. While the combined adaptive
feedback + adaptive feedforward provides the best results, for specific types of disturbances intermediate
configurations may provide good enough performance.
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Figure 11: Filter frequency responses (a) and PSD of the disturbance sequences (b).
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Appendix A. Internal Model Principle for the Notch Filter Disturbance Model

Let’s suppose that the disturbance xn(t) is composed of a single narrow-band peak. From Section 2,
xn(t) is given by

xn(t) =
D(ρnz

−1)

D(z−1)
· δ(t), (A.1)

where α = −2 cos (2πωdTs) and ωd is the frequency of the disturbance in Hz. D(ρnz
−1) is given by:

D(ρnz
−1) = 1 + ρnαz

−1 + ρ2nz
−2, (A.2)

with 0 < ρn < 1. The roots of D(ρnz
−1) are on the same radial line as those of D(z−1) but inside of the

unit circle and therefore stable [4].
Fig. A.13 shows notch filter frequency responses obtained for different values of ρn. It is clear that the

representation (A.1) is well suited for describing narrow-band disturbances with different frequency widths
which is of interest in the context of the present paper.

Using (9) and (12), the output of the plant in the presence of the disturbance can be expressed as

y2(t) =
AGŜ

b

P̂ b
· D(ρnq

−1)

D(q−1)
e(t) =

AG

P b0
·
Sb0Â

b −BGHb
RH

b
SB̂

b

Âb
· D(ρnq

−1)

D(q−1)
· e(t). (A.3)

In order to minimize the effect of the disturbance, one should minimize the variance of y2(t). From the IMP,
as it is shown in [2, Eqs. (13.81)-(13.85)], there exists a polynomial B̂b so that D(q−1) can be included in
Ŝb = Sb0Â

b − BGHb
RH

b
SB̂

b. This assures the asymptotic cancellation of the disturbance in a deterministic
context. Choosing Âb equal to D(ρnq

−1) assures the minimization of the effect of the disturbance (see [2,
Section 3.4]).
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Figure 12: Residual acceleration for algorithm FUSBA for a time-varying disturbance signal.

Appendix B. Proof of Lemma 1

Observing that

ub(t) =
Bb(q−1)

Ab(q−1)
· wδ(t) = Bb(q−1)wδ(t)−Ab∗(q−1)ub(t− 1) (B.1)

= Bbwδ(t)−Ab∗ûb(t− 1)−Ab∗ [ub(t− 1)− ûb(t− 1)] (B.2)

and also
ûb(t) = B̂b(t, q−1) · wδ(t)− Âb∗(t, q−1)ûb(t− 1), (B.3)

(28) becomes

ε◦(t+ 1) = ζ(t+ 1) +
B∗GH

b
RH

b
S

P b0

[(
Bb − B̂b(t)

)
· wδ(t)−

(
Ab∗ − Âb∗(t)

)
ûb(t− 1)

]
−
B∗GH

b
RH

b
S

P b0

[
Ab∗ (ub(t− 1)− ûb(t− 1))

]
. (B.4)

One can also define the a posteriori error

ε(t+ 1) = ζ(t+ 1) +
B∗GH

b
RH

b
S

P b0

[(
Bb − B̂b(t+ 1)

)
· wδ(t)−

(
Ab∗ − Âb∗(t+ 1)

)
ûb(t− 1)

]
−
B∗GH

b
RH

b
S

P b0

[
Ab∗ (ub(t− 1)− ûb(t− 1))

]
. (B.5)

It is necessary to find an expression relating the difference (ub(t − 1) − ûb(t − 1)) to the a posteriori
error. Under the assumption that the ideal Youla–Kučera compensator Bb(q−1)

Ab(q−1)
completely cancels out the

disturbance x(t) (hypothesisH2), (15) becomes

y2(t) = v̂◦(t)− v(t), (B.6)
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Figure A.13: Magnitude plot frequency responses of a notch filter for various values of the parameter ρ (from [2]).

where v(t) = −x(t) is the process output with the ideal IIRYK compensator. Observing that

v̂◦(t) = −BG
AG

1

Sb0

[
Rb0y2(t) +Hb

RH
b
S ûb(t)

]
(B.7)

and
v(t) = −BG

AG

1

Sb0

[
0 +Hb

RH
b
Sub(t)

]
(B.8)

and subtracting these last two equation, one obtains

y2(t) = −BG
AG

Rb0
Sb0
· y2(t) +

B∗G
AG

Hb
RH

b
S

Sb0
(ub(t− 1)− ûb(t− 1)) (B.9)[

1 +
BG
AG

Rb0
Sb0

]
· y2(t) =

B∗GH
b
RH

b
S

AGSb0
(ub(t− 1)− ûb(t− 1)), (B.10)

y2(t) =
B∗GH

b
RH

b
S

P b0
(ub(t− 1)− ûb(t− 1)) (B.11)

We introduce also the notation

ûfb (t− 1) =
B∗G(q−1)Hb

R(q−1)Hb
S(q−1)

P b0(q−1)
· ûb(t− 1). (B.12)

Turning back to (B.5) and using (21), one obtains

ε(t + 1) = ζ(t + 1) +
[
Bb − B̂b(t+ 1)

]
wf (t) −

[
Ab∗ − Âb∗(t+ 1)

]
ûfb (t − 1) − Ab∗ε(t), (B.13)

where it has also been considered that ε(t) = y2(t) since B̂b(t, q−1) and Âb∗(t, q−1) are used.
Thus the equation for the a posteriori error becomes

ε(t+ 1) =
1

Ab

[
ΘT
b − Θ̂T

b (t+ 1)
]

Φb(t) + ζf (t+ 1), (B.14)

where Θb, Θ̂b(t+ 1), Φb(t), and ζf (t+ 1) are given in (30).
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Appendix C. Exact Feedforward Youla–Kučera Parametrization

In this appendix, a modified parametrization of the feedforward controller is proposed. As it will be
shown, the new equations have the advantage that the characteristic polynomial can be written as the product
of the IIR Youla–Kučera filter’s denominator and the characteristic polynomial computed only using the
feedforward and feedback central controllers.

Let’s consider the following form for the feedforward filter parametrization

N̂(q−1) =
R̂f (q−1)

Ŝf (q−1)
, (C.1)

with

R̂f = Rf0 Â
f −AMHf

RH
f
S(SbAG +RbBG)B̂f , (C.2)

Ŝf = Sf0 Â
f −BMHf

RH
f
SS

bAGB̂
f . (C.3)

Introducing the previous equations into (60), after some calculations, one obtains

P̂ fb0 = ÂfP f0b0 . (C.4)
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