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Abstract. We prove two new effective properties of rational functions
over infinite words which are realized by finite state Büchi transduc-
ers. Firstly, for each such function F : Σω → Γω, one can construct a
deterministic Büchi automaton A accepting a dense Π0

2-subset of Σω

such that the restriction of F to L(A) is continuous. Secondly, we give a
new proof of the decidability of the first Baire class for synchronous ω-
rational functions from which we get an extension of this result involving
the notion of Wadge classes of regular ω-languages.
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1 Introduction

Infinitary rational relations were first studied by Gire and Nivat [12, 14]. The
ω-rational functions over infinite words, whose graphs are (functional) infinitary
rational relations accepted by 2-tape Büchi automata, have been studied by
several authors [6, 1, 26, 19].

In this paper we are mainly interested in topological properties of such ω-
rational functions, and in particular in the question of the continuity. Recall
that Prieur proved that one can decide whether a given ω-rational function is
continuous [19, 20]. On the other hand, Carton, Finkel and Simonnet proved that
one cannot decide whether a given ω-rational function f has at least one point of
continuity [5]. Notice that this decision problem is actually Σ1

1 -complete, hence
highly undecidable [9]. It was also proved in [5] that one cannot decide whether
the continuity set of a given ω-rational function f (its set of continuity points) is
a regular (respectively, context-free) ω-language. Notice that the situation was
shown to be quite different in the case of synchronous functions. It was proved in
[5] that if f : Aω → Bω is an ω-rational synchronous function, then the continuity
set C(f) of f is ω-regular. Moreover, if X ⊆ Aω is a Π0

2 ω-regular language,
then X is the continuity set C(f) of some ω-rational synchronous function f
of domain Aω. Notice that these previous works on the continuity of ω-rational
functions had shown that decision problems in this area may be decidable or
not, while it is well known that most problems about regular languages accepted
by finite automata are decidable.



We establish in this paper some new effective properties of rational functions
over infinite words. We first prove that regular ω-languages accepted by Büchi
or Muller automata satisfy an effective automata-theoretic version of the Baire
property which we call here the automatic Baire property. Then we use this
result to obtain a new effective property of rational functions over infinite words
which are realized by finite state Büchi transducers: for each such function F :
Σω → Γω, one can construct a deterministic Büchi automaton A accepting a
dense Π0

2-subset of Σω such that the restriction of F to this dense set L(A) is
continuous.

The reviewer of this paper informed us that in [25, Satz 4] it was actually
proved that the Σ0

2 regular ω-languages satisfy the automatic Baire property,
although the automatic Baire property was not explicitely stated and used there.
It is then easy to infer that regular ω-languages satisfy the automatic Baire
property by considering boolean operations.

On the other hand, every ω-rational function F : Σω → Γω is a Borel function,
i.e. the inverse image by F of every Borel subset of Γω is a Borel subset of Σω.
Recall that the Borel functions F : Σω → Γω from a Cantor space to another
Cantor space can be stratified by the Baire hierarchy of the so called Baire class
ξ functions, for countable ordinals ξ [15]. However every ω-rational function
F : Σω → Γω is either of Baire class 0 (continuous), or of Baire class 1 (the
inverse image of every open subset of Γω is a Borel Σ0

2-subset of Σω) or of Baire
class 2 (the inverse image of every open subset of Γω is a Borel Σ0

3-subset of
Σω) see [3, 4]. It is then very natural to ask whether one can decide whether a
given ω-rational function is of Baire class 1. Cagnard and Simonnet proved in [3]
that one can decide whether a given synchronous ω-rational function is of Baire
class 1. Their proof used the notion of undergraph and overgraph of a function
F : Σω → Γω, when the set Γω is equipped with the lexicographic ordering. We
give here a more direct automata theoretic proof of this result. This way one
also obtains an extension of this result. We show that one can decide, for a given
synchronous ω-rational function F : Σω → Γω, whether the inverse image by F
of any basic open subset of Γω is in a given Wadge class of the Wadge-Wagner
hierarchy of regular ω-languages (where the Wadge-Wagner hierarchy of regular
ω-languages is a great refinement of the Borel hierarchy of regular ω-languages).

The first effective property of ω-rational functions proved in this paper firstly
appeared in a conference paper published in the proceedings of the 14th Interna-
tional Conference on Language and Automata Theory and Applications, LATA
2020 [10]. The present paper also contains the proof of the second effective prop-
erty including more results related to the decidability of the first Baire class
for ω-rational functions and some refinements of this question. We also give an
overview of previous studies and results about continuity of ω-rational functions,
and notions of descriptive set theory useful in this paper. We refer the reader to
some papers [25, 27, 7, 29, 17] for other previous work on Baire property of reg-
ular ω-languages. In particular, Staiger established some links between measure
theory and Baire category theory in the papers [25, 27], whereas the papers [7, 29]



connect Baire category theory with the problems of specification and verification
encountered in computer science.

The paper is organized as follows. We recall basic notions on automata and
on the Borel hierarchy in Section 2. The automatic Baire property for regular
ω-languages is proved in Section 3. We prove our first new result on ω-rational
functions in Section 4. The decidability of the first Baire class for ω-rational func-
tions and further extensions are studied in Section 5. Some concluding remarks
are given in Section 6.

2 Recall of basic notions

We assume the reader to be familiar with the theory of formal (ω)-languages
[28, 26, 18]. We recall some usual notations of formal language theory.

When Σ is a finite alphabet, a non-empty finite word over Σ is any sequence
x = a1 . . . ak, where ai ∈ Σ for i = 1, . . . , k , and k is an integer ≥ 1. The length
of x is |x| = k. The set of finite words (including the empty word ε whose length
is zero) over Σ is denoted Σ?.

The first infinite ordinal is ω. An ω-word over Σ is an ω-sequence a1 . . . an . . .,
where for all integers i ≥ 1, ai ∈ Σ. When σ is an ω-word over Σ, we write
σ = σ(1)σ(2) . . . σ(n) . . ., where for all i, σ(i) ∈ Σ, and σ[n] = σ(1)σ(2) . . . σ(n).

The usual concatenation product of two finite words u and v is denoted
u · v and sometimes just uv. This product is extended to the product of a finite
word u and an ω-word v. The infinite word u · v is then the ω-word such that:
(u·v)(k) = u(k) if k ≤ |u| , and (u·v)(k) = v(k−|u|) if k > |u|. The concatenation
product can be extended in an obvious way to the concatenation of an infinite
sequence of finite words. The concatenation of a set U of finite words with a set
V of infinite words is the set of infinite words U · V = {u.v | u ∈ U and v ∈ V }.
If u is a finite word and V is a set of infinite words then u · V = {u · v | v ∈ V }.

The prefix relation is denoted v: a finite word u is a prefix of a finite word
v (respectively, an infinite word v), denoted u v v, if and only if there exists a
finite word w (respectively, an infinite word w), such that v = u ·w. For a finite
or infinite word v we denote Pref(v) the set of prefixes of v, and for a set L of
finite or infinite words we denote Pref(L) =

⋃
v∈L Pref(v).

The set of ω-words over the alphabet Σ is denoted by Σω. An ω-language
over an alphabet Σ is a subset of Σω.

Definition 1. : A finite state machine (FSM) is a quadrupleM = (K,Σ, δ, q0),
where K is a finite set of states, Σ is a finite input alphabet, q0 ∈ K is the initial
state and δ is a mapping from K × Σ into 2K . A FSM is called deterministic
iff: δ : K × Σ → {{q} | q ∈ K}. (As usual, by a clear identification, we might
consider in that case that δ : K × Σ→ K).

A Büchi automaton (BA) is a 5-tuple A = (K,Σ, δ, q0, F ) where M =
(K,Σ, δ, q0) is a finite state machine and F ⊆ K is the set of final states.

A Muller automaton (MA) is a 5-tuple A = (K,Σ, δ, q0,F) where M =
(K,Σ, δ, q0) is a FSM and F ⊆ 2K is the collection of designated state sets.



A Büchi or Muller automaton is said to be deterministic if the associated
FSM is deterministic.

We assume the reader to be familiar with the basic theory of Büchi and Muller
automata. For a Büchi or Muller automaton A we denote L(A) the ω-language
accepted by A. An ω-language is regular iff it is accepted by a Büchi or Muller
automaton. Recall that every regular ω-language is accepted by a deterministic
Muller automaton.

A way to study the complexity of ω-languages accepted by various automata
is to study their topological complexity.

We assume the reader to be familiar with basic notions of topology which may
be found in [15, 26, 18]. If X is a finite alphabet containing at least two letters,
then the set Xω of infinite words over X may be equipped with the product
topology of the discrete topology on X. This topology is induced by a natural
metric which is called the prefix metric and is defined as follows. For u, v ∈ Xω

and u 6= v let δ(u, v) = 2−lpref(u,v) where lpref(u,v) is the first integer n such that
the u(n + 1) is different from v(n + 1). The topological space Xω is a Cantor
space. The open sets of Xω are the sets of the form W ·Xω, where W ⊆ X?. A
set L ⊆ Xω is a closed set iff its complement Xω −L is an open set. Closed sets
are characterized by the following:

Proposition 2. A set L ⊆ Xω is a closed set of Xω iff for every σ ∈ Xω,
Pref(σ) ⊆ Pref(L) implies that σ ∈ L.

Define now the next classes of the Borel hierarchy:

Definition 3. The classes Σ0
n and Π0

n of the Borel Hierarchy on the topological
space Xω are defined as follows: Σ0

1 is the class of open sets of Xω, Π0
1 is

the class of closed sets of Xω. And for any integer n ≥ 1: Σ0
n+1 is the class

of countable unions of Π0
n-subsets of Xω, and Π0

n+1 is the class of countable
intersections of Σ0

n-subsets of Xω.

It turns out that there is a characterization of Π0
2-subsets of Xω, involving the

notion of W δ which we now recall, see [26, 18].

Definition 4. For W ⊆ X?, we set: W δ = {σ ∈ Xω | ∃∞i such that σ[i] ∈W}.
(σ ∈W δ iff σ has infinitely many prefixes in W.)

Then we can state the following proposition.

Proposition 5. A subset L of Xω is a Π0
2-subset of Xω iff there exists a set

W ⊆ X? such that L = W δ.

Recall that a regular ω-language is in the class Π0
2 iff it is accepted by a

deterministic Büchi automaton.
We also recall that usual operations on regular ω-languages (as Boolean op-

erations, interior, closure or projection) are effective: one can construct the re-
spective automata from given ones.



3 The automatic Baire property

In this section we are going to prove an automatic version of the result stating
that every Borel (and even every analytic) set has the Baire property.

We firstly recall some basic definitions about meager sets, see [15]. In a topo-
logical space X , a set A ⊆ X is said to be nowhere dense if its closure Ā has
empty interior, i.e. Int(Ā)= ∅. A set A ⊆ X is said to be meager if it is the
union of countably many nowhere dense sets, or equivalently if it is included in
a countable union of closed sets with empty interiors. This means that A is mea-
ger if there exist countably many closed sets An, n ≥ 1, such that A ⊆

⋃
n≥1An

where for every integer n ≥ 1, Int(An)= ∅. A set is comeager if its complement
is meager, i.e. if it contains the intersection of countably many dense open sets.
Notice that the notion of a meager set is a notion of a small set, while the notion
of a comeager set is a notion of a big set.

Recall that a Baire space is a topological space X in which every intersec-
tion of countably many dense open sets is dense, or equivalently in which every
countable union of closed sets with empty interiors has also an empty interior.
It is well known that every Cantor space Σω is a Baire space. In the sequel we
will consider only Cantor spaces.

We now recall the notion of Baire property. For any sets A,B ⊆ Σω, we
denote by A∆B the symmetric difference of A and B, and we write A =? B if
and only if A∆B is meager.

Definition 6. A set A ⊆ Σω has the Baire property (BP) if there exists an open
set U ⊆ Σω such that A =? U .

An important result of descriptive set theory is the following result, see [15,
page 47].

Theorem 7. Every Borel set of a Cantor space has the Baire property.

We are going to prove an automatic version of the above theorem. We first
give the following definition.

Definition 8. Let L = L(A) ⊆ Σω, where A is a Büchi or Muller automaton.
The ω-language L is said to have the automatic Baire property if one can con-
struct from A some Büchi automata B and C such that L(B) ⊆ Σω is open,
L(C) ⊆ Σω is a countable union of closed sets with empty interior, i.e. a meager
Σ0

2-set, and L(A)∆L(B) ⊆ L(C).

We already know that the regular ω-languages have the Baire property since
they are Borel. We now state the following theorem which gives an automatic
version of this result.

Theorem 9. Every regular ω-language L = L(A), where A is a given Büchi or
Muller automaton, has the automatic Baire property.

In order to prove this result, we first state the following lemmas.



Lemma 10. [Staiger, see [25, Satz 4]] Every regular ω-language which is a Σ0
2-

set has the automatic Baire property.

Proof. Let L be a regular ω-language which is a Σ0
2-set. The result follows from

the fact that L∆Int(L) = L \ Int(L) is meager and regular.
�

Lemma 11. Let L ⊆ Σω be a regular ω-language which has the automatic Baire
property. Then its complement Σω \ L has also the automatic Baire property.

Proof. Assume that the regular ω-language L = L(A) has the automatic Baire
property, and that L∆O ⊆ M with O, M regular, O open and M meager and
Σ0

2. Notice first that (Σω \ L)∆(Σω \ O) = L∆O. Then we have the following
inclusion:

(Σω \ L) ∆ Int(Σω \O) ⊆M ∪ [(Σω \O) \ Int(Σω \O)]

which easily implies that (Σω \ L) has the automatic Baire property. �

Notice that this also implies, from Lemma 10, that the regular ω-languages in
the Borel class Π0

2 have the automatic Baire property.

Lemma 12. The class of regular ω-languages having the automatic Baire prop-
erty is closed under finite union and under finite intersection.

Proof. We first consider the finite union operation. Assume L∆O ⊆ M and
L′∆O′ ⊆M ′, where L,L′ regular, O,O′ open and regular, M,M ′ regular, mea-
ger, and Σ0

2. The result follows easily from the inclusion (L ∪ L′)∆(O ∪ O′) ⊆
(L∆O) ∪ (L′∆O′) ⊆M ∪M ′.

The case of the intersection of two regular ω-languages now follows from the
case of the union and the case of the complement proved in Lemma 11. �

End of Proof of Theorem 9. We now return to the general case of a regular
ω-language L(A) ⊆ Σω, where A = (K,Σ, δ, q0,F) is a deterministic Muller
automaton. Recall that F ⊆ 2K is here the collection of designated state sets.
For each state q ∈ K, we now denote by A(q) the automaton A but viewed as
a (deterministic) Büchi automaton with the single accepting state q, i.e. A(q) =
(K,Σ, δ, q0, {q}). We know that the languages L(A(q)) are Borel Π0

2-sets and
thus satisfy the automatic Baire property by Lemmas 10 and 11. Moreover we
have the following equality:

L(A) =
⋃
F∈F

[
⋂
q∈F

L(A(q)) \
⋃
q/∈F

L(A(q))]

This implies, from the previous lemmas about the preservation of the automatic
Baire property by Boolean operations, that the ω-language L has the automatic
Baire property.

�



4 An application to ω-rational functions

4.1 Infinitary rational relations

We now recall the definition of infinitary rational relations, via definition by
Büchi transducers:

Definition 13. A 2-tape Büchi automaton is a 6-tuple T = (K,Σ, Γ, ∆, q0, F ),
where K is a finite set of states, Σ and Γ are finite sets called the input and the
output alphabets, ∆ is a finite subset of K × (Σ ∪ ε)× (Γ ∪ ε)×K called the set
of transitions, q0 is the initial state, and F ⊆ K is the set of accepting states.
A computation C of the automaton T is an infinite sequence of consecutive tran-
sitions

(q0, u1, v1, q1), (q1, u2, v2, q2), . . . (qi−1, ui, vi, qi), (qi, ui+1, vi+1, qi+1), . . .

The computation is said to be successful iff there exists a final state qf ∈ F
and infinitely many integers i ≥ 0 such that qi = qf . The input word and output
word of the computation are respectively u = u1.u2.u3 . . . and v = v1.v2.v3 . . .
The input and the output words may be finite or infinite. The infinitary rational
relation R(T ) ⊆ Σω × Γω accepted by the 2-tape Büchi automaton T is the set
of pairs (u, v) ∈ Σω × Γω such that u and v are the input and the output words
of some successful computation C of T .

The 2-tape Büchi automaton T = (K,Σ, Γ, ∆, q0, F ) is said to be synchronous
if the set of transitions ∆ is a finite subset of K×Σ×Γ×K, i.e. if each transition
is labelled with a pair (a, b) ∈ Σ×Γ. An infinitary rational relation recognized by
a synchronous 2-tape Büchi automaton is in fact, via the natural identification
of Σω × Γω with (Σ× Γ)ω, an ω-language over the product alphabet Σ× Γ which
is accepted by a Büchi automaton. It is called a synchronous infinitary rational
relation. An infinitary rational relation is said to be asynchronous if it can not
be recognized by any synchronous 2-tape Büchi automaton.

Remark 14. In the above definition, we could have defined the set of transitions
∆ as a subset of K×Σ?×Γ?×K. We have chosen to define ∆ as a finite subset
of K × (Σ∪ ε)× (Γ∪ ε)×K to simplify the proofs. However this is done without
loss of generality because it is easy to see that this convention does not change
the class of infinitary rational relations.

If R(T ) ⊆ Σω × Γω is an infinitary rational relation recognized by the 2-tape
Büchi automaton T then we denote

Dom(R(T )) = {u ∈ Σω | ∃v ∈ Γω (u, v) ∈ R(T )}

and
Im(R(T )) = {v ∈ Γω | ∃u ∈ Σω(u, v) ∈ R(T )}.

It is well known that, for each infinitary rational relation R(T ) ⊆ Σω × Γω, the
sets Dom(R(T )) and Im(R(T )) are regular ω-languages and that one can con-
struct, from the Büchi transducer T , some (non-deterministic) Büchi automata
A and B accepting the ω-languages Dom(R(T )) and Im(R(T )).

Recall now the following undecidability result of Frougny and Sakarovitch.



Theorem 15 ([11]). One cannot decide whether a given infinitary rational re-
lation is synchronous.

We proved in [8] that many decision problems about infinitary rational rela-
tions are highly undecidable. In fact many of them, like the universality problem,
the equivalence problem, the inclusion problem, the cofiniteness problem, the un-
ambiguity problem, are Π1

2 -complete, hence located at the second level of the
analytical hierarchy.

4.2 Continuity of ω-rational functions

Recall that an infinitary rational relation R(T ) ⊆ Σω×Γω is said to be functional
iff it is the graph of a function, i.e. iff

[∀x ∈ Dom(R(T )) ∃!y ∈ Im(R(T )) (x, y) ∈ R(T )].

Then the functional relation R(T ) defines an ω-rational (partial) function FT :
Dom(R(T )) → Γω by: for each u ∈ Dom(R(T )), FT (u) is the unique v ∈ Γω

such that (u, v) ∈ R(T ).
An ω-rational (partial) function f : Σω → Γω is said to be synchronous if

there is a synchronous 2-tape Büchi automaton T such that f = FT .
An ω-rational (partial) function f : Σω → Γω is said to be asynchronous if

there is no synchronous 2-tape Büchi automaton T such that f = FT .
Recall the following previous decidability result.

Theorem 16 (Gire [13]). One can decide whether an infinitary rational rela-
tion recognized by a given 2-tape Büchi automaton T is a functional infinitary
rational relation.

We refer the interested reader to the proof of this theorem in [13] where a
characterization of functional infinitary rational relations is given.

It is very natural to consider the notion of continuity for ω-rational functions
defined by 2-tape Büchi automata.

We recall that a function f : Dom(f) ⊆ Σω → Γω, whose domain is Dom(f),
is said to be continuous at point x ∈ Dom(f) if :

∀n ≥ 1 ∃k ≥ 1 ∀y ∈ Dom(f) [ δ(x, y) < 2−k ⇒ δ(f(x), f(y)) < 2−n ]

The continuity set C(f) of the function f is the set of points of continuity
of f . Notice that the continuity set C(f) of a function f : Σω → Γω is always a
Borel Π0

2-subset of Σω, see [5].
The function f is said to be continuous if it is continuous at every point

x ∈ Dom(f), i. e. if C(f) = Dom(f).
Prieur proved the following decidability result.

Theorem 17 (Prieur [19, 20]). One can decide whether a given ω-rational
function is continuous.



On the other hand the following undecidability result was proved in [5].

Theorem 18 (see [5]). One cannot decide whether a given ω-rational function
f has at least one point of continuity.

The exact complexity of this undecidable problem was given in [9]. It is Σ1
1 -

complete to determine whether a given ω-rational function f has at least one
point of continuity.

We now consider the continuity set of an ω-rational function and its possible
complexity. The following undecidability result was proved in [5].

Theorem 19 (see [5]). One cannot decide whether the continuity set of a given
ω-rational function f is a regular (respectively, context-free) ω-language.

The situation is quite different in the case of synchronous functions. The
following results were proved in [5].

Theorem 20 ([5]). Let f : Aω → Bω be a rational synchronous function. The
continuity set C(f) of f is rational.

Theorem 21 ([5]). Let X be a rational Π0
2 subset of Aω. Then X is the con-

tinuity set C(f) of some rational synchronous function f of domain Aω.

We are now going to prove another effective result about ω-rational functions.
We first recall the following result of descriptive set theory, in the particular

case of Cantor spaces Σω and Γω. A Borel function f : Σω → Γω is a function for
which the inverse image of any Borel subset of Γω, or equivalently of any open
set of Γω, is a Borel subset of Σω.

Theorem 22 (see Theorem 8.38 of [15]). Let Σ and Γ be two finite alphabets
and f : Σω → Γω be a Borel function. Then there is a dense Π0

2-subset G of Σω

such that the restriction of f to G is continuous.

We now state an automatic version of this theorem.

Theorem 23. Let Σ and Γ be two finite alphabets and f : Σω → Γω be an
ω-rational function. Then one can construct, from a 2-tape Büchi automaton
accepting the graph of the function f , a deterministic Büchi automaton accepting
a dense Π0

2-subset G of Σω such that the restriction of f to G is continuous.

Proof. Let Σ and Γ be two finite alphabets and f : Σω → Γω be an
ω-rational function whose graph is accepted by a 2-tape Büchi automaton A =
(K,Σ, Γ, ∆, q0, F ).

Notice that one can also consider the 2-tape automaton A reading pairs of
finite words (v, u) ∈ Σ? × Γ?. A partial computation of the 2-tape automaton A
reading such a pair (v, u) is simply a finite sequence of consecutive transitions

(q0, a1, b1, q1), (q1, a2, b2, q2), . . . (qi−1, ai, bi, qi), (qi, ai+1, bi+1, qi+1)



such that v = a1a2 . . . ai+1 and u = b1b2 . . . bi+1. This computation ends in state
qi+1.

We assume that we have an effective enumeration of the finite words over
the alphabet Γ given by (un)n≥1, un ∈ Γ?. For q ∈ K we also denote Aq the
automaton A in which we have changed the initial state so that the initial state
of Aq is q instead of q0.

Let us now consider the basic open set of the space Γω given by Un = un ·Γω.
We first describe f−1(Un). An ω-word x ∈ Σω belongs to the set f−1(Un) iff x
can be written in the form x = v ·y for some words v ∈ Σ? and y ∈ Σω, and there
is a partial computation of the automaton A reading (v, un) for which A is in
state q after having read the initial pair (v, un) ∈ Σ?×Γ? (where the finite words
v and un might have different lengths if the automaton A is not synchronous),
and y ∈ Dom(R(Aq)). Recall that R(Aq) ⊆ Σω × Γω is an infinitary rational
relation and that Dom(R(Aq)), which will be denoted Lq, is then a regular ω-
language accepted by a deterministic Muller automaton. We also denote T (un, q)
the set of finite words v over Σ such that the automaton A may be in state q
after having read the initial pair (v, un) ∈ Σ? × Γ?. Then the following equality
holds:

f−1(Un) =
⋃
q∈K

T (un, q) · Lq

We can now apply the automatic Baire property stated in the above Theorem 9.
Then for each regular ω-language Lq, one can construct a deterministic Muller
automaton accepting an open set Oq and a deterministic Muller automaton
accepting a countable union Wq of closed sets with empty interiors, such that
for each q ∈ K,

Lq∆Oq ⊆Wq

Now we set

Vn =
⋃
q∈K

T (un, q) ·Oq and Fn =
⋃
q∈K

T (un, q) ·Wq

Notice that each set T (un, q) is countable and that for each finite word u ∈
T (un, q) it is easy to see that the set u ·Oq is open and that the set u ·Wq is a
countable union of closed sets with empty interiors. Thus it is easy to see that
Vn is open, and that Fn is a countable union of closed sets with empty interiors.
Moreover it is easy to see that Vn and Fn are regular ω-languages since each set
T (un, q) is a regular language of finite words over the alphabet Σ. Moreover it
holds that:

f−1(Un)∆Vn ⊆ Fn

This follows from: (1) for each u ∈ T (un, q) it holds that (u·Lq)∆(u·Oq) ⊆ (u·Wq)
and (2) if for all i ∈ I, where I is a countable set, Li∆Oi ⊆Mi, then we have

(
⋃
i∈I

Li)∆(
⋃
i∈I

Oi) ⊆
⋃
i∈I

Li∆Oi ⊆ (
⋃
i∈I

Mi).



We now prove that F =
⋃
n≥1 Fn is itself a regular ω-language. It holds that

F =
⋃
n≥1

Fn =
⋃
n≥1

⋃
q∈K

T (un, q) ·Wq =
⋃
q∈K

⋃
n≥1

T (un, q) ·Wq

Consider now the 2-tape automaton Bq which is like the 2-tape automaton A
but reads only pairs of finite words in Σ? × Γ? and has the state q as unique
accepting state. Let then Cq be a finite automaton which reads only finite words
over the alphabet Σ and such that L(Cq) = ProjΣ?(L(Bq)) is the projection of
the language L(Bq) on Σ?. Now it holds that:

F =
⋃
n≥1

Fn =
⋃
q∈K

⋃
n≥1

T (un, q) ·Wq =
⋃
q∈K

L(Cq) ·Wq

On the other hand, for each finite word u ∈ Σ?, the set u ·Wq is a meager Σ0
2-set,

since Wq is a meager Σ0
2-set. Thus the set

F =
⋃
q∈K

L(Cq) ·Wq

is also a countable union of closed sets with empty interiors, since K is finite
and each language L(Cq) is countable. Moreover the ω-language F is regular.

We can now set Gn = Σω \Fn and G =
⋂
n≥1Gn = Σω \

⋃
n≥1 Fn = Σω \F .

Then G is a countable intersection of dense open subsets of Σω, hence also a
dense Π0

2-subset G of Σω. Moreover we can construct a deterministic Muller
automaton and even a deterministic Büchi automaton (since G is a Π0

2-set, see
[18, page 41]) accepting G. We can now see that the restriction fG of the function
f to G is continuous. This follows from the fact that the inverse image of every
basic open set of Γω by the function fG is an open subset of G because for each
integer n ≥ 1, it holds that f−1G (Un) = f−1(Un) ∩G = Vn ∩G. �

Remark 24. The above dense Π0
2-subset G of Σω is comeager and thus Theo-

rem 23 shows that one can construct a deterministic Büchi automaton accepting
a “big” ω-rational subset of Σω on which the function f is continuous.

5 Deciding the first Baire class and more . . .

Notice that in this section we consider total functions. We first give a definition
of Baire class n functions.

Definition 25 (see [15]). Let X and Y be metrizable spaces and F : X → Y
be a function. Then F is said to be of Baire class 0 if F is continuous. The
function F is said to be of Baire class 1 if for every open subset V of Y the
inverse image of V by F is a Σ0

2-subset of X. Then for every integer n > 1 the
function F is said to be of Baire class n if it is the pointwise limit of a sequence
(Fk)k≥0 of functions of Baire class n− 1.



If we only consider functions F : Σω → Γω from a Cantor space to another
Cantor space we have another characterization of Baire class n functions which
is given by the following:

Theorem 26 (see Theorem 24.3 in [15]). Let F : Σω → Γω be a function
from a Cantor space to another Cantor space. Then, for every integer n ≥ 0, the
function F is of Baire class n if and only if for every open subset V ⊆ Γω the
inverse image of V by F is in the Borel class Σ0

n+1.

On the other hand, a Cantor space Γω has a countable basis of clopen (i.e.
closed and open) sets formed by the collection (u · Γω) for u ∈ Γ?. Therefore we
easily get the following equivalent characterization.

Corollary 27. Let F : Σω → Γω be a function from a Cantor space to another
Cantor space. Then, for every integer n ≥ 0, the function F is of Baire class n
if and only if for every u ∈ Γ? the inverse image of the clopen set (u · Γω) by F
is in the Borel class ∆0

n+1.

Notice that we also have the following interesting link between Baire class 1
functions and the notion of continuity set of a function.

Theorem 28 (Baire, see [15]). Let F : Σω → Γω be a function. If the function
F is of Baire class 1 then the continuity set C(F ) of F is a dense Π0

2-set.

If we now consider an ω-rational function F : Σω → Γω, then every basic
open set (u · Γω) of Γω is ω-regular and this implies that F−1(u · Γω) is also
ω-regular and hence ∆0

3. Then we have the following proposition.

Proposition 29 ([3, 4]). Every ω-rational function is of Baire class 2.

It is then very natural to ask whether one can decide whether a given ω-
rational function is of Baire class 1. Cagnard and Simonnet proved in [3] that
one can decide whether a given synchronous ω-rational function is of Baire class
1. Their proof used the notion of undergraph and overgraph of a function F :
Σω → Γω, when the set Γω is equipped with the lexicographic ordering.

Theorem 30 (Cagnard-Simonnet [3]). One can decide whether a given syn-
chronous ω-rational function, whose graph is accepted by a given Büchi or Muller
automaton A, is of Baire class 1.

We first give here a more direct automata theoretic proof of this result, which
do not use the notions of undergraph and overgraph of a function.

Proof. Let F : Σω → Γω be a synchronous ω-rational function whose graph G
is accepted by a given deterministic Muller automaton A = (K,Σ× Γ, δ, q0,F),
where F ⊆ 2K is here the collection of designated state sets.

As in the preceding section, for q ∈ K we also denote Aq the automaton A
in which we have changed the initial state so that the initial state of Aq is q
instead of q0.



Let then u ∈ Γ?. We are going to describe the set F−1(u · Γω). We denote

Au = {v ∈ Σ? | |v| = |u| and (v, u) · (Σω × Γω) ∩G 6= ∅}.

Then for every v ∈ Au, we denote q(v,u) the state in which the automaton A is
after the reading of the pair (v, u). The rational relation R(Aq(v,u)

) ⊆ Σω × Γω

is functional since the relation R(A) is functional. Then Dom(R(Aq(v,u)
)) ⊆ Σω

is a regular ω-language and one can construct a deterministic Muller automaton
accepting it. It is now easy to see that

F−1(u · Γω) =
⋃
v∈Au

v ·Dom(R(Aq(v,u)
))

We can now notice that F−1(u · Γω) is a ∆0
2-set iff for all v ∈ Au it holds

that Dom(R(Aq(v,u)
)) is a ∆0

2-set:

Firstly, if for every v ∈ Au it holds that Dom(R(Aq(v,u)
)) is a ∆0

2-set then

v ·Dom(R(Aq(v,u)
)) is also a ∆0

2-set and therefore by finite union F−1(u · Γω) is

a ∆0
2-set. (Notice that this includes the particular case where Au = ∅ and then

F−1(u · Γω) = ∅ is a ∆0
2-set.)

Secondly, if F−1(u·Γω) is a ∆0
2-set then for every v ∈ Au the set F−1(u·Γω)∩

v · Γω = v ·Dom(R(Aq(v,u)
)) is the intersection of a ∆0

2-set and of an open set

hence also a ∆0
2-set. Moreover “v ·Dom(R(Aq(v,u)

)) is a ∆0
2-set” easily implies

that Dom(R(Aq(v,u)
)) is a ∆0

2-set.

To conclude it suffices now to remark that the function F is of Baire class
1 iff for all states q of A which are accessible from q0 (when reading some pair
(v, u)) it holds that Dom(R(Aq)) is a ∆0

2-set. This is clearly decidable since one
can decide whether a regular ω-language is a ∆0

2-set. �

From the above proof we are now going to show that one can also easily
obtain an extension of Theorem 30 based on the notion of the Wadge hierarchy
which is a great refinement of the Borel hierarchy, firstly defined by Wadge via
reductions by continuous functions [30].

We first now recall the notion of Wadge reduction and Wadge hierarchy on
a Cantor space.

Definition 31 (Wadge [30]). Let X, Y be two finite alphabets. For L ⊆ Xω

and L′ ⊆ Y ω, L is said to be Wadge reducible to L′ (L ≤W L′) iff there exists
a continuous function f : Xω → Y ω, such that L = f−1(L′). The sets L and
L′ are Wadge equivalent iff L ≤W L′ and L′ ≤W L. This will be denoted by
L ≡W L′. And we shall say that L <W L′ iff L ≤W L′ but not L′ ≤W L.
A set L ⊆ Xω is said to be self dual iff L ≡W L−, and otherwise it is said to be
non self dual.

The relation ≤W is reflexive and transitive, and ≡W is an equivalence relation.
The equivalence classes of ≡W are called Wadge degrees. The Wadge hierarchy
WH is the class of Borel subsets of a set Xω, where X is a finite set, equipped
with ≤W and with ≡W .



For L ⊆ Xω and L′ ⊆ Y ω, if L ≤W L′ and L = f−1(L′) where f is a continuous
function from Xω into Y ω, then f is called a continuous reduction of L to L′.
Intuitively it means that L is less complicated than L′ because to check whether
x ∈ L it suffices to check whether f(x) ∈ L′ where f is a continuous function.
Hence the Wadge degree of an ω-language is a measure of its topological
complexity. The Wadge class of a set L ⊆ Xω is equal to [L] = {L′ ⊆ Y ω |
Y is a finite alphabet and L′ ≤W L}.

Recall that each Borel class Σ0
n and Π0

n is a Wadge class.
Notice that in the above definition, we consider that a subset L ⊆ Xω is

given together with the alphabet X.
There is a close relationship between Wadge reducibility and the notion of a

particular class of infinite 2-player games now called Wadge games.

Definition 32. Let L ⊆ Xω and L′ ⊆ Y ω. The Wadge game W (L,L′) is a
game with perfect information between two players, player 1 who is in charge of
L and player 2 who is in charge of L′. Player 1 first writes a letter a1 ∈ X,
then player 2 writes a letter b1 ∈ Y , then player 1 writes a letter a2 ∈ X, and
so on. The two players alternatively write letters an of X for player 1 and bn
of Y for player 2. After ω steps, the player 1 has written an ω-word a ∈ Xω

and the player 2 has written an ω-word b ∈ Y ω. The player 2 is allowed to skip,
even infinitely often, provided he really writes an ω-word in ω steps. The player
2 wins the play iff [a ∈ L↔ b ∈ L′], i.e. iff :

[(a ∈ L and b ∈ L′) or (a /∈ L and b /∈ L′ and b is infinite)].

Recall that a strategy for player 1 is a function σ : (Y ∪ {s})? → X. And a
strategy for player 2 is a function f : X+ → Y ∪ {s}. The strategy σ is a
winning stategy for player 1 iff he always wins a play when he uses the strategy
σ, i.e. when the nth letter he writes is given by an = σ(b1 · · · bn−1), where bi is
the letter written by player 2 at step i and bi = s if player 2 skips at step i.A
winning strategy for player 2 is defined in a similar manner.

Martin’s Theorem states that every Gale-Stewart game G(X) (see [15]), with
X a Borel set, is determined and this implies the following :

Theorem 33 (Wadge). Let L ⊆ Xω and L′ ⊆ Y ω be two Borel sets, where X
and Y are finite alphabets. Then the Wadge game W (L,L′) is determined: one
of the two players has a winning strategy. And L ≤W L′ iff the player 2 has a
winning strategy in the game W (L,L′).

Theorem 34 (Wadge). Up to the complement and ≡W , the class of Borel
subsets of Xω, for a finite alphabet X having at least two letters, is a well ordered
hierarchy. There is an ordinal |WH|, called the length of the hierarchy, and a
map d0W from WH onto |WH| − {0}, such that for all L,L′ ⊆ Xω:
d0WL < d0WL

′ ↔ L <W L′ and
d0WL = d0WL

′ ↔ [L ≡W L′ or L ≡W L′−].

The Wadge hierarchy of Borel sets of finite rank has length 1ε0 where 1ε0
is the limit of the ordinals αn defined by α1 = ω1 and αn+1 = ωαn

1 for n a non



negative integer, ω1 being the first non countable ordinal. Then 1ε0 is the first
fixed point of the ordinal exponentiation of base ω1.

The Wadge hierarchy of ∆0
2-sets has length ω1 and the length of the Wadge

hierarchy of boolean combinations of Π0
2-sets is equal to the ordinal ωω1 .

On the other hand, the trace of the Wadge hierarchy on the ω-regular lan-
guages is called the Wagner hierarchy. It has been completely described by Wag-
ner in [31]. Its length is the (countable) ordinal ωω. Wagner gave an automaton-
like characterization of this hierarchy, based on the notions of chain and super-
chain, together with an algorithm to compute the Wadge (Wagner) degree of
any given ω-regular language, see also [21, 23, 22, 24].

We now see that we can get a refinement of the Baire hierarchy of functions,
using the notion of the Wadge hierarchy. Recall that a function F : Σω → Γω is
of Baire class n if and only if for every u ∈ Γ? the inverse image of the clopen set
(u·Γω) by F is in the Borel class ∆0

n+1. One can refine this notion by considering,
for each Wadge class [L] ⊆ ∆0

n+1, the class C[L] of functions F : Σω → Γω such
that for every u ∈ Γ? the inverse image of the clopen set (u · Γω) by F is in the
Wadge class [L].

We can now state the following refinement of Theorem 30.

Theorem 35. For a regular ω-language L accepted by a given Büchi or Muller
automaton and a synchronous ω-rational function F , whose graph is accepted by
a given Büchi or Muller automaton, one can decide whether F belongs to the
class C[L].

Proof. Let, as in the above proof of Theorem 30, F : Σω → Γω be a synchronous
ω-rational function whose graph G is accepted by a deterministic Muller automa-
ton over the product alphabet Σ×Γ. Recall that, for u ∈ Γ?, we got the following
description of the set F−1(u · Γω).

F−1(u · Γω) =
⋃
v∈Au

v ·Dom(R(Aq(v,u)
))

We can now determine the Wadge degree of F−1(u ·Γω). We first notice that we
can determine the Wadge-Wagner degrees of every ω-language Dom(R(Aq(v,u)

))
since for every state q ∈ K we can construct a deterministic Muller automaton
Bq accepting the ω-language Dom(R(Aq)). We now consider the following cases.

Case 1. u = ε. In that case it holds that F−1(u · Γω) = F−1(Γω) = Σω.

Case 2. u 6= ε and Au = ∅. In that case F−1(u · Γω) = ∅.

Case 3. u 6= ε and F−1(u · Γω) = Σω.

Case 4. u 6= ε and there is some v0 ∈ Au such that for every v ∈ Au it holds
that Dom(R(Aq(v,u)

)) ≤W Dom(R(Aq(v0,u)
)) 6= Σω. (Notice that this implies in

particular that F−1(u · Γω) 6= Σω.)
In that case we prove that F−1(u · Γω) ≡W ·Dom(R(Aq(v0,u)

)).



Consider firstly the Wadge game W (F−1(u·Γω), Dom(R(Aq(v0,u)
)). We claim

that Player 2 has a winning strategy in this game. Player 2, following this strat-
egy, begins by skipping his turn until Player 1 has written a word v of length |u|.
Then if v /∈ Au then Player 1 is now like a player in charge of the emptyset there-
fore at the end of the play the infinite word written by Player 1 will be surely
outside her (empty) set. Thus Player 2 can write in ω steps an infinite word
which is in Σω \Dom(R(Aq(v0,u)

) so that he wins the play. And if v ∈ Au then
Player 1 is now like a player in charge of the set Dom(R(Aq(v,u)

)) and Player 2
can win the play since by hypothesis Dom(R(Aq(v,u)

)) ≤W Dom(R(Aq(v0,u)
)).

This shows that F−1(u · Γω) ≤W Dom(R(Aq(v0,u)
).

Secondly consider the Wadge game W (Dom(R(Aq(v0,u)
), F−1(u · Γω)). We

claim that Player 2 has a winning strategy in this game. Indeed Player 2 can
first write v0 in the first |u| steps of the play. Then Player 2 just follows what has
written Player 1 so that at the end of the play Player 1 has written an ω-word
x and Player 2 has written an ω-word v0 · x and Player 2 wins the play.

Finally F−1(u · Γω) ≡W Dom(R(Aq(v0,u)
)).

Case 5. u 6= ε and F−1(u · Γω) 6= Σω and there is some v0 ∈ Au such that
for every v ∈ Au it holds that Dom(R(Aq(v,u)

)) ≤W Dom(R(Aq(v0,u)
)) = Σω.

Then for every v ∈ Au it holds that Dom(R(Aq(v,u)
)) = Σω since the set Σω is

at the bottom of the Wadge hierarchy and there are no other sets below it. Thus
F−1(u·Γω) =

⋃
v∈Au

v ·Σω and Au ( {v ∈ Σ? | |v| = |u|} since F−1(u·Γω) 6= Σω.

In that case F−1(u · Γω) is a clopen set (different from the emptyset and from
the whole set Σω and just above them in the Wadge hierarchy on the space Σω)
of Wadge degree 2.

Case 6. u 6= ε and there exist v0, v
′
0 ∈ Au such that for every v ∈ Au

it holds that Dom(R(Aq(v,u)
)) ≤W Dom(R(Aq(v0,u)

)) or Dom(R(Aq(v,u)
)) ≤W

Dom(R(Aq(v′
0,u)

)). We also asssume that Dom(R(Aq(v0,u)
)) is non self-dual and

Dom(R(Aq(v0,u)
)) ≡W Dom(R(Aq(v′

0,u)
))−. (Notice that this implies in particu-

lar that F−1(u·Γω) 6= Σω since Dom(R(Aq(v0,u)
)) 6= Σω and Dom(R(Aq(v′

0,u)
)) 6=

Σω .)
In that case F−1(u · Γω) ≡W a · Dom(R(Aq(v0,u)

)) ∪ b · Dom(R(Aq(v′
0,u)

)),

where a and b are two distinct letters of Σ. Then F−1(u ·Γω) belongs to the first
self-dual degree just above the non self-dual degrees of Dom(R(Aq(v0,u)

)) and
Dom(R(Aq(v′

0,u)
)). This can be proved using Wadge games in a very similar way

as in the above case 4. Details are here left to the reader.

Notice that these cases 1−6 are exhaustive since the Wadge-Wagner hierarchy
is, up to complement and ≡W , a well ordered hierarchy.

We are now going to determine the smaller Wadge class [T] such that F
belongs to the class C[T ].

Case 1 shows that there is some u (u = ε) such that F−1(u · Γω) = Σω.
Moreover it is not possible that Case 2 occurs for all u 6= ε since there is at least
one ω-word in the range of F . It is also not possible that Case 3 occurs for all



u 6= ε because if for some u 6= ε it holds that F−1(u · Γω) = Σω then for v ∈ Γ?,
|v| = |u|, it will hold that F−1(v · Γω) = ∅.

If only Cases 1 − 3 occur it is easy to see that the function F is actually
constant (and in that case its range contains only an ultimately periodic word
since the range is a regular ω-language). Indeed if the image of F contains (at
least) two ω-words x and y then there is some integer n ≥ 1 such that x[n] 6= y[n].
Then F−1(x[n] · Γω) and F−1(y[n] · Γω) are both different from the empty set
and from the whole set Σω. Notice that we can construct a Büchi or Muller
automaton accepting the range of F and decide whether it is a singleton. If this
is the case then for u ∈ Γ?, the set F−1(u · Γω) can be either empty or equal to
Σω. And the least Wadge class above the two non self dual degrees of ∅ and of
Σω is the class of clopen sets which can be written [a ·Σω] for some letter a ∈ Σ.

If on the contrary the function F is not constant then cases 4 or 5 or 6
may appear. Then we begin by determining the Wadge-Wagner degrees of the
regular ω-languages Dom(R(Aq)), for all states q of A which are accessible from
q0 (when reading some pair (v, u)) and such that R(Aq) 6= ∅.

If all these sets Dom(R(Aq)) are equal to Σω then only case 5 may appear.
In that case we have seen that F−1(u · Γω) is a clopen set (diffferent from the
empty set and from the whole set Σω). And since cases 4 and 6 cannot appear,
then the function F belongs to the class C[a·Σω ] for any letter a ∈ Σ.

Assume now that there is a state q1 ∈ K (accessible from q0) with R(Aq1) 6= ∅
and such that for all other states q ∈ K which are accessible from q0 with
R(Aq) 6= ∅ it holds that Dom(R(Aq)) ≤W Dom(R(Aq1)) 6= Σω . Then we
can deduce from the above cases 4 − 6 that there is some u ∈ Γ? such that
F−1(u · Γω) ≡W Dom(R(Aq1). Moreover this implies that [Dom(R(Aq1)] is the
least Wadge class [T] such that F belongs to the class C[T ].

Assume now that there are some states q1 ∈ K and q2 ∈ K (accessible from
q0) with R(Aq1) 6= ∅, R(Aq2) 6= ∅ and such that for all other states q ∈ K
which are accessible from q0 with R(Aq) 6= ∅ it holds that Dom(R(Aq)) ≤W
Dom(R(Aq1)) 6= Σω or Dom(R(Aq)) ≤W Dom(R(Aq2)) 6= Σω . Moreover
we assume that Dom(R(Aq1)) and Dom(R(Aq2)) are non self-dual and that
Dom(R(Aq1)) ≡ Dom(R(Aq2))−. Then we can deduce from the above cases
4 and 6 that either there are some u1, u2 ∈ Γ? such that F−1(u1 · Γω) ≡W
Dom(R(Aq1) and F−1(u2 · Γω) ≡W Dom(R(Aq2) or there is some u ∈ Σω such
that F−1(u·Γω) ≡ a·Dom(R(Aq1))∪b·Dom(R(Aq2)), where a and b are two dis-
tinct letters of Σ. In both cases we see that [a ·Dom(R(Aq1))∪ b ·Dom(R(Aq2))]
is the least Wadge class [T ] such that F belongs to the class C[T ].

Finally we have determined the least Wadge class [T ] such that F belongs
to the class C[T ]. Moreover we have found a regular ω-language R such that
[T ] = [R]. On the other hand, we know that the Wadge-Wagner hierarchy is
effective therefore we can decide, for a given regular ω-language L, whether the
function F belongs to the class C[L]. �



6 Concluding remarks

We have proved some new effective properties, related to the points of continuity,
of ω-rational functions. We hope these properties will be useful for further studies
involving ω-rational functions. For instance an ω-automatic structure is defined
via synchronous infinitary rational relations, see [2, 16]. On the other hand, any
(synchronous) infinitary rational relation is uniformizable by a (synchronous)
ω-rational function, see [6]. Thus we can expect that our results will be useful
in particular in the study of ω-automatic structures.

We have got a new simple proof of the decidability of the Baire class 1
synchronous ω-rational functions, and showed that one can decide, for a given
synchronous ω-rational function F : Σω → Γω, whether the inverse image by F
of any basic open subset of Γω is in a given Wadge class of the Wadge-Wagner hi-
erarchy of ω-regular sets. This provides a refinement of Cagnard and Simonnet’s
result. The case of asynchronous ω-rational functions is left for further study.
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