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Abstract In this paper, we focus first on the time needed by a node to join
a Time Slotted Channel Hopping (TSCH) network, this time is called joining
time. Second, we are also interested in the network building time. Since the
data generated by a sensor node remain unavailable as long as this node has
not yet joined the wireless sensor network, these times are of prime impor-
tance for applications having strong latency requirements on data gathering.
The joining time depends on the beacon advertising policy that has been left
unspecified by the standard. The contribution of this paper is triple. First,
we propose an Enhanced Deterministic Beacon Advertising algorithm, called
EDBA, that ensures a collision-free advertising of beacons and minimizes the
average joining time. Second, we model the behavior of a joining node by a
Markov chain, validated by NS3 simulations, and compute the average join-
ing time. Third, we compare the performance of EDBA with this of MBS,
considered as the best beacon advertising algorithm in the literature.

Keywords TSCH network · beacon advertising · node joining time · network
building

1 Introduction

Wireless Sensor Networks (WSNs) [1] pave the way to a wide range of appli-
cations belonging to as various domains as environment monitoring, factory
automation, process control, precision agriculture, e-health [2], smart city, ve-
hicular communication, etc. The most frequent technologies used by the cur-
rently deployed WSNs are based on the IEEE 802.15.4 standard [3].
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1.1 Context and motivation

The Time Slotted Channel Hopping (TSCH) mode has been designed as a
part of the IEEE 802.15.4e [4] amendment to meet the requirements of la-
tency, throughput and robustness of applications belonging to industrial au-
tomation, process control and equipment monitoring. TSCH is the most used
mode among the five modes introduced in this amendment (see [5] for a survey
of this amendment). In the following of this paper, an IEEE 802.15.4e TSCH
network is denoted a TSCH network, for brevity reason.

TSCH provides time-synchronized communications (time slots) and uses
different channels in parallel with frequency hopping. Figure 1 illustrates a
schedule of transmissions on 16 frequencies using a periodic slotframe of 28
time slots. The transmissions belonging to this schedule are represented by col-
ored rectangles. Each transmission is defined by its transmitter, its receiver(s),
its channel offset depicted in the vertical axis and a slot offset in the horizontal
axis. The pair (slotoffset, channeloffset) is called cell in this paper. At each
slot change, the mapping of channel offsets to real frequencies changes. The
ASN of a slot is its Absolute Sequence Number, starting from 0. The slot off-
set can be deduced from the ASN as follows: slotoffset = ASN modulo Sn,
where Sn denotes the number of slots in the slotframe.

Fig. 1: An example of a TSCH schedule.

Since a multichannel TDMA medium access is used for data gathering,
there is no collision on data. Hence, a higher throughput is obtained. In addi-
tion, channel hopping significantly reduces the effects of multipath and inter-
ferences, improving network robustness. TSCH supports star, tree and meshed
topologies.

Unlike most of the studies on IEEE 802.15.4e networks that focus on com-
munications in an operational network, we focus on two times:

– the joining time, defined as the time needed by a node J to join an existing
TSCH network. We evaluate this time as the time needed by J to detect
a valid beacon.

– the network building time, defined as the time needed to build the network
consisting of a given number of nodes that are powered on successively. The
network building time is equal to the time at which the last node joins the
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network minus the time at which the CPAN (i.e. the network coordinator)
has been powered on.

Both times matter for industrial applications that have strong latency require-
ments on data gathering. As long as a sensor node has not joined the network,
its data remain unavailable and cannot be exploited. A node has to join the
network at least once: either when the network is built, or later if the node
arrives late or it replaces a failed one. In all cases, the joining node is unable
to join the network as long as it has not detected a valid beacon.

Network building is performed by nodes joining the network, successively
and/or in parallel. All the solutions proposed to join a TSCH network are
based on the following basic principle:

– The joining node randomly selects a frequency among those used by the
TSCH network it wants to join. It listens on this frequency until detecting
a valid beacon. A beacon is a TSCH frame that contains useful information
about synchronization, channel hopping and time slot used in the network
considered.

– Nodes having joined the network periodically advertise beacons. Initially,
only the CPAN is allowed to send beacons. The presence of the CPAN is
mandatory to initiate the creation of the network.

With TSCH, the joining node J has to face a triple problem:

1. First, the beacon advertising policy is voluntarily left unspecified by the
standard.

2. Second, the main difficulty with a TSCH network comes from the frequency
hopping and the simultaneous use of several channels. How to ensure that
any node J that wants to join the network is listening on the frequency used
by a network node advertising its beacon and located in the neighborhood
of J?

3. Third, as beacons are broadcast, they may collide. In such a case, the
collision remains undetected and the important information they carry is
lost. How to avoid collisions between nodes advertising beacons? In [6], the
authors propose a distributed algorithm where each node selects the slot to
transmit its beacon with a probability depending on the feedback provided
by its neighbors. This algorithm is proved to converge almost surely in
a finite time. In [7], the authors jointly address beacon synchronization
and duty cycling in IEEE 802.15.4 cluster tree networks, and show how to
maximize energy saving.

We propose the Enhanced Deterministic Beacon Advertising Algorithm, called
EDBA, to solve this triple problem.

This paper is organized as follows. After a brief state of the art, we present
the main principles of EDBA and illustrate its behavior with some examples
in Section 2. In Section 3, we build a model for a node joining a TSCH network
using the EDBA algorithm. We derive the average joining time as a function
of the number of nodes present in the network and the number of advertising
slots, taking into account the unreliability of wireless links. The performance of
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EDBA is compared in Section 4 with this of MBS [8], the algorithm considered
as the best one in the literature. Finally, we conclude in Section 5.

1.2 Related work

Since TSCH [9] provides low latency due to its multi-channel and time-slotted
medium access, many papers use a TSCH network for data gathering. For
example, papers published in [10–12] conclude that TSCH networks can be
used to achieve low latency event detection or data gathering with a careful
setting of TSCH scheduling parameters. Some authors propose a centralized
scheduling for scheduling data transmissions such as in [13], whereas others
favor a distributed one such as in [14], [15] and [16]. However, in these studies,
the TSCH network is assumed to be established. In this paper, we show how
to build the TSCH network in order to reduce the network joining time.

To solve the problem raised by multichannel during network building, some
authors like [17] want to reduce the time spent and the energy consumed in
this phase. They propose to dedicate a channel to beacons. Hence, a joining
node has only this channel to scan, whereas network nodes have to periodically
advertise their beacons on this channel. This is not easy to apply in a TSCH
network, where the schedule is established for channel offsets that are virtual
and not for physical frequencies that are real.

That is why in the state of the art, it is usually assumed that several
frequencies are used to advertise beacons. In the Random-based Advertisement
(RA) algorithm [18], each network node advertises its beacon in advertising
slots with a probability computed from the number of nodes advertising a
beacon. The authors show that the joining time mainly depends on the number
of channel offsets used for beacon advertisement. A reduced joining time is
obtained when only a subset of frequencies is used for beacon advertisement.
This subset should be known from the joining nodes.

In [19], the authors present two algorithms: Random Vertical (RV) and
Random Horizontal (RH), illustrated in Figures 2a and 2b. In both algorithms,
the CPAN sends its beacon in slot offset 0 and channel offset 0. In RV, the
other nodes transmit their beacon in the same slot offset but with a random
channel offset. In RH, the other nodes transmit their beacon with channel
offset 0 but in an random slot offset. The authors show that these algorithms
have similar performance.

In [8], the authors model the behavior of a joining node as a Markov chain.
They derive the joining time from this model, assuming that the number of
channels available Nc and the number of slots in the slotframe Ns are co-
prime (i.e. their greatest common divisor is 1), and for each slot offset in the
slotframe, the mapping between the channel offset and the channel frequency
is bijective. The optimal beacon schedule is formalized as an optimization
problem where the joining time is minimized under the constraint that the
sum of the distances between the advertising slots is equal to NcNs. The
authors finally propose the Model-based Beacon Scheduling algorithm (MBS),
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(a) Random Vertical. (b) Random Horizontal.

Fig. 2: Random Vertical and Random Horizontal algorithms.

where the CPAN broadcasts the optimal cells (channel offset, slot offset) for
beacon advertising. Each network node randomly selects one cell among the
optimal cells to transmit its beacon. A comparative performance evaluation
is made between MBS, RA, RV and RH. MBS is the best one, even if it is
subject to collisions when several nodes transmit their beacon in the same cell.

2 The Enhanced Deterministic Beacon Advertising algorithm

Before presenting the Enhanced Deterministic Beacon Advertising algorithm,
called EDBA, we define a generic framework to allow nodes to join a TSCH
network.

2.1 General framework

Before giving the assumptions used in this study, we recall some mathematical
results.

Two positive integers are said co-prime if and only if they have no com-
mon divisor higher than 1. Hence their least common multiple is equal to their
product.

We adopt the following assumptions:

– A0: For each slot offset in the slotframe, the channel hopping sequence is
a bijection from the set of channel offsets to the set of channel frequencies
used by the TSCH network considered. In addition, for simplicity reasons,
in all the examples taken, this bijection is the identity for slot offset 0.
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– A1: The slotframe has Ns slots.
– A2: The TSCH network uses Nc channels.
– A3: Ns and Nc are coprime and S denotes their product.
– A4: The slotframe contains Nb beacon cells.
– A5: The spacing between two successive beacon cells bi and bi+1 in S suc-

cessive slots is equal to:
ASN(bi+1)−ASN(bi) if ASN(bi+1) > ASN(bi),
ASN(bi+1) +Ns ×Nc −ASN(bi) otherwise.

Property 1 The TSCH schedule repeats in time slots and frequencies each
lcm(Nc, Ns) slots, where lcm(Nc, Ns) denotes the least common multiple of
Nc and Ns.

Let us first show why Assumption A3 is required. Let us assume that Nc

and Ns have a common divisor > 1. In this condition, any given cell (s, c) with
s ∈ [0, Ns−1] and c ∈ [0, Nc−1] is not mapped on all the Nc frequencies, even

when considering S successive slots. Since this cell appears lcm(Nc,Ns)
Ns

< Nc

times in the S slots considered, it cannot be mapped on the NC frequencies.
Hence, the justification of Assumption A3.
Example 1: With Ns = 15 and Nc = 6, only two frequencies are visited.

With the Assumptions A0 to A4, we can restrict our study to S successive
slots and prove the following properties:

Property 2 In S successive slots, each cell (s, c), with s ∈ [0, Ns − 1] and
c ∈ [0, Nc − 1], is mapped exactly once on each of the Nc frequencies.

Proof : We first observe that each cell (s, c) visits each frequency at least
once in slots of ASN = 0 to S − 1. By contradiction, we assume that a given
frequency is visited more than once by a given cell (s, c), this would mean that
there is an ASN ∈ [Ns, S− 1] that is mapped on the same frequency as (s, c).
This is impossible because of A0 and A3. Hence, the property.

Property 3 In S successive slots, there are Nb beacon cells mapped exactly
once on each of the Nc frequencies.

Proof : In S successive slots, there are Nc slotframes. Since there are Nb bea-
con cells per slotframe. We get a total of Nb×Nc beacon cells for S successive
slots. According to Property 2, each beacon cell is mapped on each frequency
used by the network. Hence, the property.

2.2 Principles of EDBA

EDBA ensures a fair distribution of the Nb beacon slots in the slotframe, as
illustrated by the different examples shown in Figure 3. The spacing between
two successive beacon slots may be Large of size L = dNs

Nb
e or Reduced of size
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(a) Ns = 7 and Nb = 3, pattern
= 2R-L.

(b) Ns = 11 and Nb = 4, pattern = 3L-R.

(c) Ns = 17 and Nb = 5, pattern = 2(L-R).

Fig. 3: Examples of beacon slot assignment.

R = bNs

Nb
c.

In Figure 3a where Ns = 7 and Nb = 3, Algorithm 1 gives the pattern
Reduced-Reduced-Large = 2R−L. Then slots 0, 2 and 3 are dedicated to bea-
cons advertising. In Figure 3b, Ns is equal to 11 and Nb equal to 4. Then, the
pattern obtained is 3L−R and slots 0, 3, 6, 9 are beacon slots. The last exam-
ple is shown in Figure 3c, where Ns = 17 and Nb = 5. Algorithm 1 provides
the pattern 2(R−L) to determine the beacon slots which are in this case : 0,
3, 7, 10, 14.

More precisely, EDBA is based on the following principles:

– Any beacon is transmitted in one of the Nb advertising cells of the slot-
frame.

– The CPAN initiates the beacon transmission in the first advertising cell
with channel offset 0 and slot offset 0.

– The Nb advertising cells are regularly spaced in the slotframe according
to Algorithm 1. The intuitive idea of this algorithm is first to compute
the number of large spacings of size L = dNs

Nb
e and the number of reduced

spacings of size R = bNs

Nb
c between two successive beacons in the slotframe,

and second to build a pattern from these two types of patterns that is
repeated in the slotframe. This is illustrated by the examples shown in
Figure 3.
– There are u = Ns modulo Nb Large spacings of size L = dNs

Nb
e;

– There are Nb − u Reduced spacings of size R = bNs

Nb
c;

– The beacon slots are assigned according to Algorithm 1. The intuitive
idea of this algorithm is first to compute the number of large spacings



8 Ines Khoufi, Pascale Minet

of size L and the number of reduced spacings of size R between two
successive beacons

– The CPAN applies an horizontal first policy. It assigns first the cell with
the smallest slot offset higher than the slot offset where the correct beacon
has been received, modulo the slotframe size. If several exist, it selects the
cell with the smallest channel offset.

– Any advertising node, that is not the CPAN, transmits its beacon in a
beacon cell computed by the CPAN during the association of the node.

– Multi-hop association ensures the uniqueness of transmitters in this beacon
cell.

Algorithm 1 Assignment of beacon slots in the slotframe.

u = Ns modulo Nb

Large = dNs
Nb
e

Reduced = bNs
Nb
c

if u ≤ Nb − u then
if u == 0 then

assign a beacon slot each Ns
Nb

slots starting from slot 0

else
build u patterns, each pattern made of bNb−u

u
c Reduced spacings followed by one

Large spacing
if Nb modulo u > 1 then

insert a Reduced spacing each b u
Nb modulo u

c patterns and this up to

(Nb modulo u)− 1 times
end if

end if
else

if u == Nb then
assign a beacon slot each dNs

Nb
e slots starting from slot 0

else
build Nb−u patterns, each pattern made of b u

Nb−u
c Large spacings followed by one

Reduced spacing
if u modulo (Nb − u) > 1 then

insert a Large spacing each b Nb−u
u modulo (Nb−u)

c patterns and this up to

(u modulo (Nb − u))− 1 times
end if

end if
end if

2.3 Properties of EDBA

We first establish the condition under which there is no beacon collision with
EDBA and then prove some properties.

Condition 1 Nb ≥ Nn−1
Nc

+ 1, where Nn denotes the maximum number of
neighbors of a node.
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Property 4 With the Condition 1, EDBA ensures the absence of collisions
between nodes advertising their beacon.

Proof : In order to enable each node to listen to the beacon sent by the
CPAN, no node other than the CPAN transmits its beacon in slot offset 0.
Hence, the total number of beacon cells available is equal to 1 + (Nb − 1)Nc.
As a consequence, the maximum number of neighbors of a node, denoted Nn

is limited to this number Nn ≤ 1 + (Nb − 1)Nc, leading to Nb ≥ Nn−1
Nc

+ 1.

Property 5 With the Condition 1, EDBA is deterministic.

Proof : deduced from Property 4.

Property 6 With the Condition 1, the maximum joining time can be computed
as a function of Ns, Nc and Nb and the number of neighboring nodes having
already joined the network.

Proof : see the computation of the joining time in the next section.

3 Markov Chain for a joining node with EDBA

3.1 Model presentation

As previously said, a node J wanting to join a TSCH network randomly selects
a frequency f among the frequencies used by the TSCH network and listens to
this frequency to hear a valid beacon. Since the schedule of a TSCH network
repeats in slot offsets and frequencies every S = Nc ×Ns slots, we consider S
successive slots denoted si, with 0 ≤ i ≤ S−1. The joining node is powered on
at a random time. As a consequence, it has a probability of 1/S to be powered
on in any given slot among the S slots considered. The state of the joining
node can be modeled by the slot offset in this period, that is ASN modulo S.
We denote such a state si, with 0 ≤ i ≤ S − 1. The behavior of a joining node
can be modeled by a discrete time Markov chain shown in Figure 4, where the
time granularity is the slot duration.

Fig. 4: The Markov model of a joining node with EDBA.

We distinguish whether the slot si is a beacon slot granted to a neighboring
node of the joining node J with a channel offset mapped on frequency f . In
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such a case, the slot, also called state, si is denoted bj and belongs to B, the
set of beacon slots assigned to a neighbor of J and mapped on frequency f .

The joining node J transits from si /∈ B to si+1 with a probability 1
corresponding to the transition to the next slot. It transits from si ∈ B to:

– the absorbing state Joined with a probability 1− Ploss, where 1− Ploss is
the probability of receiving a valid beacon sent on the listen frequency f .

– the next slot si+1 with a probability Ploss.

Unlike the Markov model designed in [8] for MBS, where the number of
beacon slots mapped on frequency f in S successive slots is always equal to
Nb, this model takes into account a number of beacon slots that is equal to
Nn the number of nodes having already joined the network that are neighbors
of J . Hence, in the Markov model, there are at least Nn beacon slots mapped
on frequency f . As a consequence, the index j in the bj state, ranges from 0
to Nn − 1.

3.2 Computation of the joining time

With this model, we are able to compute the average joining time of a node.
This time depends on Nb, Ns, Nc and Nn. Let ηi denote the number of tran-
sitions from any state si to the Joined state. Let nextb(si) denote the next
beacon state in B following si /∈ B. Let d(si, sj) denotes the distance between
slots si and sj . This distance is expressed by a number of slots. It is equal to:
sj − si if sj ≥ si
sj +Ns − si otherwise.

We get:

ηi = d(si, nextb(si)) + ηnextb(si) ifsi /∈ B
(1− Ploss) + Plossηnextb(si) otherwise

(1)

Let b0 denote the first beacon slot in the S successive slots considered and
bNn−1 the last one. Hence, we have bNn = b0. We can deduce the value of η0,
ηj and finally ηNn−1 as follows:

ηb0 = 1 +
∑Nn−1

i=0 P i
lossd(bi,bi+1)

1−PNn
loss

and more generally for 0 ≤ j ≤ Nn − 1

ηbj = 1 +
∑Nn−1

i=0 P i+Nn−j
loss d(bi,bi+1)

1−PNn
loss

+
∑Nn−j

i=1 P i
lossd(bj+i−1, bj+i).

Let TJoin denote the joining time. it is equal to the sum of the numbers
of transitions to the Joined state from each state si divided by S the total
number of states.

TJoin =

S−1∑
i=0

ηi
S

(2)
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For reliable wireless links with Ploss = 0, we obtain
ηi = 1 for any si ∈ B, leading to:

TJoin =
1

S

Nn +

Nn−1∑
j=0

d(bj , bj+1)(d(bj , bj+1)− 1)

2

 (3)

For unreliable wireless links, we get:

TJoin =
1

S

Nn +

Nn−1∑
j=0

(
d(bj , bj+1)(d(bj , bj+1)− 1)

2
+

Nn−1∑
i=0

P i+Nn−j
loss d(bi, bi+1)

))
(4)

3.3 Model validation

We assume that the joining node is joining a network consisting of 1 to 10
nodes. The CPAN is denoted node 0. The node i joins the network consisting
of nodes 0 to i − 1. This joining time is expressed as a number of slots, each
slot having a duration of 10 ms. We report here the joining time obtained for
Nc = 5, Ns = 3 and Nb = 3 to highlight the differences with the model of MBS
given in [8]. For this example, we assume the simple frequency mapping given
in Table 1. In this table slof denotes the slot offset whereas chof denotes the
channel offset. Results are given in Table 2, where a star denotes a beacon
slot. In Table 1 and Table 2, ASN modulo NsNc is denoted Am.

slof 0 1 2 0 1 2 0 1 2 0 1 2 0 1 2
Am 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

chof0 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
chof1 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0
chof2 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1
chof3 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2
chof4 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3

Table 1: Frequency mapping.

When the CPAN is the only node in the network, it sends its beacon in
slot offset 0 and channel offset 0 by design of EDBA. According to Table 1,
this cell is mapped on frequency 0 for ASN = 0 modulo NsNc. The number of
transitions to the Joined state is equal to 1 for this ASN and is computed ac-
cording to Equation 1 for the other ASNs. Hence, the third column of Table 2.
When node 1 is inserted, it sends its beacon in slot offset 1 and channel offset
0, according to EDBA. According to Table 1, this cell is mapped on frequency
0 for ASN = 10 modulo NsNc. The number of transitions to the Joined state
is equal to 1 for this ASN and is computed according to Equation 1 for the



12 Ines Khoufi, Pascale Minet

Joining node
1 2 3 4 5 6 7 8 9 10

Am

0 1* 1* 1* 1* 1* 1* 1* 1* 1* 1*
1 15 10 5 4 4 4 4 4 2 1*
2 14 9 4 3 3 3 3 3 1* 1*
3 13 8 3 2 2 2 2 2 2 2
4 12 7 2 1* 1* 1* 1* 1* 1* 1*
5 11 6 1* 1* 1* 1* 1* 1* 1* 1*
6 10 5 5 5 5 5 3 2 2 2
7 9 4 4 4 4 4 2 1* 1* 1*
8 8 3 3 3 3 3 1* 1* 1* 1*
9 7 2 2 2 2 2 2 2 2 2
10 6 1* 1* 1* 1* 1* 1* 1* 1* 1*
11 5 5 5 5 4 3 3 3 3 1*
12 4 4 4 4 3 2 2 2 2 2
13 5 3 3 3 2 1* 1* 1* 1* 1*
14 5 2 2 2 1* 1* 1* 1* 1* 1*

Table 2: Number of transitions to the Joined state.

other ASNs. We get the fourth column of Table 2, and so on.

This model has been validated by means of simulations with NS3 [20]. We
first implemented the NS3 modules needed to build a 802.15.4 network and
then the NS3 modules for a TSCH network. Each simulation result reported
in this paper is the average of 200 simulations. We compute the average, the
standard deviation and the 95% confidence interval of these simulations runs
and represent the average and the error bars in all figures showing the simula-
tions results. We compare the average joining time obtained by computation
based on the model and by simulation, when Nn neighbors of the joining node
send beacons, with 1 ≤ Nn ≤ 10. For the model, the average joining time is
obtained as the average of each column of Table 2. Figure 5 shows the average
joining time obtained with the model and the NS3 simulations for a number of
neighbors Nn ranging from 1 to 10. Simulation results corroborate the model
results. Hence, the Markov model is validated.

3.4 Main differences with MBS

We now compare the joining time obtained by EDBA and MBS, when the
number of nodes advertising their beacon ranges from 1 to 10, assuming a
one-hop network and taking the values Nc = 5, Ns = 3 and Nb = 3 adopted
in [8]. The joining times are illustrated in Figure 6. When the number of
advertising nodes is less than or equal to 2, MBS and EDBA obtain the same
joining time. With EDBA, the joining time continuously decreases when the
number of advertising nodes increases up to 10. This is not the case with MBS.
The reason is due to the collisions, since the advertising nodes randomly select
one of the two beacon cells, the third one being reserved to the CPAN. Notice
that to avoid an unbounded waiting time for the joining node in the MBS
simulations, the beacon cell of the CPAN is not shared with other nodes. As a



Title Suppressed Due to Excessive Length 13

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

1 2 3 4 5 6 7 8 9 10

J
o

in
in

g
 t

im
e

 (
s
lo

t)

Number of neighbors sending beacons

Model
Simulation

Fig. 5: Validation of the Markov model by NS3 simulations.

consequence, the joining time is upper-bounded by NsNc = 15 slots for MBS,
whereas it is much smaller for EDBA as shown in Figure 6.
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Fig. 6: Joining time obtained by EDBA and MBS.

4 Comparative performance evaluation

In this section, our goal is to evaluate the time needed to join the network and
then to build the network, as well as the number of beacons transmitted and
the number of beacons dropped due to collisions. We compare the performance
of EDBA with this of MBS [8], assuming that the nodes join the network one
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after the other. We start by considering reliable wireless links where beacons
are transmitted with a loss probability Ploss = 0. Then, we consider unreliable
wireless links where beacons are lost with probability Ploss ∈ {10%, 20%, 30%}.
The performance evaluation is conducted using the NS3 simulator. The NS3
simulator allows us to take into account the communication protocols used
in real TSCH networks. With simulation, we are also able to compare the
solutions evaluated in more detailed way. For instance, we can compute the
number of lost beacons. The topology considered is a star topology where each
node is in radio range of each other. The number of nodes range from 1 to 40.
The number of channels is the default one Nc = 16, the number of slots in
the slotframe Ns is equal to 101. All the nodes successively join the network
in the order of their identifier. Hence, when node i ∈ [2, 40] joins the network,
all the nodes with an identifier strictly less than i advertise their beacon.

4.1 Reliable wireless links

In this subsection, the wireless links are assumed to be reliable. Figures 7,
8 and 9 illustrate the joining time obtained by MBS and EDBA when the
number of beacon cells in the slotframe Nb is equal to 5, 10 or 15 respectively.
When the number of advertising nodes is low, the joining time is high for
both MBS and EDBA. This joining time decreases when both the number of
advertising nodes and the number of beacon cells in the slotframe increase.
When the number of advertising nodes is strictly less than Nb, MBS may
provide a smaller joining time than EDBA. This is explained by the design of
MBS where each advertising node randomly selects a cell among the Nb cells
in each slotframe to advertise its beacon and these cells are fairly distributed
among S successive slots, whereas EDBA uses a number of beacon cells that
is equal to the minimum between Nb and the number of advertising nodes.
However, EDBA offers a much smaller joining time than MBS, as soon as
the number of advertising nodes is higher than the number of beacon cells in
the slotframe. For instance, when the number of advertising nodes is 40, the
average value of joining time is 20.7 for EDBA and 104.3 for MBS. With MBS,
we observe an increased time needed to join the network in this case, due to
collisions. As soon as each beacon cell, except this reserved for the CPAN, is
selected by more than one node, a node that wants to join the network has to
wait for the next beacon from the CPAN. Then, the maximum joining time is
equal to Nc times the size of the slotframe.

Figure 10 shows for each joining node, the average number of beacons
transmitted since the previous node started its beacon detection, for Nb = 5,
10 and 15. In other words, the number of beacons sent between two succes-
sive node insertions. EDBA is a deterministic solution that avoids beacon’s
collision. However, many beacons may collide with MBS since this solution is
based on a random selection of the advertising cells. This explains why with
EDBA, this number remains stable: the node that wants to join the network
promptly detects a beacon. With MBS, the number of beacons tends to in-
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Fig. 7: The joining time obtained by MBS and EDBA for reliable links (Nb=5).
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Fig. 8: The joining time obtained by MBS and EDBA for reliable links
(Nb=10).

crease with the number of advertising nodes due to the increased number of
collisions.

Figure 11 shows the average number of beacons dropped for Nb = 5, 10
and 15 for both EDBA and MBS. Since EDBA is deterministic, the number
of beacons dropped is 0. However, with MBS, this number increases when the
number of advertising nodes increases. This is due to the random selection of
beacon cells that leads to collisions.
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Fig. 9: The joining time obtained by MBS and EDBA for reliable links
(Nb=15).
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Fig. 10: Average number of beacons transmitted

4.2 Unreliable wireless links

We now consider unreliable wireless links where beacons are lost with a prob-
ability Ploss ∈ {10%, 20%, 30%}. In this subsection, we perform 200 simula-
tion runs to obtain accurate results when unreliable wireless links are consid-
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Fig. 11: Average number of beacons dropped

ered. We evaluate the node joining time and the network building time when
Nb = 10.

In Figure 12, we illustrate the joining time of each node. When unreliable
wireless links are considered, the time the node waits until it detects a beacon
is very large. This is due to, first, the few number of advertising nodes, second,
beacons loss. When unreliable wireless links are considered and the number
of advertising nodes increases, the node joining time is still high with MBS,
however, with EDBA it becomes very close to the value obtained in case of
reliable wireless links.

Table 3 gives the cumulative network joining time for both solutions EDBA
and MBS in terms of slots. This cumulative joining time can also be considered
as the network building time, when nodes successively join the network. When
wireless links are reliable, we can see that with EDBA the network building
time is 36% less than the time provided by MBS.

In case of unreliable wireless links, the time needed to build the network
considerably increases for both solutions. However, EDBA still performs better
than MBS. This can be explained by the fact that with MBS beacons can be
lost not only because of unreliable wireless links but also collisions. Hence
the very large delay to build the network. However, with EDBA, we can lose
beacons when wireless links are unreliable but there is no beacon collision due
to its deterministic principle.
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EDBA MBS
Reliable Unreliable Reliable Unreliable

10% 20% 30% 10% 20% 30%

796 5916 6726 7659 1257 9208 9907 10908

Table 3: Network building time for reliable and unreliable wireless links (slots)
for Nb = 10

Figure 13 shows the network building time for both MBS and EDBA. In
this figure, we can see the time needed to insert an additional node in the
network as a function of neighboring nodes having already joined the network.
EDBA and MBS provide close results when the number of nodes is small.
However, when the number of nodes increases, EDBA performs better than
MBS.

5 Conclusion

The optimization of the time needed by a node to join a TSCH (Time Slotted
Channel Hopping) network led us to specify the advertising beacon policy. We
proposed the EDBA (Enhanced Deterministic Beacon Advertisinq) algorithm.
This algorithm ensures that each node advertises its beacon without collision.
The beacon cells are fairly distributed in the slotframe. The behavior of a
joining node has been modeled by a Markov chain from which the average
joining time is computed, taking into account the reliability of wireless links.
An intensive performance evaluation based on NS3 simulations allows us to
validate this model and conclude on the very good performance of EDBA,
even when compared with MBS, considered as the best advertising algorithm
in the literature.
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