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Abstract. The recent advent of modern technology has generated a large number of datasets which can be frequently modeled as functional data. This paper focuses on the problem of multiclass classification for stochastic diffusion paths. In this context we establish a closed formula for the optimal Bayes rule. We provide new statistical procedures which are built either on the plug-in principle or on the empirical risk minimization principle. We show the consistency of these procedures under mild conditions. We apply our methodologies to the parametric case and illustrate their accuracy with a simulation study through examples.
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1. Introduction

In the multiclass classification framework, it is assumed that we have at our disposal a learning sample of observations that consists of $N$ independent realizations of $(X,Y)$ with the feature $X \in \mathcal{X}$ and the label $Y \in \{1, \ldots, K\}$ constructed on some probability space $(\Omega, \mathcal{F}, P)$. For a new observation $X$, the goal is to predict the associated unobserved label $Y$. This is done through a classifier $g : \mathcal{X} \to \{1, \ldots, K\}$. The misclassification risk of $g$ is $P(g(X) \neq Y)$. The accuracy of the classifier is then evaluated by comparison with the Bayes classifier $g^*$.

Within this context, the present work focuses on the case where the feature $X = (X_t)_{t \in [0,T]}$ is a diffusion process solution of some stochastic differential equation (s.d.e.) with an unknown drift function depending on the label $Y$. This kind of functional random data is widely used to model the behavior of an agent that produces real valued stochastic data features along time. Such type of random data are used in many domains such as medical sciences (see e.g. Donnet & Samson, 2013), physics (see e.g. Parisi & Sourlas, 1992), financial mathematics (see e.g. El Karoui et al., 1997).

We propose statistical classification strategies based on the learning sample and relying on the diffusion model assumption. Naturally, our classification procedures involve drift coefficient estimators. One specificity of the paper is that diffusions are sampled at high frequency (time step $\Delta$) over a fixed time interval $[0,T]$.

1.1. Motivation and state of the art. The classification problem for diffusion sample paths may be regarded as a particular case of functional data analysis problems. Many methods have been developed to solve such problems in general (see e.g. Ramsay & Silverman, 2007, Wang et al., 2015). Among all these methodologies, we may mention $k$-nearest neighbors in Hilbert spaces (see Biau et al., 2005, 2010) that could be applied to our classification problem. There is also some recent developments for related problems such as functional random forests (Gregorutti et al., 2015), functional principal component
analysis, kernel estimators, just to mention a few of them. Recent works on depth classification for functional data \cite{lopezpintado2006, cuevas2007, lange2014, kuelbs2016} propose various elegant computational solutions. These methods have the strong robustness of not specifying any model on the data, which makes them very interesting for practitioners. However, the counterpart is that the convergence may be difficult to obtain.

Let us now talk about specific methods for our classification problem of diffusion sample paths. Not too far from our problem, we mention Baïllo \textit{et al.} \cite{baillot2011} that studies supervised classification for a family of Gaussian processes and Delattre \textit{et al.} \cite{delattre2015b} that uses mixed stochastic differential equations in order to solve a data clustering issue. Closer to our problem Denis \cite{denis2014} investigates multiclass classification for Cox-Ingersoll-Ross processes.

To the best of our knowledge, the main theoretical contribution for the classification problem of general diffusion sample paths discriminated by the drift function is Cadre \cite{cadre2013}. The obtained results focus on binary classification for continuous observations and rely on the empirical risk minimization strategy. The author provides a consistent empirical classification rule. However, the resulting procedure cannot be implemented in practical situations.

Note that, by itself, the interesting question of providing an estimation of the drift coefficient from the observation of a single trajectory has been thoroughly studied. In the frequentist framework, one can cite for example Bibby \& Sørensen \cite{bibby1995} and Kessler \textit{et al.} \cite{kessler1999} for martingale estimation functions, Gobet \textit{et al.} \cite{gobet2004} in the low frequency context. In the case of continuous ergodic diffusions, the LAN properties are treated in Yoshida \cite{yoshida1992}; Gobet \cite{gobet2002}. Nonparametric estimators are proposed for example in Hoffmann \cite{hoffmann1999}; Comte \textit{et al.} \cite{comte2007}.

This work takes place in the high-frequency observation framework. The sampling interval $\Delta$ between successive observations is assumed to tend to zero as the number of observations $n$ tends to infinity. The length of the observation time interval $T = n\Delta$ is supposed to be fixed and we do not assume any stationary property for the underlying process. In this context it is well-known that a consistent estimation of the drift from a single trajectory is impossible. However, in our framework we take advantage of the repeated observations of the learning sample to derive consistent estimators of the drift.

1.2. Main contribution. We provide a closed formula for the optimal Bayes classifier which yields an explicit representation for the excess risk of a general classifier. Thus, the relation between the conditional probabilities $P(Y = k|X)$ and the vector $b$ of unknown drift functions is fully explicit. Our strategy relies on the plug-in principle \cite{audibert2007}. Based on an estimator $\hat{b}$ of $b$, we consider an estimator of the conditional probabilities. Then, for each estimator $\hat{b}$, we consider the empirical classifier $\hat{g} := g_{\hat{b}}$ defined as the maximizer of the estimated conditional probabilities. The major part of the paper is then devoted to show that plug-in classification procedures derived from drift coefficient estimators are indeed consistent. In particular we first exhibit a sufficient condition on the estimator $\hat{b}$ which ensures the consistency of the resulting procedure. Secondly, we construct an estimator based on the minimization of the empirical risk over the learning sample. We show the consistency of this new procedure. Under mild assumptions, we show that the rate of convergence is comparable to the one obtained in Cadre \cite{cadre2013} but in the multiclass context with discrete observations.

A substantial part of the paper is devoted to the study of the parametric case. We study minimum contrast estimators of the parameters that rule the drift and show their consistency and asymptotic normality. The resulting plug-in classification procedure is then shown to be consistent. Furthermore, we propose to use a convex version of the empirical risk minimizer which involves convex surrogates of the misclassification risks \cite{zhang2004, bartlett2006}. We present here two new easily implementable classifiers and prove their consistency.

In comparison to Cadre \cite{cadre2013}, the present work brings three main extensions. The first one is the generalization of the binary missclassification problem for diffusion paths to the corresponding multiclass classification problem. The second one is the discrete setting of our framework. Closer
to reality, we assume that the data collected are recorded at discrete times. This introduces an additional error term due to the time step and we give the order of this additional error in the rates of convergence. Thirdly, in the parametric setting, we exhibit procedures that are easily implementable. We present convincing numerical results on some classical examples.

1.3. Plan of the Paper. In Section 2 we start with the presentation of our general framework and settle the model. Section 3 is devoted to the construction of discrete observations classifiers. We introduce the two classes of classification procedures studied in the sequel, namely the ones that are based on a consistent estimation of the drift and those that rely on the minimization of the empirical risk. General abstract convergence results are then derived for these procedures. In Section 4 the drift of the underlying diffusion is taken out of a regular parametric family. First, we construct a consistent and asymptotic normal minimum contrast estimator. Secondly, we propose a first procedure referred as the constrained method and a second one based on a one versus all strategy. Finally, we investigate the performances of our predictors in a simulation study presented in Section 5. The results obtained in the paper together with opened issues and future perspectives are discussed in Section 6, whereas the proofs are relegated to Section 7.

2. General framework

2.1. Model and assumptions. Let $T > 0$ be a fixed time horizon. Let $(X, Y)$ the generic data-structure taking its values in $\mathcal{X}_T \times \mathcal{Y}$, with $\mathcal{X}_T := (C([0,T]), \mathcal{C})$ the set of real valued continuous functions with its corresponding $\sigma$-algebra endowed by the uniform topology, $\mathcal{Y} = \{1, \ldots, K\}$, with $K \geq 2$. Assume we are given a vector of $K$ unknown Borel real functions $b^* = (b_1^*, \ldots, b_K^*) \in \mathcal{B}$ (with $\mathcal{B}$ a set of functions), a known Borel real function $\sigma$ and a starting point $x_0 \in \mathbb{R}$. The process $X = (X_t)_{t \in [0,T]}$ is assumed to come from the following diffusion model

$$
\begin{align*}
X_0 &= x_0 \\
\frac{dX_t}{X_t} &= b^*_i(X_t) dt + \sigma(X_t) dW_t,
\end{align*}
$$

(2.1)

where $(W_t)_{t \geq 0}$ denotes a standard Brownian motion on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and such that the label $Y$ is independent of $(W_t)_{t \geq 0}$ with known distribution under $\mathbb{P}$ given by $(p_i)_{i \in \mathcal{Y}}$. In the sequel, $(\mathcal{F}_t^X)_{t \geq 0} := \{\sigma(X_s : s \leq t) : t \geq 0\}$ denotes the natural filtration of the process $X$. Note that the process $X$ is then a mixture of Brownian motions. We make the following assumptions.

Assumption 2.1 (Ellipticity and regularity). There exist strictly positive constants $\sigma_0, \sigma_1$ such that

$$
0 < \sigma_0 \leq \sigma(x) \leq \sigma_1, \quad \forall x \in \mathbb{R}.
$$

There exists a positive constant $L_0$ such that for each $b = (b_1, \ldots, b_K) \in \mathcal{B}$

$$
\sup_{i \in \mathcal{Y}} |b_i(x) - b_i(y)| + |\sigma(x) - \sigma(y)| \leq L_0|x - y|, \quad \forall (x, y) \in \mathbb{R}^2.
$$

Assumption 2.1 ensures the existence and uniqueness of a strong solution for Equation (2.1) and that $\mathbb{E}[\sup_{t \in [0,T]} |X_t|^q] < \infty$ for any integer $q \geq 1$. Furthermore, it implies that

$$
\sup_{i \in \mathcal{Y}} |b_i(x)| \leq C_0(1 + |x|).
$$

(2.2)

Finally, $b^*$ satisfies the following condition.

Assumption 2.2 (Novikov condition).

$$
\mathbb{E} \left[ \exp \left( \frac{1}{2} \int_0^T \frac{b_i^2(X_s)}{\sigma^2} ds \right) \right] < +\infty, \quad i \in \mathcal{Y}.
$$

Here Novikov’s condition (Assumption 2.2) is sufficient to apply Girsanov’s theorem (see e.g. Revuz & Yor 2013 Chapter VIII), which is the key ingredient for the proof of Proposition 2.3.
2.2. Online classification rule. Let $0 \leq t \leq T$. An online classifier at time $t$ is a measurable function $g_t$ mapping $X_t$ onto $\mathcal{Y}$. The set of online classifiers at time $t$ is denoted by $\mathcal{G}_t$. The performance of an online classifier $g_t$ is assessed through the misclassification risk associated to $g_t$ and defined by

$$R(g_t) = \mathbb{P}(g_t(X) \neq Y).$$

The minimizer of $R$ over $\mathcal{G}_t$ is called the Bayes classifier and is denoted by $g_t^\ast$. The classifier $g_t^\ast$ is characterized by

$$g_t^\ast \in \text{argmax}_{i \in \mathcal{Y}} \pi_t(i), \quad \pi_t(i) := \mathbb{P}(Y = i | \mathcal{F}_t^X).$$

The following proposition gives an explicit expression of the online Bayes classifier. This result is similar to the one obtained in Cadre [2013] in the context of binary classification.

**Proposition 2.3.** For all $t \in (0, T)$ and each $i \in \mathcal{Y}$ we define

$$F_t^i := \int_0^t \frac{b_t^i(X_s)dX_s}{\sigma^2} - \frac{1}{2} \int_0^t \frac{(b_t^i)^2}{\sigma^2}(X_s)ds.$$  

The sequence of conditional probabilities satisfies

$$\pi_t^i(i) = \mathbb{P}(Y = i | \mathcal{F}_t^X) = \varphi_t(F_t^i) \quad \mathbb{P} - a.s$$

where $F_t = (F_t^1, \ldots, F_t^K)$, and $\varphi_t : (x_1, \ldots, x_K) \mapsto \frac{p_t e^{x_i}}{\sum_{j=1}^K p_t e^{x_j}}$ are the softmax functions.

The Bayes classifier $g_t^\ast$ is the best possible online classifier at time $t$. Unfortunately, the functions $b_t^i$ are unknown and thus it is unreachable. Proposition 2.3 is a key result and is the main ingredient of all the classification procedures presented in this paper. Indeed, this result highlights the dependencies of the optimal Bayes classifier on the unknown functions $b_t^i$. Therefore, we naturally focus on classification procedures $\tilde{g}_t$ based on estimators of the functions $b_t^i$ and provide a control of the excess risk $R(\tilde{g}_t) - R(g_t^\ast)$. The following proposition characterizes the excess risk of an arbitrary online classifier $g_t \in \mathcal{G}_t$.

**Proposition 2.4.** The online Bayes classifier $g_t^\ast$ defined by (2.3) satisfies, for any online classifier $g_t$,

$$R(g_t) - R(g_t^\ast) = \mathbb{E} \left[ \sum_{i=1}^K \sum_{k \neq i} |\pi_t^i(i) - \pi_t^i(k)| \mathbb{I}_{\{g_t(X)=k\}} \mathbb{I}_{\{g_t^\ast(X)=i\}} \right].$$

In the sequel, we only consider online classifier at final time $T$ and then remove the notation dependency on parameter $T$. Nevertheless, the study of the time dynamics of $R(g_t^\ast)$ is an important feature to address in a future work and is beyond the scope of this paper.

3. Classification procedure

Let $(X_t)_{t \in [0,T]}$ be the solution of (2.1). We assume that the observation consists of a single discretized sample path $\bar{X}(\omega) := (X_{k\Delta}(\omega))_{k \in \{0, \ldots, n\}}$ with $T = n\Delta$. Through the paper, the asymptotic is chosen to be

$$\Delta \to 0, \quad (n \to +\infty).$$

It is important to note that this asymptotic framework is not classical for the estimation of the drift functions. Usually, the classical asymptotic framework in the estimation of the drift function for solutions of stochastic differential equations is $T \to +\infty$ and ergodicity properties of the diffusion are used in force to handle this problem. In the context of supervised learning, it is possible to assume that the horizon $T$ is fixed because we have at hand a learning sample of independent copies of $(X,Y)$. In Section 3.1, we describe the set of classifiers of interest which are based on the discrete time observations $(X_{k\Delta})_{k \in \{0, \ldots, n\}}$. In particular, we provide a control of the excess risk of these classifiers. Section 3.2 is devoted to the presentation of general estimation procedures with several theoretical results.
3.1. **Discrete observations classifiers.** Let us define the set of discrete observations classifiers which are based on the discrete time observations of $X$. For a trajectory $X$ (driven by drift $b^* \in \mathcal{B}$), any $b \in \mathcal{B}$, we define for $i \in \mathcal{Y}$ the discrete version of $F$ based on $(X_{k \Delta})_{k \in \{0, \ldots, n\}}$ and $b$:

$$F^i_b := \sum_{k=0}^{n-1} \left( \frac{b^i_k}{\sigma^2}(X_{k \Delta})(X_{(k+1)\Delta} - X_{k \Delta}) - \frac{\Delta}{2} \frac{b^i_k^2}{\sigma^2}(X_{k \Delta}) \right), \quad F_b := (F^1_b, \ldots, F^K_b). \tag{3.1}$$

Then we set $\pi_b(i) := \varphi_i(F_b)$, $i = 1, \ldots, K$. The corresponding continuous analogs of $F_b$ (resp. $\pi_b$) is denoted by $F^*_b$ (resp. $\pi^*_b$) (so that with these notations $F_T = F^*_T$ and $\pi^*_T = \pi^*$). Finally, for any function $b \in \mathcal{B}$, we define the discrete observations classifier $\overline{\pi}_b$ by

$$\overline{\pi}_b(X) := \arg\max_{i \in \mathcal{Y}} \pi_b(i). \tag{3.2}$$

Hereafter, we state a proposition which gives a bound for the excess risk of some discrete observations classifier $\overline{\pi}_b$, and highlights the link with the discrete observations and a suitable distance between $b$ and $b^*$. We introduce the norm $\|\cdot\|_T$ defined for a real valued function $f$ and a process $X$ from model (2.1):

$$\|f\|_T^2 := \sup_{t \in [0, T]} \mathbb{E}[|f(X_t)|^2].$$

Moreover, for a function $b \in \mathcal{B}$, we define the $\|\cdot\|_T$ as $\|b\|_T = \max_{i \in \mathcal{Y}} \|b_i\|_T$.

**Proposition 3.1.** Let $b \in \mathcal{B}$. The discrete observations classifier $\overline{\pi}_b$ satisfies

$$R(\overline{\pi}_b) - R(g^*) \leq C \left( \sqrt{\Delta} + \|b - b^*\|_T \right)$$

where $C$ is a positive constant which depends on $T$, $K$, and on the constants in the Assumptions 2.1, 2.2.

3.2. **Classification procedures.** It is always possible to assert the existence of a probability $\hat{P}$ supporting an infinite sequence of independent copies of $(X, Y)$ (with its corresponding expectation $\mathbb{E}$).

Assume we have at our disposal a learning sample of size $N$ denoted by $D_N = (\overline{X}^{(j)}, Y^{(j)})_{j=1, \ldots, N}$ which consists of independent copies of $(\overline{X}, Y)$ under $\hat{P}$. We define $(N_i)_{i \in \mathcal{Y}}$ by $N_i = \sum_{j=1}^{N} \mathbbm{1}_{\{Y^{(j)}=i\}}$ and $D_{N_i}$ the associated learning sub-sample.

In the sequel, the symbol $\mathcal{P}$ stands for total probability (over the whole sample and a new discrete trajectory of $\overline{X}$, which is assumed to be independent of $D_N$). We have $\mathcal{P} = \hat{P} \otimes \mathcal{P}$.

Based on the observation of $D_N$, we consider estimators $\hat{b}_i$ of the drift functions with asymptotic $N \rightarrow +\infty$, $\Delta \rightarrow 0$ and $T$ fixed. We denote by $\rightarrow_{N, \Delta}$ this asymptotic. We also write $N \rightarrow +\infty$ meaning that $N_i \rightarrow \infty$ for all $i \in \mathcal{Y}$. For now, we do not precise anything on the estimator $\hat{b}$.

In view of (3.2), we naturally consider the classifier

$$\overline{\pi}_b(X) := \arg\max_{i \in \mathcal{Y}} \pi_b(i). \tag{3.3}$$

3.2.1. **Classification procedures based on consistent drift estimation.** Using the result of Proposition 3.1, we can easily deduce the following result.

**Corollary 3.2.** Let $\hat{b}$ be an estimator of $b^*$ such that $\|\hat{b}\|_T < \infty$ and $\|\hat{b} - b^*\|_T \xrightarrow{N, \Delta} 0$, then

$$\mathbb{E} \left[ R(\overline{\pi}_b) - R(g^*) \right] \xrightarrow{N, \Delta} 0.$$
Corollary 3.2 shows that we may derive consistent classification procedures as soon as the estimator of $\hat{b}$ remains consistent w.r.t the norm $\|\cdot\|_T$. In this case, the result of Proposition 3.1 ensures that, up to a $\sqrt{\Delta}$ factor, the rate of convergence of such a discrete observations classifier is the same as the rate of convergence of $\hat{b}$ towards $b^*$ in $\|\cdot\|_T$-norm.

3.2.2. Empirical risk minimization. Another way to obtain estimators such that the resulting discrete observations classifiers are consistent, is to consider estimators which rely on the empirical risk minimization principle (see e.g. Devroye et al. 1996; Bartlett & Mendelson, 2006; Massart & Nédélec, 2006). In Cadre (2013), the empirical risk minimization procedure is used in the context of binary classification where the features come from continuous diffusion sample paths and are discriminated by their drift.

Following the same idea, we investigate the case where the estimator of $b^*$ is defined as an empirical risk minimizer. To this end, we introduce the empirical risk of a discrete observations classifier $\hat{g}_b$ by

$$\hat{R}(\hat{g}_b) = \frac{1}{N} \sum_{j=1}^{N} \mathbb{I}_{\hat{g}_b(X^{(j)}) \neq Y^{(j)}}.$$  

Now, assume that there exists a finite $\varepsilon$-net $B_\varepsilon \subseteq B$ with respect to the norm $\|\cdot\|_T$. We define the estimator $\hat{b}^\varepsilon = (\hat{b}_1^\varepsilon, \ldots, \hat{b}_K^\varepsilon)$ as

$$\hat{b}^\varepsilon \in \text{argmin}_{b \in B_\varepsilon} \hat{R}(\hat{g}_b).$$  

(3.4)

The following theorem gives the theoretical performances of the classification procedure $\hat{g}_{b^\varepsilon}$ through the excess risk. In particular, we show that $\hat{g}_{b^\varepsilon}$ is consistent and derive its rate of convergence.

**Theorem 3.3.** The classifier defined through (3.4) satisfies

$$\mathbb{E} \left[ R(\hat{g}_{b^\varepsilon}) - R(g^*) \right] \leq C \left( \frac{\log(\text{Card}B_\varepsilon)}{N} + \sqrt{\Delta + \varepsilon} \right),$$

where $C$ is a positive constant which depends on $T$, $K$, and on the constants in the Assumptions 2.1, 2.2.

The upper bound of Theorem 3.3 is decomposed into an estimation error which is usual when we deal with empirical risk minimization using $\varepsilon$-nets and an error of order $\sqrt{\Delta}$ coming from the discretization error. This result shows that if $\varepsilon = \varepsilon_N \to 0$ such that $\log(\text{Card}B_{\varepsilon_N})/N \to 0$, then the classification procedure $\hat{g}_{b^\varepsilon}$ is consistent provided that $\Delta \to 0$.

Along those lines, we provide a corollary of Theorem 3.3 which gives a classical nonparametric rate of convergence depending only on $N$ whenever $\Delta$ and $\varepsilon$ are well calibrated w.r.t. $N$.

To this purpose, we make an assumption on the complexity of the class of functions $B$: we assume that $B = (\mathcal{H})^K$ and such that there exists an $\varepsilon -$ net $\mathcal{H}_\varepsilon \subseteq \mathcal{H}$, satisfying

$$u > 0, C > 0, \log(\text{Card}H_\varepsilon) \leq Ce^{-u}. \quad (3.5)$$

**Corollary 3.4.** Under condition (3.5), if $\Delta = O\left(N^{-2/(2+u)}\right)$ and $\varepsilon \propto N^{-1/(2+u)}$ we have

$$\mathbb{E} \left[ R(\hat{g}_{b^\varepsilon}) - R(g^*) \right] \leq O \left( \frac{1}{N^{1/(2+u)}} \right).$$

Note that this nonparametric rate of convergence can be reached here because some complexity assumption on $B$ is assumed. This rate of convergence is obtained in Cadre (2013) in the context of binary classification with continuous time observations under the same kind of assumptions. In binary classification, Audibert & Tsybakov (2007) shows that this rate is achieved by the plug-in classifiers when the feature $X \in \mathbb{R}^d$ and the regression function belongs to a subset $\Sigma$ of $L_\infty$ under a similar complexity assumption on $\Sigma$. 
As an example, we provide an explicit class of functions $B$ such that the assumption (3.5) holds. Define $\psi_\gamma(x) := C_0(1 + |x|^\gamma)$ where $L \geq 1$ (and $C_0$ given in Equation (2.2)). Let $k \geq 1$ and $\gamma \geq 1$ and consider

$$
\mathcal{H}_k = \left\{ b \in \mathcal{C}^k, \exists C > 0, \forall j \in \mathbb{Z}, i = 0, \ldots, k \sup_{|j|+1} \left| \frac{d^2b}{dx^2} \right| \leq C(|j|+1)\gamma, |b(x)| \leq \psi_\gamma(x) \right\}
$$

Then an application of the result given in Van Der Vaart & Wellner (1996) (see the proof of Theorem 2.7.1) yields the following result.

**Proposition 3.5.** Let $k \in \mathbb{N}^*$.

The set $B = (\mathcal{H}_k)^K$ fulfills assumption (3.5) with $u = 1/k$.

Unfortunately, in general the estimator defined by (3.4) is not computable in practice. However, in Section 4.2, we manage to build an alternative procedure which is still based on the empirical minimization principle.

4. Case of a parametric family of drift functions

In this section, we focus on the case where the set $B$ is a parametric family of drift functions defined as follows

$$
B = \left\{ (b(\theta_i, \cdot))_{i \in \mathcal{Y}}, \forall i \in \mathcal{Y}, \theta_i \in \Theta \right\},
$$

where $\Theta \subset \mathbb{R}^d$ is compact and for each $\theta \in \Theta$, $x \mapsto b(\theta, x)$ is a real valued function which satisfies Assumptions 2.1, 2.2. Moreover, we assume that the function $b$ is known. For each $i \in \mathcal{Y}$, we denote the drift functions by $b^*_i(x) := b(\theta^*_i, x)$, $\theta^*_i \in \Theta$ (and $\pi^* = \pi_{b^*_i}$). Furthermore, for $\theta = (\theta_1, \ldots, \theta_K) \in \Theta^K$, we denote the vector $(b(\theta_i, \cdot))_{i \in \mathcal{Y}}$ by $b_\theta = (b_{\theta_1}, \ldots, b_{\theta_K})$. Finally, for $\theta \in \Theta^K$, we also define $\|\theta\| = \max_{i \in \mathcal{Y}} \|\theta_i\|_{\infty}$. In order to derive consistent classification procedures which rely on the estimation procedure described in Section 3.2, we add two assumptions.

**Assumption 4.1.** (Identifiability condition)

$$
\forall \theta, \theta' \in \Theta, \mathbb{E} \left[ \int_0^T (b(\theta, X_s) - b(\theta', X_s))^2 ds \right] = 0 \iff \theta = \theta'.
$$

**Assumption 4.2.** Function $b$ is Lipschitz-continuous with respect to $\theta \in \Theta$:

$$
|b(\theta, x) - b(\theta', x)| \leq C (1 + |x|^\alpha) \|\theta - \theta'\|_{\infty} \text{ for some } \alpha \geq 1.
$$

The first assumption is classical when we deal with parametric estimation. The second one implies that for $\theta, \theta' \in \Theta$, we have

$$
\|b(\theta, \cdot) - b(\theta', \cdot)\|_T \leq C \|\theta - \theta'\|_{\infty},
$$

for a constant $C$ depending on $T$ and $\alpha$.

In Section 4.1 and in the special case where $\sigma \equiv 1$ and $d = 1$, we derive a classification procedure based on a minimum contrast estimation principle for $\theta^*$ built on the learning sample $D_N$, which is shown to be consistent. Note that the problem of consistent estimators of parameters $\theta^*$ is not new, but in our context we drop the assumption of long time observation and take advantage of the learning sample.

In Section 4.2, we derive an implementable classification procedure which relies on the empirical risk minimization principle. This procedure involves a convex surrogate of the minimization problem described in Section 3.2.
4.1. **Contrast estimator.** In this section assume that $\sigma \equiv 1$ and $d = 1$.

We consider estimators of $\theta^*$ defined as the minimizer of a contrast function based on the Gaussian log-likelihood approximation from the approximated discrete-time Euler-Maruyama scheme [Kessler, 1997].

For each $i \in \mathcal{Y}$ and $\theta \in \Theta$, let us define $L_\Delta(D_{N_i}; \theta)$ as the Euler-approximation of the likelihood function,

$$ L_\Delta(D_{N_i}; \theta) = \prod_{j=1}^{N_i} \prod_{k=0}^{n-1} \sqrt{\frac{\Delta}{2\pi}} \exp \left( -\frac{\Delta}{2} \frac{X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)}}{\Delta} - b(\theta, X_{k\Delta}^{(j)}) \right)^2. $$

Then we naturally consider the associated contrast function given by

$$ \gamma_{N_i,n}(\theta) := \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=0}^{n-1} \left( \frac{\Delta}{2} b'(\theta, X_{k\Delta}^{(j)}) - b(\theta, X_{k\Delta}^{(j)})(X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)}) \right). \quad (4.2) $$

The minimum contrast estimator is

$$ \hat{\theta}_i \in \arg\min_{\theta \in \Theta} \gamma_{N_i,n}(\theta). \quad (4.3) $$

Let us state the asymptotic properties of the estimators $\hat{\theta}_i$.

**Theorem 4.3** (Consistency). Under Assumptions 4.1 the estimator $\hat{\theta}_i$ given by Equation (4.3) satisfies,

$$ \hat{\theta}_i \xrightarrow{P_{N,\Delta}} \theta^*. $$

The proof relies on consistency results for minimum contrast estimators (see e.g. Dacunha-Castelle & Duflot [1983] and a crucial lemma given in Yoshida [1990]).

The asymptotic normality is given in the following theorem. Denote $\dot{b}$ the partial derivative of $b$ w.r.t the parameter $\theta$.

**Theorem 4.4** (Asymptotic normality). Under Assumptions 4.1, 4.2 assume that there exists $C' > 0$ such that

$$ \forall x, y \in \mathbb{R}, \sup_{\theta \in \Theta} |\dot{b}(\theta, x) - \dot{b}(\theta, y)| \leq C'|x - y| $$

and there exist $\beta \geq 1, C'' > 0$ such that for all $\theta, \theta' \in \Theta$, for all $x \in \mathbb{R}$,

$$ |\dot{b}(\theta, x) - \dot{b}(\theta', x)| \leq C'' (1 + |x|^\beta) |\theta - \theta'| $$

with a constant $C''$ depending on $T$ and $\beta$.

Then for each $i \in \mathcal{Y}$, under the condition $\Delta = o(1/N),

$$ \sqrt{N_i}(\hat{\theta}_i - \theta^*_i) \xrightarrow{L_N} \mathcal{N}

\left( 0, \mathcal{E} \left[ \int_0^T \dot{b}^2(\theta^*_i, X_s)ds \right]^{-1} \right) $$

where the convergence takes place under $\hat{P}$.

The asymptotic variance is classically the inverse of the Fisher information for continuous diffusion processes at finite time (see e.g. Kutoyants [2004]). The constraint $N\Delta = o(1)$ is needed to reach the asymptotic normality in the context of discrete observations. Note that the same condition is required in Delattre et al. (2015a) in the mixed diffusion context to estimate a distribution parameter in the diffusion coefficient. Our estimator is also asymptotically Gaussian at the same rate $\sqrt{N_i}$.

We use the asymptotic properties of the estimator $\hat{\theta}$ to show the consistency of the classification procedure $\hat{g}_q$. Applying Corollary 3.2, Theorem 4.3 and Equation (4.1) leads to the following convergence.
Proposition 4.5. Under Assumption 4.2, the predictor $\hat{g}_{\hat{b}}$ (3.3) satisfies
\[
\hat{g} \left[ R(\hat{g}_{\hat{b}}) - R(g^*) \right] \xrightarrow{N,\Delta} 0.
\]

This result does not provide a rate of convergence. In order to obtain a more refined result one needs to control the moments of the estimator $\hat{\theta}$. This problem has been investigated in the continuous observation setting for a single trajectory ($T \to \infty$, $N = 1$) in Kutoyants (2004), or in Dion & Genon-Catalot (2015) for a special drift function $b(x, \theta)$ of the multiplicative form $\theta b(x)$.

In the next section, we focus on the classification procedures based on the empirical risk minimization principle.

4.2. Empirical risk minimizer. The diffusion coefficient is no more assumed to be constant and the dimension parameter $d$ may be chosen greater than one.

We can apply the Proposition 3.3 to prove the consistency of the resulting classifier $\hat{g}_{\hat{b}}$ where $\hat{\theta} \in \arg\min_{\theta} R(\hat{g}_{b})$. Nevertheless, the estimator $\hat{\theta}$ is the solution of a non convex minimization problem and can be computationally intractable. To overcome this difficulty it is classical to propose a convex surrogate of the previous minimization problem (see e.g. Zhang 2004; Bartlett et al. 2006; Biau et al. 2015). In this context, we focus on the following minimization problem
\[
\hat{h} = \arg\min_{h \in \mathcal{H}} \frac{1}{N} \sum_{j=1}^{N} \Psi_\gamma(h(X^{(j)})),
\]
where $\Psi_Y$ is a real-valued function that takes a vector of $\mathbb{R}^K$ as its argument and $\mathcal{H}$ is the set of score functions. From $\hat{h} = (\hat{h}^1, \ldots, \hat{h}^K)$, we can define a classifier
\[
\hat{g} = \arg\max_{i \in Y} \hat{h}^i.
\]

The function $h$ returns a score for each label and naturally the chosen label is the one maximizing the score. The consistency of the classification rules obtained in this minimization risk framework with respect to the misclassification risk depends on the several possible choices for the function $\Psi_Y$.

4.2.1. Constrained method. The constrained comparison method is dedicated to the multiclass framework (see e.g. Zhang 2004; Tewari & Bartlett 2007; Pires et al. 2013). Let us consider the convex set of constrained score functions $\mathcal{H} = \left\{ h = (h^1, \ldots, h^K) : \mathcal{X}_T \to \mathbb{R}^K, \sum_{i=1}^{K} h^i = 0 \right\}$. For $\phi : \mathbb{R} \to \mathbb{R}^+$ a convex function, the $\phi$-risk associated to $h \in \mathcal{H}$ and the minimizer are given by
\[
R_\phi(h) = \mathbb{E} \left[ \sum_{i=1}^{K} \mathbb{I}_{\{Y \neq i\}} \phi (h^i(X)) \right], \quad h^* \in \arg\min_{h \in \mathcal{H}} R_\phi(h). \tag{4.4}
\]

This risk formulation encourages small scores for $i \neq Y$ and, due to the sum to zero constraint, large score for $i = Y$. Moreover, the empirical counterpart of $R_\phi(h)$ is
\[
\hat{R}_\phi(h) = \frac{1}{N} \sum_{j=1}^{N} \sum_{i=1}^{K} \mathbb{I}_{\{Y^{(j)} \neq i\}} \phi (-h^i(X^{(j)})). \tag{4.5}
\]

An important property required for the function $\phi$ is the calibration property which implies the consistency of the $\phi$-risk.

Definition 4.6. The function $\phi$ is calibrated if for any sequence of measurable score functions $h_N$
\[
R_\phi(h_N) \to R_\phi(h^*) \quad \text{implies that} \quad R(g_N) \to R(g^*),
\]
where $g_N := \arg\max_{i \in Y} h_N^i$. 
Hence, \( \phi \) is calibrated if any consistent procedure for the \( \phi^- \)-risk remains consistent for the misclassification risk. A characterization of the calibration property may be found in \( \text{Zhang (2004)} \):

**Proposition 4.7.** \( \text{Zhang (2004)} \) The function \( \phi \) is calibrated if \( \phi \) is non negative, \( \phi'(0) \) exists and \( \phi'(0) < 0 \).

Let us consider now \( \phi : x \mapsto \exp(-x) \) the exponential calibrated loss. In this case \( h^* \) given by Equation (4.4) is

\[
h^*i(X) = \frac{1}{K} \sum_{\ell=1}^{K} \log \left( \frac{1 - \pi^*(\ell)}{1 - \pi^*(i)} \right).
\]

Therefore, for \( \theta \in \Theta^K \) we should consider the score functions \( \pi_\theta \) defined for \( i \in \mathcal{Y} \) by

\[
\pi_\theta(X) = \frac{1}{K} \sum_{\ell=1}^{K} \log \left( \frac{1 - \pi_b(\ell)}{1 - \pi_b(i)} \right).
\]

As shown in Definition 4.6, the consistency of a procedure based on the empirical minimization of this \( \phi^- \)-risk involves a control of the excess \( \phi^- \)-risk over the set of all possible score functions \( \pi_\theta \). Unfortunately, it does not seem possible to control the \( \phi^- \)-risk if one of the \( \pi_b(i) \) is too close to 1. In order to circumvent this difficulty, let us fix some threshold \( 0 < \varepsilon < 1/3 \). For an observed vector \( \pi_b \) and

\[
i_0 = \arg\max_{i \in \mathcal{Y}} \pi_b(i)
\]

we define the vector \( \overline{\pi}_b \) as follows

\[
\overline{\pi}_b(i) := \pi_b(i) \mathbb{1}_{\{\pi_b(i_0) < 1 - \varepsilon\}} + \pi_b(i_0) \mathbb{1}_{\{\pi_b(i_0) \geq 1 - \varepsilon\}} \left( \left( \pi_b(i) + \pi_b(i_0) - (1 - \varepsilon) \right) \mathbb{1}_{i \neq i_0} + (1 - \varepsilon) \mathbb{1}_{i = i_0} \right),
\]

and we denote by \( \pi^\varepsilon_b \) its continuous counterpart (depending \( h^\varepsilon \) with natural notations). One may easily check that for each \( \theta \), \( \sum_{i=1}^{K} \pi_b(i) = 1 \) by construction. Then, the condition \( \varepsilon < 1/3 \) ensures that for each \( i \in \mathcal{Y} \), \( \pi_b(i) \leq 1 - \varepsilon \). Finally, for each \( \theta \in \Theta \), we consider the score functions

\[
\pi^\varepsilon_\theta(X) = \frac{1}{K} \sum_{\ell=1}^{K} \log \left( \frac{1 - \pi^\varepsilon_b(\ell)}{1 - \pi^\varepsilon_b(i)} \right).
\]

The resulting sets of score functions are bounded. Indeed, for each \( \theta \in \Theta \) and \( i \in \mathcal{Y} \),

\[
|\pi_\theta(X)| \leq \log \left( \frac{1}{\varepsilon} \right).
\]

We are now able to define the empirical risk threshold minimizer

\[
\hat{\theta} \in \arg\min_{\theta \in \Theta^K} \hat{R}_\phi(\pi_\theta),
\]

with \( \hat{R}_\phi \) given in Equation (4.5). Note that \( \hat{\theta} \) depends on \( \varepsilon \) but for sake of simplicity the dependency will only appears on the notation of the scores \( h_\theta \). The following proposition establishes the consistency of the corresponding classification strategy with respect to the \( \phi^- \)-risk of \( \pi_\theta \).

**Proposition 4.8.** Assume that \( \Theta = [0,1]^d \) and that there exists \( \alpha > 0 \) such that \( \Delta = O(N^{-\alpha}) \). Under Assumption 4.2, if \( \varepsilon = O\left(N^{-\beta}\right) \) with \( 0 < \beta < \min(1/2, \alpha/4) \) then the classification procedure \( \pi^\varepsilon_\theta \) given by (4.6) and (4.7) satisfies,

\[
\mathbb{E} \left[ R_\phi(\pi_\theta) - R_\phi(h^*) \right] \overset{N}{\rightarrow} 0.
\]
Therefore, the results of Proposition 4.8 and the calibration property ensure the consistency of the classification procedure $\overline{g}_{b_\theta}$ with respect to the misclassification risk.

Nevertheless, this result does not specify the rate of convergence of $\overline{g}_{b_\theta}$ since, up to our knowledge, there is no explicit link between the convergence rates of the excess misclassification risk and those of the excess $\phi$-risk.

In the Section 4.2.2, we consider another formulation of the $\phi$-risk for which we manage to derive a rate of convergence.

4.2.2. One-Versus-All method. Let us now study another approach based on the one-versus-all principle of [Zhang (2004)]. Recently, this risk has also been considered in Denis & Hebiri (2017) for the confidence sets aggregation. We consider the set of score functions $H = \{h = (h^1, \ldots, h^K) : \mathcal{X}_T \rightarrow \mathbb{R}^K\}$. For a convex function and $h_\theta$, $\theta \in \Theta^K$ a vector of score functions, we define the following risk function,

$$R_\phi(h) = \mathbb{E} \left[ \sum_{i=1}^K \phi(Z_i h_\theta^i(X)) \right], \quad Z_i = 2 \mathbb{1}_{(Y=i)} - 1. \quad (4.8)$$

We can note that there is no sum-of-zero constraint on the vector of score function $h_\theta$ here. Equation (4.8) can be rewritten as

$$R_\phi(h) = \mathbb{E} \left[ \sum_{i=1}^K \pi^*(i) \phi(h_\theta^i(X)) + (1 - \pi^*(i)) \phi(-h_\theta^i(X)) \right].$$

Therefore, this formulation can be viewed as $K$ separate binary classification problems where for each $i \in Y$ we focus on the classification problem $Y = i$ against $Y \neq i$. Now we consider $\phi : x \mapsto (1 - x)^2$ the least squares loss. In this case, we easily deduce that

$$h_{\alpha i}^*(X) = 2\pi^*(i) - 1, \quad i \in Y.$$

As for the constrained comparison method, we consider the following estimator $\hat{\theta}$ of $\theta^*$

$$\hat{\theta} \in \arg \min_{\theta \in \Theta^K} R_\phi(\overline{g}_{\theta}), \quad \overline{g}_{\theta} = 2\pi_{b_\theta}(i) - 1, \quad i \in Y, \quad (4.9)$$

(with $\hat{R}_\phi$ given in (4.5)). There are two advantages of considering the least squares loss with the one-versus-all approach. The first one is that the score functions $\overline{g}_{b_\theta}$ are bounded and there is no need to define a set of thresholded score functions. The second one is the Zhang’s Lemma (see [Zhang (2004)]) that we state here for the least squares loss.

Lemma 4.9. For $\phi$ the least squares loss, the resulting classifier $g_{b_\theta}$ with $\hat{\theta}$ given in Equation (4.9), satisfies

$$\hat{\mathbb{E}} \left[ R\left(g_{b_\theta}\right) - R(g^*) \right] \leq \frac{1}{\sqrt{2}} \left( \hat{\mathbb{E}} \left[ R_\phi(\overline{g}_{\theta}) - R_\phi(h^*) \right] \right)^{1/2}.$$

As a consequence, using similar arguments as in proof of Proposition 4.8, one can show the consistency of $\overline{g}_{b_\theta}$ with respect to the misclassification excess risk provided that $\Delta = O(N^{-\alpha})$ for $\alpha > 0$. Furthermore if $\alpha \geq 2$, we derive the following rate of convergence

Theorem 4.10. Assume that $\Theta = [0,1]^d$ and that there exists $\alpha \geq 2$ such that $\Delta = O(N^{-\alpha})$. Under Assumption 4.2, the classification procedure $\overline{g}_{b_\theta}$ given by (4.9) satisfies,

$$\hat{\mathbb{E}} \left[ R(\overline{g}_{b_\theta}) - R(g^*) \right] \leq O\left( \sqrt{\frac{\alpha d \log(N)}{N}} \right).$$

We can note that up to the logarithmic factor, we obtain a rate of convergence of order of $N^{-1/2}$. Comparing to the rate provided in Corollary 3.4, this rate is better due to the lower complexity of
the parametric model. Interestingly, if we consider \( \hat{\theta} \in \text{argmin} \hat{R}(\gamma_{b*}) \) with \( \Theta_N \) a \( 1/N \)-net of \( \Theta^K \), from Theorem 3.3 one can show that the rate of convergence is also of order \( N^{-1/2} \). Hence, from a theoretical point of view, the use of convex surrogate does not degrade the performances of the classification procedure when \( \alpha \geq 2 \).

5. Simulation study

In this section, we investigate the numerical performances of the proposed classification procedures through a simulation study. The simulation scheme is presented in Section 5.1. In Section 5.2, we evaluate the quality of the classification procedures described in Section 4 and illustrate the statistical properties of the contrast estimator.

5.1. Description and examples. Let us describe the models under consideration for our numerical experiments. We fix \( K = 3, p_i = 1/K \) and \( \sigma = 1 \). We consider the following examples:

(1) Additive OU \( b(\theta, x) = -(x - \theta), x_0 = 4 \);
(2) Multiplicative OU \( b(\theta, x) = -\theta x, x_0 = 4 \);
(3) Polynomial \( b(\theta, x) = -(x - \theta)^3 - (x + \theta)^3, x_0 = 4 \).
(4) Hyperbolic \( b(\theta, x) = -\theta x/\sqrt{1 + x^2}, x_0 = 4 \).

We investigate \( K = 3 \). Hence in our study the number of class \( K \) is not suppose to grow and be large. We compare the results on the design: \( \theta^* = \{1, 2, 4\} \) for model 1, 2, 4, and \( \theta^* = \{1/4, 1/2, 1\} \) for model 3. Models 1 and 2 are widely used in practical applications, and they satisfy all the assumptions required for our theoretical results, while the model 3 does not fulfill the Assumption 2.1 illustrating the robustness of the classification procedures. Model 4 is known as the hyperbolic model in mathematical finance (see e.g. Eberlein et al. 1995), and it is used to model log-returns of assets prices in stock markets.

The trajectories are simulated from the Euler scheme. Note that the two first models are simulated from the exact solution of the equation. In Figure 1 we plot some trajectories generated according to the model 1 (Additive). At first sight, without the knowledge of the labels, it seems to be difficult to classify the model 1 (Additive). At first sight, without the knowledge of the labels, it seems to be difficult to classify the model 1 (Additive).

To apply the first procedure, let us give the minimum contrast estimators (4.3) in the two first examples. For each \( i \in \mathcal{Y} \), for additive OU:

\[
\hat{\theta}_i = \frac{\sum_{j=1}^{N_i} \sum_{k=0}^{n-1} (X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)})}{N_i n \Delta},
\]

and for multiplicative OU:

\[
\hat{\theta}_i = -\frac{\sum_{j=1}^{N_i} \sum_{k=0}^{n-1} (X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)}) X_{k\Delta}^{(j)} / \Delta}{\sum_{j=1}^{N_i} \sum_{k=0}^{n-1} (X_{k\Delta}^{(j)})^2}.
\]

In order to illustrate our convergence results, for each model we provide an evaluation of the misclassification risk of the Bayes rule. At this end, we repeat \( B \) times the following steps:

i) simulate a data set \( D_M \) with \( M = 10000 \) and 2500 points for each trajectory,
ii) based on \( D_M \), compute the misclassification error rate of the classifier \( \gamma_{b*} \).

Finally, we compute the mean and standard deviation of the misclassification risk, the results are reported in Table I with \( B = 100 \). One can see that model 1 and model 4 seem to be more tricky for the misclassification risk. This is due to the fact that the classes generated by \( \theta_1^* \) and \( \theta_4^* \) are much overlapped. On the contrary, the classification problem involved by model 2 is more easier although the considered design is the same.
5.2. **Numerical performances of the classification procedures.** Now, for each model we evaluate the misclassification risk of the three classification procedures presented in Section 4. The procedure based on the contrast estimation is referred as MLE: $\hat{g}_\theta$ with $\hat{\theta}$ from Equation (4.3); the procedure which relies on the constrained method is referred as CM $\hat{g}_\theta$ with $\hat{\theta}$ given in Equation (4.7) (with $\varepsilon = 0.01$); while the procedure based on the one-versus-all strategy is referred as OVA $\hat{g}_\theta$ with $\hat{\theta}$ given in Equation (4.9). The three procedures rely on an optimization function (in Python or R languages optim is used with argument method "BFGS"). In the case where the MLE is an explicit estimator the procedure is naturally fast. Other optimization functions could be used to reduce the computational cost of the procedures in other cases.

In order to stress the robustness w.r.t the theoretical conditions between $\Delta, N$, we consider the following asymptotics: $n \in \{50, 250\}$, $\Delta = 1/n$, $N \in \{50, 500\}$.

For each classification procedure and each model, we repeat independently $B$ times the following steps:

i) simulate two datasets $D_N$ and $D_M$ with $M = 1000$. For each trajectory of the datasets, simulate first a trajectory with 2500 points and then consider the subsampled trajectory with $n$ equidistant points,

ii) from $D_N$, compute the considered classification rule $\hat{g}_\theta$,

iii) evaluate the misclassification error rate of $\hat{g}_\theta$ from $D_M$.

Table 2 and 3 provide the mean and standard deviation of the results. Our main observation is that, except for model 3 with $n = 50$, all the classification procedures perform well. Indeed, the evaluation of the misclassification risk are closed to the Bayes risk with small variances. In particular, for $N = 500$, the classification procedures have similar performances. Furthermore, we can see the influence of the sample size for the procedures CM and OVA. For instance for model 1 with $n = 50$, the risk of the procedure CM is evaluated at 0.34 (with standard deviation equal to 0.04) for $N = 50$, while it is evaluated at 0.31 (with standard deviation equal to 0.01) for $N = 500$. Interestingly, this is not the case for MLE. Hence, it seems to be preferable to use the classification procedure MLE when...
Bayes rule

<table>
<thead>
<tr>
<th>Model</th>
<th>Bayes rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.31 (0.002)</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.12 (0.003)</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.22 (0.003)</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.33 (0.004)</td>
</tr>
</tbody>
</table>

Table 1. Average and standard deviation of the misclassification error rate for the Bayes classifier with \( n = 2500 \).

<table>
<thead>
<tr>
<th>MLE</th>
<th>CM</th>
<th>OVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N = 50 )</td>
<td>( N = 500 )</td>
<td>( N = 50 )</td>
</tr>
<tr>
<td>Model 1</td>
<td>0.32 (0.02)</td>
<td>0.31 (0.01)</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.12 (0.01)</td>
<td>0.12 (0.01)</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.67 (0.02)</td>
<td>0.67 (0.01)</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.34 (0.01)</td>
<td>0.33 (0.01)</td>
</tr>
</tbody>
</table>

Table 2. Average and standard deviation of the misclassification error rate for the three procedures with \( n = 50 \).

<table>
<thead>
<tr>
<th>MLE</th>
<th>CM</th>
<th>OVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N = 50 )</td>
<td>( N = 500 )</td>
<td>( N = 50 )</td>
</tr>
<tr>
<td>Model 1</td>
<td>0.32 (0.02)</td>
<td>0.31 (0.01)</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.12 (0.01)</td>
<td>0.12 (0.01)</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.23 (0.01)</td>
<td>0.23 (0.01)</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.33 (0.02)</td>
<td>0.33 (0.01)</td>
</tr>
</tbody>
</table>

Table 3. Average and standard deviation of the misclassification error rate for the three procedures with \( n = 250 \).

the sample size is moderate. Then, we can see that the parameter \( n \) plays a crucial role for model 3. Indeed, for \( n = 50 \) all procedures have poor performances while for \( n = 250 \) the empirical risks are all close to the Bayes classifier.

Finally, we recall that the procedure MLE relies on estimators of the design \( \theta^* \) for which we provide consistency and asymptotic normality in Section 4. Hereafter, we briefly evaluate these properties. Considering \( \theta^* = 1 \) for model 1, \( \theta^* = 3 \) for model 2, \( \theta^* = 1/2 \) for model 3, and \( \theta^* = 2 \) for model 4, we evaluate the empirical quadratic risks of the estimator on \( B = 300 \) repetitions. A dataset consists of \( N \in \{50, 100, 1000\} \) trajectories composed of \( n = 250 \) points. The results are shown in Table 4. As expected, the evaluation of the quadratic risk (given \( \times 10^2 \)) are increasingly closed to 0 with respect to \( N \). At the same time, one can see that the estimates have relatively poor performances for small \( N \) especially for model 1. We illustrate in Figure 2 the constraint \( N/n = o(1) \) required for the asymptotic normality. The variance decreases with \( N \) and the bias decreases with \( n \). As expected, the best situation is to have both parameters large enough. Lastly, Figure 3 gives an illustration of Theorem 4.4. One can see that the empirical distribution functions of \( \sqrt{N} (\hat{\theta} - \theta) \) are closed to the Gaussian distribution function of the theoretical limit.

6. Discussion

In this paper, we provide an explicit formula for the Bayes classifier in the special setting of multiclass discretized diffusion paths discriminated by their drift functions. Section 3 is devoted to
<table>
<thead>
<tr>
<th>Model</th>
<th>$\theta$</th>
<th>$N = 50$</th>
<th>$N = 100$</th>
<th>$N = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>1</td>
<td>2.26 (3.13)</td>
<td>0.95 (1.35)</td>
<td>0.10 (0.13)</td>
</tr>
<tr>
<td>Model 2</td>
<td>3</td>
<td>0.81 (1.14)</td>
<td>0.38 (0.50)</td>
<td>0.07 (0.08)</td>
</tr>
<tr>
<td>Model 3</td>
<td>$\frac{1}{2}$</td>
<td>3.80 (1.32)</td>
<td>3.71 (0.88)</td>
<td>3.67 (0.28)</td>
</tr>
<tr>
<td>Model 4</td>
<td>2</td>
<td>2.40 (3.44)</td>
<td>1.23 (1.73)</td>
<td>0.11 (0.15)</td>
</tr>
</tbody>
</table>

Table 4. Average and standard deviation of $10^2 \times$ quadratic error for the MLE estimator with $n = 250$.

Figure 2. Boxplots for the MLE estimators of $\theta^* = 1$ in the additive OU model 1 as a function of parameters $n$ and $N$.

Figure 3. Illustration of the asymptotic normality of $\hat{\theta}$. Left: estimated cumulative distribution function of $Z := \sqrt{N}(\hat{\theta} - \theta^*)$ (solid curve) and the theoretical one (dotted curve). Right: histogram of $Z_i$'s with the estimated density (solid curve) and the theoretical one (dotted curve), with $N = 1000, n = 1000$. 
theoretical guarantees for two types of classification procedures. The first one relies on some consistent estimator of the drift function w.r.t. the $\|\cdot\|_T$-norm. The second one involves the empirical risk minimization principle. Section 4 focuses on the case of parametric drift functions. In this setting, we investigate the two methods and prove their consistency. Moreover, we derive three easily implementable algorithms: MLE, CM and OVA.

Let us make a few comments on these algorithms. Contrary to CM and OVA, MLE is studied only in the case $\sigma \equiv 1$ and $d = 1$. However, note that if we assume that $\mathcal{D}_N$ is observed until some time horizon $T'$ and a new datum $X$ is observed until another time $T$ with $T' \neq T$, then from Corollary 3.2 and Equation (4.1) the consistency of the MLE procedure still holds, whereas this is no more the case for the other procedures. There are other many remaining questions of interest. We wish also to investigate nonparametric estimators of the drift function, based on the learning sample, that are consistent w.r.t. the $\|\cdot\|_T$-norm. To our knowledge, this is an open issue. Furthermore and from the statistical learning point of view, the case where $K$ is very large is a crucial question.

Let us now comment some of our framework assumptions. In Equation (2.1) we made two strong assumptions: the law of $Y$ and the diffusion coefficient $\sigma$ are assumed to be known. Several strategies may be investigated to overcome these restrictions leading to an extension of the results presented in this paper.

The case where the distribution $(p_i)_{i \in Y}$ is unknown is not really an issue: it is always possible to plug an empirical estimator of the distribution $(p_i)_{i \in Y}$ for the estimation of the softmax functions $(\varphi_i)_{i \in Y}$. We can then extend our results to obtain the consistency of these procedures (with possibly different rates of convergence). Another idea would be to include the possible distributions of $Y$ in the empirical risk minimization as done in [Cadre, 2013].

Regarding the case where the diffusion coefficient is unknown, we believe that things are more intricate. It is well known that the coefficient $\sigma$ can be estimated in the high-frequency scheme of observations. For example estimators studied in [Genon-Catalot & Jacod, 1993; Gloter, 2000; Jakobsen & Sørensen, 2017] may be used. For example a strategy where an estimator of $\sigma$ is plugged in the expressions of $F$ (3.1) could be investigated and one may hope to extend the results of this paper in this new framework. However, the contrast function of the plug-in classification procedure described in Section 4.1 seems more tricky to study. Note that for the empirical risk minimization procedure, one may adapt the strategy in [Cadre, 2013] and circumvent this difficulty by including $(b_i/\sigma^2)_{i \in Y}$ and $(b_i^2/\sigma^2)_{i \in Y}$ in the minimization procedure. In the context where $\sigma$ is unknown, another challenging issue would be to consider the case where classes are discriminated by both the drift and the diffusion coefficients. Indeed, it seems difficult to adapt directly the previous strategies that rely heavily on Girsanov’s formula.

One may also think of generalizing the initial model. In order to cover a broader class of possible applications, a first generalization would be to extend our results to the case of diffusions with inhomogeneous coefficients. We believe our results extend easily to a framework where the classes are discriminated by inhomogeneous drift functions as long as suitable assumptions are made (for e.g. the drift functions are Lipschitz for the space variable uniformly w.r.t the time variable). With such assumptions all the procedures of the paper remain consistent and we chose not to present them for the sake of clarity and conciseness. However, relaxing the Lipschitz assumptions on the drift coefficients or even more, allowing an inhomogeneous diffusion coefficient are important questions that should be addressed for further investigations. Other interesting stochastic process models could be also imagined, for example the case of jump processes discriminated either by their drift or their jump component would be a very interesting development of this work. Indeed, in some cases the likelihood function is available. Our work should only be considered as a first step towards the construction of similar classification procedures for trajectories of much richer classes of stochastic processes.
The authors would like to thank Valentine Genon-Catalot for the many fruitful discussions and advice.

7. Proofs

This section is devoted to the proofs of the announced results.

7.1. Technical results. We give here some useful results needed in the following proofs, nevertheless they may have an interest per se.

Lemma 7.1. Let \( x \mapsto f(x) \) be a continuous, real-valued function, then
\[
\Delta \sum_{k=0}^{n-1} f(X_k) \overset{p}{\to} \int_0^T f(X_s)ds.
\]
This is a consequence of the convergence of Riemann sums.

Lemma 7.2 (Gloter A.(2000)). If \( X \) is a diffusion process from model (2.1), for \( k \in \mathbb{N}^* \),
\[
\forall t, t+h \in [0,T], \quad \mathbb{E} \left[ \sup_{s \in [t,t+h]} |X_s - X_t|^k \mathcal{F}_t \right] \leq c(k)(1 + |X_t|^k)h^{k/2}.
\]
This result comes from Gronwall’s Lemma and the Burkholder-Davis-Gundy inequality and is given in Gloter (2000).

Lemma 7.3. For any \( b \in \mathcal{B} \) (defined in Section 4),
\[
\mathbb{E} \left[ \left( \int_{k\Delta}^{(k+1)\Delta} b(\theta, X_{k\Delta}) - b(\theta, X_s)ds \right)^p \right] = O\left( \Delta^{3p/2} \right)
\]
for any integer \( p \geq 2 \).

Proof of Lemma 7.3 According to Cauchy-Schwarz and Jensen’s inequality,
\[
\left( \int_{k\Delta}^{(k+1)\Delta} b(\theta, X_{k\Delta}) - b(\theta, X_s)ds \right)^p = \Delta^p \left( \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} b(\theta, X_{k\Delta}) - b(\theta, X_s)ds \right)^p \\
\leq \Delta^p \left( \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} (b(\theta, X_{k\Delta}) - b(\theta, X_s))^2ds \right)^{p/2} \\
\leq \Delta^{p-1} \int_{k\Delta}^{(k+1)\Delta} (b(\theta, X_{k\Delta}) - b(\theta, X_s))^pds.
\]
Applying Lemma 7.2 gives
\[
\mathbb{E} \left[ \left( \int_{k\Delta}^{(k+1)\Delta} b(\theta, X_{k\Delta}) - b(\theta, X_s)ds \right)^p \right] \leq \Delta^{p-1} \mathbb{E} \left[ \int_{k\Delta}^{(k+1)\Delta} (b(\theta, X_{k\Delta}) - b(\theta, X_s))^pds \right] \\
\leq O \left( \Delta^{3p/2} \right).
\]

Lemma 7.4. Let \( b \in \mathcal{B} \). For all \( i \in \mathcal{Y} \),
\[
\mathbb{E} \left[ \left| \pi_b(i) - \pi_i(i) \right|^2 \right] \leq C\Delta,
\]
where \( C \) is a positive constant which depends on \( T \) and the constants in Assumption 2.1.
Proof of Lemma 7.4. Let \( i \in \mathcal{Y} \). It is sufficient to prove that for any \( i_0 \in \mathcal{Y} \),
\[
E_{i_0} \left[ |F_b^i - \tilde{F}_b^i|^2 \right] \leq C_{i_0,i} \Delta,
\]
for a constant \( C_{i_0,i} \) depending only on \( T \) and the constants in Assumption 2.1. In order to prove (7.1), one may use the same kind of arguments as in the proof of Theorem 7.11 p. 174 in [Graham & Talay, 2013] (in the much more difficult context of the Euler scheme). Similar arguments will be detailed on the following proof of Lemma 7.5.

Observe that for \( i, j \in \{1, \ldots, K\} \), \( |\partial_j \varphi_i| \leq 1 \) and consequently \( \varphi_i \) is a Lipschitz function. Hence, using (7.1) simultaneously for all \( i_0 \in \mathcal{Y} \) and the definitions of \( \pi_b(i) = \varphi_i(F_b) \) and \( \varpi_b(i) = \varphi_i(\tilde{F}_b) \), we deduce directly the announced result.

**Lemma 7.5.** Let \( b, \tilde{b} \in B \). For each \( i \in \mathcal{Y} \), the following holds
\[
E \left[ |\pi_b(i) - \varpi_b(i)| \right] \leq \frac{C_K}{\sigma_0^2} ||b - \tilde{b}||_T,
\]
where \( C \) is a positive constant which depends on \( T \) and \( C_0 \).

**Proof of Lemma 7.5.** Since for each \( i, j \in \mathcal{Y}, |\partial_j \varphi_i| \leq 1 \), we have
\[
|\pi_b(i) - \varpi_b(i)| = |\varphi_i(F_b) - \varphi_i(\tilde{F}_b)| \leq \sum_{j=1}^K |F_b^j - \tilde{F}_b^j|.
\]
Thus, let us look at the following difference for any trajectory \( X \) from (2.1) with drift \( \tilde{b}_Y \),
\[
|F_b^j - \tilde{F}_b^j| = \sum_{k=0}^{n-1} \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{k\Delta})(X_{(k+1)\Delta} - X_{k\Delta}) - \frac{\Delta}{2} (b_i^2 - \tilde{b}_i^2)(X_{k\Delta}).
\]
First, we use the relation
\[
\sum_{k=0}^{n-1} f(X_{k\Delta})(X_{(k+1)\Delta} - X_{k\Delta}) = \int_0^T f(X_{\xi(s)}) dX_s, \; \xi(s) = k\Delta, \; k\Delta \leq s < (k + 1)\Delta.
\]
Then we obtain:
\[
E \left[ \sum_{k=0}^{n-1} \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{k\Delta})(X_{(k+1)\Delta} - X_{k\Delta}) \right] \leq E \left[ \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) b_Y(x_{\xi(s)}) ds \right] + E \left[ \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) \sigma(x_{\xi(s)}) dW_s \right].
\]
The second term of the right hand side is bounded as follows,
\[
E \left[ \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) \sigma(x_{\xi(s)}) dW_s \right] \leq E \left[ \left( \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) \sigma(x_{\xi(s)}) dW_s \right)^2 \right]^{1/2} = E \left[ \int_0^T \frac{(b_i - \tilde{b}_i)^2}{\sigma^4} (X_{\xi(s)}) \sigma^2(x_{\xi(s)}) ds \right]^{1/2} \leq \frac{\sqrt{T}}{\sigma_0} ||b_i - \tilde{b}_i||_T.
\]
Besides,
\[
E \left[ \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) b_Y(x_{\xi(s)}) ds \right] \leq \int_0^T E \left[ \left( \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) \right)^2 \right]^{1/2} E \left[ (b_Y(x_{\xi(s)}))^2 \right]^{1/2} ds
\]
But by Assumption 2.1, $|b^*_y(x)| = \sum_{i=1}^{K} |b^*_i(x)| I_{\{Y=i\}} \leq C_0(1 + |x|) \sum_{i=1}^{K} I_{\{Y=i\}} = C_0(1 + |x|)$. Thus,

$$E \left[ \left| \int_0^T \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) b^*_y(X_{\xi(s)}) ds \right| \right] \leq \int_0^T E \left[ \left( \frac{(b_i - \tilde{b}_i)}{\sigma^2} (X_{\xi(s)}) \right)^2 \right]^{1/2} ds E \left[ C_0^2 \left( 1 + \sup_{s \in [0,T]} X_s \right)^2 \right]^{1/2} \leq C_1 T \sigma^2 \| b_i - \tilde{b}_i \|_T.$$

Let us now deal with the second term of Equation (7.2) with the same arguments,

$$E \left[ \left| \Delta \sum_{k=0}^{n-1} \frac{(b_{i}^2 - \tilde{b}_{i}^2)}{\sigma^2} (X_{k\Delta}) \right| \right] \leq \frac{1}{\sigma_0^2} \int_0^T E \left[ (b_i - \tilde{b}_i)^2 (X_{\xi(s)}) \right]^{1/2} \left[ (b_i + \tilde{b}_i)^2 (X_{\xi(s)}) \right]^{1/2} ds \leq C_2 T \sigma^2 \| b_i - \tilde{b}_i \|_T,$$

which concludes the proof.

\[\square\]

7.2. Proofs of Section 2

7.2.1. Proof of Proposition 2.3. The probability measure $P$ can be decomposed in $P = \sum_{i=1}^{K} p_i P_i$, with $P_i := P(\cdot | Y = i)$. Denote $P_0$ the probability measure under which $(X_t)_{t \geq 0}$ is solution of $dX_t = \sigma(X_t) d\tilde{W}_t$ where $\tilde{W}$ is a Brownian motion under $P_0$. Then Girsanov’s Theorem (see e.g. Jacod & Shiryaev [2003]) implies

$$\Phi_i := \frac{dP_i|_{\mathcal{F}_t^X}}{dP_0|_{\mathcal{F}_t^X}} = \exp \left( \int_0^t \frac{b_i}{\sigma^2} (X_s) ds - \int_0^t \frac{b_i^2}{2\sigma^2} (X_s) ds \right).$$

Thus, for $t \geq 0$, we have that

$$dP|_{\mathcal{F}_t^X} = \sum_{i=1}^{K} p_i dP_i|_{\mathcal{F}_t^X} = \sum_{i=1}^{K} p_i \Phi_i dP_0|_{\mathcal{F}_t^X}. \quad (7.4)$$

Denote

$$\Psi_i := \frac{dP_i|_{\mathcal{F}_t^X}}{dP_0|_{\mathcal{F}_t^X}} = \frac{\Phi_i dP_0|_{\mathcal{F}_t^X}}{\sum_{j=1}^{K} p_j \Phi_j dP_0|_{\mathcal{F}_t^X}} = \frac{\Phi_i}{\sum_{j=1}^{K} p_j \Phi_j}. \quad (7.5)$$

Moreover, let $h : \{1, \ldots, K\} \to \mathbb{R}$ a bounded function and $Z$ an $\mathcal{F}_t^X$-measurable bounded random variable. We have that

$$E[h(Y)Z] = E[h(Y)E[Z|\sigma(Y)]] = E \sum_{i=1}^{K} h(i) I_{\{Y=i\}} E[Z | \sigma(Y)]] = E \sum_{i=1}^{K} h(i) I_{\{Y=i\}} \Psi_i Z = E \left( \sum_{i=1}^{K} h(i)p_i \Psi_i \right) Z.$$
Proof of Proposition 3.1. Using definition (7.5) we obtain

\[ \mathbb{E}[h(Y)|F_t^X] = \frac{\sum_{i=1}^{K} p_i h(i) \Psi_i^t}{\sum_{i=1}^{K} p_i \Psi_i^t} \quad \mathbb{P} - \text{a.s.} \]

Thus, for \( h(x) = 1_{\{i\}}(x) \) we obtain the expected result. \( \square \)

7.2.2. Proof of Proposition 2.4. Let \( 0 < t \leq T \). For \( g_t \in \mathcal{G}_t \), we have

\[
R(g_t) - R(g_t^*) = \mathbb{E} \left[ \mathbb{I}_{\{g_t(X) \neq Y\}} - \mathbb{I}_{\{g_t^*(X) \neq Y\}} \right]
\]

\[
= \mathbb{E} \left[ \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{k=1}^{K} \pi_t^* (i) \left( \mathbb{I}_{\{g_t(X) \neq i\}} - \mathbb{I}_{\{g_t^*(X) \neq i\}} \right) \mathbb{I}_{\{g_t(X) = k\}} \mathbb{I}_{\{g_t^*(X) = j\}} \right]
\]

\[
= \mathbb{E} \left[ \sum_{i=1}^{K} \sum_{k \neq i} \pi_t^* (i) \mathbb{I}_{\{g_t(X) = k\}} \mathbb{I}_{\{g_t^*(X) = i\}} - \sum_{k=1}^{K} \sum_{i \neq k} \pi_t^*(k) \mathbb{I}_{\{g_t(X) = k\}} \mathbb{I}_{\{g_t^*(X) = i\}} \right]
\]

and \( (\pi_t^* (i) - \pi_t^*(k)) = |\pi_t^* (i) - \pi_t^*(k)| \) on the event \( \{g_t(X) = i\} \). \( \square \)

7.3. Proofs of Section 3.1. Proof of Proposition 3.1. According to Proposition 2.4 we get

\[
R(\overline{g}_b) - R(g^*) = \mathbb{E} \left[ \sum_{i=1}^{K} \sum_{k \neq i} |\pi_t^* (i) - \pi_t^* (k)| \mathbb{I}_{\{\overline{g}_b(X) = k\}} \mathbb{I}_{\{g^*(X) = i\}} \right]
\]

\[
\leq 2 \mathbb{E} \left[ \max_{i \in \mathcal{Y}} |\pi_t^* (i) - \pi_b(i)| \mathbb{I}_{\{\overline{g}_b(X) \neq g^*(X)\}} \right] \leq 2 \sum_{i=1}^{K} \mathbb{E} \left[ |\pi_t^* (i) - \pi_b(i)| \right]
\]

Since,

\[
|\pi_t (i) - \pi^* (i)| \leq |\pi_b(i) - \pi^* (i)| + |\pi_b(i) - \pi^* (i)|
\]

(with \( \pi_{b^*} (i) := \varphi_i (\mathcal{F}_{b^*}) \) given by (3.1)), then

\[
R(\overline{g}_b) - R(g^*) \leq 2 \sum_{i=1}^{K} \mathbb{E} \left[ |\pi_{b^*} (i) - \pi^* (i)| \right] + 2 \sum_{i=1}^{K} \mathbb{E} \left[ |\pi_b(i) - \pi_{b^*} (i)| \right].
\]

Lemma 7.4 and Lemma 7.5 lead to the following bound

\[
R(\overline{g}_b) - R(g^*) \leq C_1 \sqrt{\Delta} + \frac{C_2 K^2}{\sigma_0} ||b - b^*||_T
\]

with \( C_1, C_2 \) two positive constants depending on \( T, C_0 \). \( \square \)
7.3.2. Proof of Proposition 3.3. Denote $I_j = [j, j + 1]$. Following the proof of Van Der Vaart & Wellner (1996) Corollary 2.7.4, we know that there exists $\mathcal{H}_{k, \varepsilon_j}$ an $\varepsilon_j$-net of $\{h_{|I_j}, h \in \mathcal{H}_k\}$ with respect to $|\cdot|_{\infty}$:

$$\mathcal{H}_{k, \varepsilon_j} = \{b_{j,k_j}, k_j = 1, \ldots, N_{\varepsilon_j}\}$$

with cardinal $N_{\varepsilon_j}$ satisfying

$$\log(N_{\varepsilon_j}) \leq C_k \left( \frac{M_j}{\varepsilon_j} \right)^{1/k}, \quad M_j = C_0(1 + |j|)^{\gamma}.$$

Let $\varepsilon > 0$. Set $\varepsilon_j = \varepsilon \max(1, |j|)^{1+\gamma+k} = \varepsilon_{|j|}$ (with $k \geq 1$ and $\gamma \geq 1$), and

$$\mathcal{H}_\varepsilon := \left\{ \sum_{j \in \mathbb{Z}} b_{j,k_j} 1_{I_j}, \ k_j \in \{1, \ldots, N_{\varepsilon_j}\} \right\}$$

Let $b \in \mathcal{H}_k$, there exist $b_{j,k_j} \in \mathcal{H}_{k, \varepsilon_j}$ such that $\sup_{I_j} |b - b_{j,k_j}| < \varepsilon_j$, then

$$\mathbb{E} \left[ \left( b - \sum_{j \in \mathbb{Z}} b_{j,k_j} 1_{I_j} \right)^2 (X_t) \right] \leq \sum_{j \geq 1} \varepsilon_j^2 \mathbb{P}(X_t \in [j, j + 1]).$$

Besides for $q = 4 + 2\gamma + 2k$, and $j \neq \{-1, 0\}$,

$$\mathbb{P}(X_t \in [j, j + 1]) = \mathbb{E} \left[ \frac{1}{|X_t|^q} |X_t|^q 1_{(X_t \in [j,j+1])} \right] \leq \frac{\mathbb{E}[\sup_{t \in [0,T]} |X_t|^q]}{|j|^q \wedge |j + 1|^q}.$$

Thus as $\varepsilon_0 = \varepsilon_{-1} = \varepsilon$, it comes

$$\mathbb{E} \left[ \sup_{t \in [0,T]} \left( b - \sum_{j \in \mathbb{Z}} b_{j,k_j} 1_{I_j} \right)^2 (X_t) \right] \leq \sum_{j \geq 1} \varepsilon_j^2 \mathbb{E}[\sup_{t \in [0,T]} |X_t|^q] + 2\varepsilon \leq C\varepsilon$$

where $C$ is a positive constant.

Note that there exists $j_0$ (depending on $\varepsilon$) such that for all $|j| \geq j_0$, $\varepsilon_j > M_j$ and consequently, for all $|j| \geq j_0$, one may take $N_{\varepsilon_j} = 1$. Hence with this choice,

$$\text{Card}\mathcal{H}_\varepsilon = \prod_{j \in \mathbb{Z}} N_{\varepsilon_j},$$

and

$$\log(\text{Card}\mathcal{H}_\varepsilon) \leq C_k \varepsilon^{-1/k} \sum_{j \in \mathbb{Z}} \frac{|j|^{\gamma/k}}{|j|^{(\gamma+1)/k}} \leq C\varepsilon^{-1/k}$$

where $C$ is a positive constant (depending on $k$). □

7.3.3. Proof of Proposition 3.3. Consider $b^*$ such that $\max_i \|b^*_i - b_i^\dagger\|_T \leq \varepsilon$. Similarly as in Proof 7.3.1 we obtain:

$$\mathbb{E} \left[ R(\overline{y}_b) - R(g^*) \right] \leq 2 \sum_{i=1}^K \mathbb{E} [\overline{y}_{b^\dagger}(i) - \overline{y}_b(i)] + 2 \sum_{i=1}^K \mathbb{E} [\overline{y}_b(i) - \overline{y}^*(i)]$$

$$\leq C(\sqrt{\Delta} + \varepsilon)$$
where $C$ is a positive constant depending on $T, C_0, \sigma_0$. Then, it comes, by definition of estimator $\hat{b}$,
\[
R(\bar{g}_{\hat{b}}) - R(g^*) \leq R(\bar{g}_{\hat{b}}) - R(\bar{g}_b) + C(\Delta + \varepsilon)
\leq R(\bar{g}_{\hat{b}}) - \tilde{R}(\bar{g}_{\hat{b}}) + \tilde{R}(\bar{g}_b) - R(\bar{g}_b) + C(\sqrt{\Delta} + \varepsilon)
\leq R(\bar{g}_{\hat{b}}) - \tilde{R}(\bar{g}_{\hat{b}}) + \tilde{R}(\bar{g}_b) - R(\bar{g}_b) + C(\sqrt{\Delta} + \varepsilon)
\leq 2 \max_{b \in B_e} |\tilde{R}(\bar{g}_b) - R(\bar{g}_b)| + C(\sqrt{\Delta} + \varepsilon).
\]

Moreover, according to Hoeffding’s inequality it comes
\[
\hat{P} \left( \max_{b \in B_e} |\tilde{R}(\bar{g}_b) - R(\bar{g}_b)| \geq t \right) \leq \min(1, 2 \text{Card}_{B_e} \exp(-2Nt^2)).
\]

Finally, integrating the last equation it comes:
\[
\tilde{E} \left[ \max_{b \in B_e} |\tilde{R}(\bar{g}_b) - R(\bar{g}_b)| \right]
\leq \int_0^\infty \min(1, \exp(\log(2 \text{Card}_{B_e}))) - 2Nt^2) dt
\leq \int_0^\infty \exp(-2Nt^2 - \log(2 \text{Card}_{B_e})) dt
= \sqrt{\frac{\log(2 \text{Card}_{B_e})}{2N}} + \int_{t \geq \sqrt{\frac{\log(2 \text{Card}_{B_e})}{2N}}} \exp(-2Nt^2 - \log(2 \text{Card}_{B_e})) dt
\leq \sqrt{\frac{\log(2 \text{Card}_{B_e})}{2N}} + \sqrt{\frac{\pi}{2N}}
\]

using $\int_0^\infty e^{-u^2} du = \sqrt{\pi}/2$. Gathering the results we obtain
\[
E \left[ R(\bar{g}_b) - R(g^*) \right] \leq \sqrt{\frac{\log(2 \text{Card}_{B_e})}{2N}} + \frac{\sqrt{\pi}}{2\sqrt{2N}} + C(\sqrt{\Delta} + \varepsilon) \leq 2 \frac{\log(2 \text{Card}_{B_e})}{2N} + C(\sqrt{\Delta} + \varepsilon)
\]
(since there are at least two elements in $B_e$). □

7.4. Proofs of Section 4

7.4.1. Proof of Theorem 4.3 Let us remind a generalised version of a key result, from [Dacunha-Castelle & Duflo 1983] for example or [Guyon 1993].

Lemma 7.6. Consider $\hat{\theta}_{N,n} = \arg\min_{\theta \in \Theta} \gamma_{N,n}(\theta)$, with $\gamma_{N,n}$ a contrast process. If

1. $\Theta \subset \mathbb{R}$ compact, $\theta \in \text{int}(\Theta)$
2. The contrast function $\theta \to \gamma_{N,n}(\theta)$ is continuous $\hat{P}$-a.s., and $\theta \to \gamma(\theta, \theta^*)$ is a continuous contrast function which has a unique minimum in $\theta^*$.
3. $\gamma_{N,n}(\theta) + c(\theta^*) \xrightarrow{P_{N,n}} \gamma(\theta, \theta^*)$.
4. $\exists \varepsilon_k \to 0, \forall k, \lim_{N,n} \hat{P} \left( \sup_{|\alpha - \beta| \leq k^{-1}} |\gamma_{N,n}(\alpha) - \gamma_{N,n}(\beta)| \geq \varepsilon_k \right) = 0$

then
\[
\hat{\theta}_{N,n} \xrightarrow{\hat{P}} \theta^*.
\]

Proof. Denote
\[
\omega_{N,n}(1/k) = \sup_{|\theta - \theta^*| \leq k^{-1}} \{ |\gamma_{N,n}(\theta') - \gamma_{N,n}(\theta) | \}.
\]
Let \( a > 0 \). The function \( \gamma \) satisfies \( \gamma(\theta^*, \theta^*) = 0 \) and by continuity, there exists \( \varepsilon > 0 \) such that on \( \Theta \setminus I \) the function \( \gamma(\theta^*, \cdot) \) is bounded from below by \( 2\varepsilon \) where \( I = [\theta^* - a, \theta^* + a] \).

Let \( k \) large enough such that \( \varepsilon_k < \varepsilon \). Since \( \Theta \) is a compact set, we may consider a finite recovering of \( \Theta \setminus I \) by \( M_k \) intervals \( I_i = [\theta_i - k^{-1}, \theta_i + k^{-1}] \). When \( \theta \in I_i \):

\[
\gamma_{N,n}(\theta) \geq \gamma_{N,n}(\theta_i) - |\gamma_{N,n}(\theta_i) - \gamma_{N,n}(\theta)|,
\]

\[
\inf_{\theta \in \Theta \setminus I_i} \gamma_{N,n}(\theta) \geq \inf_{1 \leq i \leq M_k} \gamma_{N,n}(\theta_i) - w_{N,n}(1/k)
\]

and thus

\[
\{ \hat{\theta}_{N,n} \notin [\theta^* - a, \theta^* + a] \} \subseteq \left\{ \min_{\theta \in \Theta \setminus I} \gamma_{N,n}(\theta) < \gamma_{N,n}(\theta^*) \right\}
\]

\[
\subseteq \left\{ \inf_{1 \leq i \leq M_k} \gamma_{N,n}(\theta_i) - \gamma_{N,n}(\theta^*) - w_{N,n}(1/k) < 0 \right\}.
\]

Finally, for all \( \eta > 0 \),

\[
\hat{\mathbb{P}}(\hat{\theta}_{N,n} \notin I) \leq \hat{\mathbb{P}}(w_{N,n}(1/k) > \eta) + \hat{\mathbb{P}} \left( \inf_{1 \leq i \leq M_k} (\gamma_{N,n}(\theta_i) - \gamma_{N,n}(\theta^*)) \leq \eta \right).
\]

But we know that the first term of the right hand side goes to 0, and as previously

\[
\inf_{1 \leq i \leq M_k} (\gamma_{N,n}(\theta_i) - \gamma_{N,n}(\theta^*)) \xrightarrow{N,n \to \infty} \gamma(\theta^*, \theta_i) \geq 2\varepsilon
\]

thus, choosing \( \eta = \varepsilon \) in the previous

\[
\hat{\mathbb{P}}(|\hat{\theta}_{N,n} - \theta^*| \geq a) \xrightarrow{N,n \to \infty} 0.
\]

In the following we consider that we are in the class number \( i \) estimating \( \theta_i^* \) from the \( N_i \) trajectories, and the index \( i \) is omitted (and \( \hat{\mathbb{P}}, \hat{\mathbb{E}} \) refer to the class \( i \) of the learning sample).

Let us remind that

\[
\gamma_{N,n}(\theta) := \frac{1}{N} \sum_{j=1}^{N} \sum_{k=0}^{n-1} \frac{\Delta}{2} b^2(\theta, X_{k\Delta}^{(j)}) - b(\theta, X_{k\Delta}^{(j)})(X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)}).
\]

For \( \theta \in \Theta \) we denote

\[
\gamma_N(\theta) := \frac{1}{N} \sum_{j=1}^{N} \left\{ \frac{1}{2} \int_0^T b^2(\theta, X_s^{(j)})ds - \int_0^T b(\theta, X_s^{(j)})dX_s^{(j)} \right\}
\]

thus

\[
\gamma_{N,n}(\theta) = \gamma_N(\theta) + R_{1,N,n} - R_{2,N,n},
\]

(7.6)

with

\[
R_{1,N,n} := \frac{1}{N} \sum_{j=1}^{N} \left\{ \int_0^T b(\theta, X_s^{(j)})dX_s^{(j)} - \sum_{k=0}^{n-1} b(\theta, X_{k\Delta}^{(j)})(X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)}) \right\} =: \frac{1}{N} \sum_{j=1}^{N} R_{1,n}^{(j)}
\]

\[
R_{2,N,n} := \frac{1}{N} \sum_{j=1}^{N} \left\{ \frac{1}{2} \int_0^T b^2(\theta, X_s^{(j)})ds - \frac{1}{2} \sum_{k=0}^{n-1} \Delta b^2(\theta, X_{k\Delta}^{(j)}) \right\} =: \frac{1}{2N} \sum_{j=1}^{N} R_{2,n}^{(j)}.
\]

Moreover,

\[
\gamma_N(\theta) = \frac{1}{N} \sum_{j=1}^{N} \left\{ \frac{1}{2} \int_0^T b^2(\theta, X_s^{(j)})ds - \int_0^T b(\theta, X_s^{(j)})[b(\theta^*, X_s^{(j)})ds + dW_s^{(j)}] \right\}
\]
and under our assumptions we have
\[ \mathbb{E} \left[ \int_0^T b(\theta, X_s^{(j)}) b(\theta^*, X_s^{(j)}) ds \right] < \infty \]
\[ \mathbb{E} \left[ \int_0^T b^2(\theta, X_s^{(j)}) ds \right] < \infty, \]
thus the Law of Large Number implies that
\[ \gamma_N(\theta) \xrightarrow{N \to \infty} \frac{1}{2} \mathbb{E} \left[ \int_0^T b^2(\theta, X_s) ds \right] - \mathbb{E} \left[ \int_0^T b(\theta, X_s) b(\theta^*, X_s) ds \right] =: \Gamma(\theta, \theta^*). \] (7.7)

Now,
\[ R_{1,n}^{(j)} = \int_0^T b(\theta, X_s^{(j)}) dX_s^{(j)} - \int_0^T \left( b(\theta, X_s^{(j)}) - b(\theta, X_{s+\Delta}^{(j)}) \right) ds \]
\[ = \int_0^T b(\theta, X_s^{(j)}) \left( b(\theta^*, X_s^{(j)}) ds + dW_s^{(j)} \right) - \sum_{k=0}^{n-1} b(\theta, X_{k\Delta}^{(j)}) \left[ \int_0^{(k+1)\Delta} b(\theta^*, X_s^{(j)}) ds + W_s^{(j)}(k+1)\Delta - W_{k\Delta}^{(j)} \right] \]
\[ =: \int_0^T H_{s,n}^{(j)} dW_s^{(j)} + \rho_n^{(j)} \]
with
\[ H_{s,n}^{(j)} := \sum_{k=0}^{n-1} \mathbb{1}_{[k\Delta, (k+1)\Delta)}(s) \left( b(\theta, X_{k\Delta}^{(j)}) - b(\theta, X_s^{(j)}) \right). \]
The first term of the right hand side is
\[ \rho_n^{(j)} = \sum_{k=0}^{n-1} \int_0^{(k+1)\Delta} b(\theta, X_{k\Delta}^{(j)}) b(\theta^*, X_s^{(j)}) ds - \int_0^T b(\theta, X_s^{(j)}) b(\theta^*, X_s^{(j)}) ds \]
\[ = \sum_{k=0}^{n-1} \int_0^{(k+1)\Delta} b(\theta^*, X_s^{(j)})(b(\theta, X_{k\Delta}^{(j)}) - b(\theta, X_s^{(j)})) ds \]
then according to the assumptions on \( b \) we get
\[ \mathbb{E}[|\rho_n^{(j)}|] \leq \mathbb{E} \left[ \sum_{k=0}^{n-1} \int_0^{(k+1)\Delta} C \left( 1 + \sup_{s \in [0,T]} |X_s^{(j)}| \right) |X_{k\Delta}^{(j)} - X_s^{(j)}| ds \right] \]
\[ \leq \mathbb{E} \left[ C(1 + \sup_{s \in [0,T]} |X_s^{(j)}|)^{1/2} \right] \mathbb{E} \left[ \sum_{k=0}^{n-1} \int_0^{(k+1)\Delta} |X_{k\Delta}^{(j)} - X_s^{(j)}| ds \right]^{1/2} \]
with
\[ \mathbb{E} \left[ \sum_{k=0}^{n-1} \int_0^{(k+1)\Delta} |X_{k\Delta}^{(j)} - X_s^{(j)}| ds \right]^{2} \leq \mathbb{E} \left[ \frac{1}{T} \int_0^T |X_s^{(j)}(\xi_s) - X_s^{(j)}| ds \right]^{2} \]
\[ \leq T \mathbb{E} \left[ \frac{1}{T} \int_0^T |X_s^{(j)}(\xi_s) - X_s^{(j)}|^2 ds \right] \leq C_T \Delta \]
with \( \xi \) is defined by Equation (7.3). We have obtained
\[ \mathbb{E}[|\rho_n^{(j)}|] \leq C_T \sqrt{\Delta}. \]
Then, \( R_{2,n} = \sum_{k=0}^{n-1} \int_{k\Delta}^{(k+1)\Delta} \left( b^2(\theta, X_{k\Delta}) - b^2(\theta, X_{k}) \right) ds \) and we obtain

\[
\hat{E} \left[ R_{2,n} \right] \leq \sum_{k=0}^{n-1} \int_{k\Delta}^{(k+1)\Delta} C\sqrt{\Delta} = C\sqrt{\Delta}
\]

using assumptions on \( b \), which do not depend on \( N \). Thus, we have shown that

\[
\gamma_{N,n}(\theta) + \frac{1}{2} \hat{E}_\theta \left[ \int_0^T b^2(\theta^*, X_s) ds \right] \underset{\overset{N \rightarrow \infty, n \rightarrow \infty}{\rightarrow}}{\Rightarrow} \Gamma(\theta, \theta^*) + \frac{1}{2} \hat{E}_\theta \left[ \int_0^T b^2(\theta^*, X_s) ds \right] = \frac{1}{2} \hat{E}_\theta \left[ \int_0^T (b(\theta^*, X_s) - b(\theta, X_s))^2 ds \right] =: \gamma(\theta, \theta^*). \tag{7.8}
\]

To end the proof let us look at the following random variable

\[
\omega_{N,n}(\varepsilon) = \sup_{|\alpha-\beta|<\varepsilon} \{ |\gamma_{N,n}(\alpha) - \gamma_{N,n}(\beta)| \}.
\]

Let \( \eta > 0 \), we have from the triangular inequality

\[
\{ \omega_{N,n}(\varepsilon) > \eta \} \subseteq \{ \sup_{\alpha \in \Theta} |\gamma_{N,n}(\alpha)| > \eta/4 \} \cup \{ \sup_{|\alpha-\beta|<\varepsilon} |\gamma(\alpha, \theta^*) - \gamma(\beta, \theta^*)| > \eta/2 \}
\]

thus, it is enough to study the convergence in probability of the random variable \( \max_{\alpha \in \Theta} |\gamma_{N,n}(\alpha)| \) in order to verify the remaining condition 4) of Lemma \ref{lem:gamma_convergence} since \( \theta \rightarrow \gamma(\theta, \theta^*) \) is continuous on \( \Theta \).

The verification of the remaining condition 4) will follow from the application of Lemma 3.1. in (1990) (with \( k = 1, p = \ell = 2 \) and \( T = \{N, n\} \)) considering

\[ f_{N,n}(\theta) := \gamma_{N,n}(\theta) + c(\theta^*) - \gamma(\theta, \theta^*). \]

Indeed, using assumption \ref{assumption:uniform_continuity} on function \( b \) and standard arguments as previously, one can check that \( f_{N,n} \) fulfills the assumptions of this lemma, namely:

- \( \hat{E}[(f_{N,n}(\alpha) - f_{N,n}(\beta))^2] \leq C|\alpha - \beta|^2 \)
- \( \hat{E}[f_{N,n}(\theta)^2] \leq C \)
- \( f_{N,n}(\theta) \overset{P}{\rightarrow} 0 \)

Using the uniform continuity of \( \gamma(\cdot, \theta^*) \), we thus verify the condition 4) of Lemma \ref{lem:gamma_convergence} by taking a sequence \( \varepsilon_k \rightarrow 0 \) such that \( \{ \sup_{|\alpha-\beta|<\varepsilon_k} |\gamma(\alpha, \theta^*) - \gamma(\beta, \theta^*)| > \varepsilon_k \} = \emptyset \). The statement of Theorem \ref{thm:main_result} follows then by application of Lemma \ref{lem:gamma_convergence}.

\[ \Box \]

### 7.4.2. Proof of Theorem \ref{thm:main_result}

We follow the scheme of proof of (1983) Chapter 3.

Here the derivative are the derivative according to \( \theta^* \).

\[
\hat{\gamma}_{N,n}(\tilde{\theta}) = 0 = \hat{\gamma}_{N,n}(\theta^*) + (\tilde{\theta} - \theta^*)\hat{\gamma}_{N,n}(\theta^*)
\]

with \( \tilde{\theta} \) some point between \( \hat{\theta} \) and \( \theta^* \). This yields to

\[
\sqrt{N}(\hat{\theta} - \theta^*) = -\frac{\hat{\gamma}_{N,n}(\theta^*)}{\hat{\gamma}_{N,n}(\theta)} \sqrt{N}. \tag{7.9}
\]
Let us study first the denominator. We have
\[ \sqrt{N} \hat{\gamma}_{N,n}(\theta^*) = \sqrt{N} \hat{\gamma}_N(\theta^*) + \sqrt{N} \hat{R}_{1,N,n} + \sqrt{N} \hat{R}_{2,N,n} \]
where \( R_{1,N,n}, R_{2,N,n} \) are given by \([7.6]\). Precisely,
\[ \hat{\gamma}_N(\theta^*) = \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}(\theta^*, X_s^{(j)}) \left[ b(\theta^*, X_s^{(j)}) ds - dX_s^{(j)} \right] = -\frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}(\theta^*, X_s^{(j)}) dW_s^{(j)} \]
then we obtain
\[ -\sqrt{N} \hat{\gamma}_N(\theta^*) \xrightarrow{N \to \infty} N \left( 0, \text{Var} \left( \int_0^T \hat{b}(\theta^*, X_s) dW_s \right) \right) = N \left( 0, \mathbb{E} \left[ \int_0^T \hat{b}^2(\theta^*, X_s) ds \right] \right) \]  
(7.10)
where the convergence in distribution takes places under \( \hat{\mathbb{P}} \). Moreover, as previously, (see proof Section \( 7.4.1 \)),
\[ \hat{\mathbb{E}}[\hat{R}_{1,N,n}] = \frac{1}{N} \sum_{j=1}^{N} \hat{\mathbb{E}} \left( \left[ \sum_{k=0}^{n-1} \hat{b}(\theta^*, X_{k+1\Delta}) - X_{k\Delta} \right] - \int_0^T \hat{b}(\theta^*, X_s^{(j)}) dX_s^{(j)} \right) \leq C \sqrt{\Delta} \]
and the same for \( \hat{R}_{2,N,n} \), thus \( \sqrt{N} \hat{\mathbb{E}}(\hat{R}_{1,N,n} + \hat{R}_{2,N,n}) \) goes to zero if \( N \Delta \to 0 \) as soon as \( x \mapsto \hat{b}(\theta^*, x) \)

is Lipschitz.

Finally, let us study \( \hat{\gamma}_{N,n}(\hat{\theta}) \) given by
\[ \hat{\gamma}_{N,n}(\hat{\theta}) = \hat{\gamma}_N(\hat{\theta}) + \hat{R}_{1,N,n}(\hat{\theta}) + \hat{R}_{2,N,n}(\hat{\theta}) \]
with
\[ \hat{\gamma}_N(\hat{\theta}) = -\frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}(\hat{\theta}, X_s^{(j)}) dW_s^{(j)} + \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}^2(\hat{\theta}, X_s^{(j)}) ds. \]
According to the Lipschitz-assumption of function \( \hat{b}(\cdot, x) \), have :
\[ \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}^2(\hat{\theta}, X_s^{(j)}) ds = \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}^2(\hat{\theta}, X_s^{(j)}) - \hat{b}^2(\theta^*, X_s^{(j)}) ds + \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}^2(\theta^*, X_s^{(j)}) ds \]
\[ \leq C \frac{1}{N} \sum_{j=1}^{N} \int_0^T (1 + |X_s^{(j)}|^2) ds |\hat{\theta} - \theta^*| + \frac{1}{N} \sum_{j=1}^{N} \int_0^T \hat{b}^2(\theta^*, X_s^{(j)}) ds \]
(where \( C \) depends on the Lipschitz constant of \( \theta \mapsto \hat{b}(\theta, \cdot) : C'' \)). Then as \( \hat{\mathbb{E}}[|\hat{\theta} - \theta^*|] \to 0 \) (from Theorem 4.3) and as the expectation of the second term goes to \( \mathbb{E} \left[ \int_0^T \hat{b}^2(\theta^*, X_s) ds \right] \), then we have
\[ \hat{\mathbb{E}}[\hat{\gamma}_N(\hat{\theta})] \to \mathbb{E} \left[ \int_0^T \hat{b}^2(\theta^*, X_s) ds \right]. \]
This proves the attended result. \( \Box \)

7.4.3. Proof of Proposition \([4.8]\). In order to prove the consistency of the procedure we establish the following results. In the sequel, we denote
\[ h^* := h_{\theta^*}. \]

The following notations are recalled:
\[ h_{\theta^*} = (h_{\theta^*, 1}, \ldots, h_{\theta^*, K}), \quad h_{\theta^*}^\ell(X) = \frac{1}{K} \sum_{\ell=1}^{K} \log \left( \frac{1 - \pi_{h_{\theta^*}^\ell}(\ell)}{1 - \pi_{h_{\theta^*}^\ell}(i)} \right), \]
Lemma 7.7. For $0 < \varepsilon < \frac{1}{3}$, and let $i_0 = \text{argmax}_{i \in \mathcal{Y}} \pi_{\theta^*}(i)$ one has
\[
R_{\phi}(h_{\theta^*}^{\varepsilon,i_0}) - R_{\phi}(h_{\theta^*}) \leq \frac{3}{2} K \mathbb{P}(\pi_{\theta^*}(i_0) \geq 1 - \varepsilon).
\]

Proof of Lemma 7.7. By definition of the $\phi$-risk $R_{\phi}$ given in Equation (4.4), we have
\[
R_{\phi}(h_{\theta^*}^{\varepsilon,i_0}) - R_{\phi}(h_{\theta^*}) = \sum_{i=1}^{K} \mathbb{E} \left[ (1 - \pi_{\theta^*}(i)) \left( \exp(h_{\theta^*}^{\varepsilon,i}(X)) - \exp(h_{\theta^*}^{\varepsilon,i}(X)) \right) \right]
\]
\[
= \sum_{i=1}^{K} \mathbb{E} \left[ (1 - \pi_{\theta^*}(i)) \left( \exp(h_{\theta^*}^{\varepsilon,i}(X)) - \exp(h_{\theta^*}^{\varepsilon,i}(X)) \right) \mathbb{1}_{\{\pi_{\theta^*}(i_0) \geq 1 - \varepsilon\}} \right]
\]
\[
\leq \sum_{i=1}^{K} \mathbb{E} \left[ (1 - \pi_{\theta^*}(i)) \exp(h_{\theta^*}^{\varepsilon,i}(X)) \mathbb{1}_{\{\pi_{\theta^*}(i_0) \geq 1 - \varepsilon\}} \right].
\]

On the set $\{\pi_{\theta^*}(i_0) \geq 1 - \varepsilon\}$, by definition we have $\pi_{\theta^*}(i_0) = 1 - \varepsilon$ then $\pi_{\theta^*}(i) \leq \varepsilon$ for $i \in \mathcal{Y}$. Then, we have
\[
h_{\theta^*}^{\varepsilon,i_0}(X) = \frac{1}{K} \sum_{i=1}^{K} \log \left( \frac{1 - \pi_{\theta^*}(i)}{\varepsilon} \right) \leq \log \left( \frac{1}{\varepsilon} \right).
\]

Then, for $i \neq i_0$, $\pi_{\theta^*}(i) \leq \varepsilon$ and for $\ell \neq i$, $1 - \pi_{\theta^*}(\ell) \leq 0$, thus
\[
h_{\theta^*}^{\varepsilon,i}(X) \leq \log \left( \frac{1}{1 - \pi_{\theta^*}(i)} \right) \leq \log \left( \frac{1}{1 - \varepsilon} \right).
\]

Hence, we get
\[
(1 - \pi_{\theta^*}(i_0)) \exp(h_{\theta^*}^{\varepsilon,i_0}(X)) \mathbb{1}_{\{\pi_{\theta^*}(i_0) \geq 1 - \varepsilon\}} \leq 1
\]
and for $i \neq i_0$
\[
(1 - \pi_{\theta^*}(i)) \exp(h_{\theta^*}^{\varepsilon,i}(X)) \mathbb{1}_{\{\pi_{\theta^*}(i) \geq 1 - \varepsilon\}} \leq 3/2.
\]

Therefore combined the previous inequalities, we obtain that
\[
R_{\phi}(h_{\theta^*}^{\varepsilon,i_0}) - R_{\phi}(h_{\theta^*}) \leq \frac{3}{2} K \mathbb{P}(\pi_{\theta^*}(i_0) \geq 1 - \varepsilon).
\]

Moreover, the following holds for the empirical score function given in Equation (4.6).

Lemma 7.8. Let $0 < \varepsilon < \frac{1}{3}$. The following holds
\[
|R_{\theta}(h_{\theta}^{\varepsilon,i_0}) - R_{\phi}(h_{\theta}^{\varepsilon,i_0})| \leq \frac{C K \sqrt{\Delta}}{\varepsilon^2}.
\]

where $C$ is a positive constant depending on $T$ and $C_0$. 

Moreover, the following holds for the empirical score function given in Equation (4.6).
Proof of Lemma 7.8. From the definition of $\overline{h}_\theta^\varepsilon$ given by Equation (4.6), we have for $i \in \mathcal{Y}$, $|h_\theta^\varepsilon(i, x)| \leq 1$. Let us study the difference:

$$|R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon)| = E \left[ \sum_{i=1}^{K} \mathbb{1}_{\{Y \neq i\}} \left( \phi(-\overline{h}_\theta^\varepsilon(x)) - \phi(h_\theta^\varepsilon(x)) \right) \right].$$

The function $\phi$ is $L$-Lipschitz with constant $L \leq 1/\varepsilon$, then it comes

$$|R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon)| \leq \frac{1}{\varepsilon} E \left[ \sum_{i=1}^{K} \mathbb{1}_{\{Y \neq i\}} \left| \overline{h}_\theta^\varepsilon(x) - h_\theta^\varepsilon(x) \right| \right],$$

and then the Mean Value Theorem ensures that

$$|R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon)| \leq \frac{2}{\varepsilon^2} \sum_{i=1}^{K} E[|\overline{h}_\theta^\varepsilon(i) - \pi_\theta^\varepsilon(i)|].$$

Now denote $i_0 = \arg \max_{i \in \mathcal{Y}} \pi_\theta^\varepsilon(i)$ and $i^*_0 = \arg \max_{i \in \mathcal{Y}} \pi_\theta^\varepsilon(i)$. We observe that if $\pi_\theta^\varepsilon(i_0) < 1 - \varepsilon$ and $\pi_\theta^\varepsilon(i_0) \geq 1 - \varepsilon$ then:

$$|\pi_\theta^\varepsilon(i_0) - \pi_\theta^\varepsilon(i_0)| \leq |\pi_\theta^\varepsilon(i_0) - (1 - \varepsilon)| \leq |\pi_\theta^\varepsilon(i_0) - \pi_\theta^\varepsilon(i_0)|$$

and if $i \neq i_0$

$$|\pi_\theta^\varepsilon(i) - \pi_\theta^\varepsilon(i)| \leq \left| \pi_\theta^\varepsilon(i) - \left( \pi_\theta^\varepsilon(i_0) + \frac{1}{K-1} \pi_\theta^\varepsilon(i_0) - (1 - \varepsilon) \right) \right|$$

Using similar arguments, we obtain the same bound in the other configurations. Therefore, we get

$$\sum_{i=1}^{K} E[|\pi_\theta^\varepsilon(i) - \pi_\theta^\varepsilon(i)|] \leq 3 \sum_{i=1}^{K} E[|\pi_\theta^\varepsilon(i) - \pi_\theta^\varepsilon(i)|],$$

and thus

$$|R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon)| \leq \frac{6}{\varepsilon^2} \sum_{i=1}^{K} E[|\pi_\theta^\varepsilon(i) - \pi_\theta^\varepsilon(i)|].$$

Hence, applying Lemma 7.4 in Inequality (7.11), we obtain the desired result. \qed

Now, we establish the consistency of our procedure. Denote by $B_N$ the $\frac{1}{N^{1+\alpha/2}}$-net of $\Theta^K$ w.r.t the $L_\infty$ norm $\|\|$. Since $\Theta = [0,1]^d$, we have $\text{Card}B_N \leq C N^{Kd(1+\alpha/2)}$.

Let $\hat{\theta} = \arg \min_{\theta \in \Theta^K} R_\phi(\overline{h}_\theta)$. From the definition of $\hat{\theta}$, $R_\phi(\overline{h}_\theta) - R_\phi(\overline{h}_\theta^\varepsilon) < 0$, then

$$R_\phi(\overline{h}_\theta) - R_\phi(h_\theta^\varepsilon) \leq R_\phi(\overline{h}_\theta) - R_\phi(\overline{h}_\theta^\varepsilon) + R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon) + R_\phi(h_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon).$$

Applying Lemma 7.7 and 7.8 leads to

$$R_\phi(\overline{h}_\theta) - R_\phi(h_\theta^\varepsilon) + R_\phi(h_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon) \leq \frac{C K \sqrt{\Delta}}{\varepsilon^2} + \frac{3}{2} \mathbb{P} (\pi_\theta^\varepsilon(i_0) \geq 1 - \varepsilon).$$

Therefore, it remains to control $R_\phi(\overline{h}_\theta^\varepsilon) - R_\phi(h_\theta^\varepsilon)$. Let $\theta_N \in B_N$ such that $\|\hat{\theta} - \theta_N\| \leq \frac{1}{N^{1+\alpha/2}}$. Denote

$$D_\theta := R_\phi(\overline{h}_\theta) - R_\phi(h_\theta^\varepsilon), \quad \hat{D}_\theta := R_\phi(\overline{h}_\theta) - R_\phi(h_\theta^\varepsilon).$$
\[ 0 \leq R_\phi(\tilde{h}_\theta) - R_\phi(\tilde{h}_{\theta_N}) \leq \max_{\theta \in \mathcal{B}_N} |D_\theta - \hat{D}_\theta| + |R_\phi(\tilde{h}_\theta) - R_\phi(\tilde{h}_{\theta_N})| + |\hat{R}_\phi(\tilde{h}_\theta) - \hat{R}_\phi(\tilde{h}_{\theta_N})|. \] (7.12)

Now, we bound each term of the previous inequality. Since, for each \( i \in \mathcal{Y} \), \(|\tilde{h}_\theta^i(X)| \leq \log(\frac{1}{\varepsilon})\) and since the function \( \phi \) is \( L \)-Lipschitz with constant \( L \leq \frac{1}{\varepsilon} \), we have that for each \( j \in \{1, \ldots, N\} \) and \( \theta \in \mathcal{B}_N \)

\[ \left| \sum_{i=1}^{K} \mathbb{I}_{\{Y(j) \neq i\}} \phi \left( -\tilde{h}_\theta^i \left( \bar{X}^{(j)} \right) \right) - \sum_{i=1}^{K} \mathbb{I}_{\{Y(j) \neq i\}} \phi \left( -\tilde{h}_{\theta_N}^i \left( \bar{X}^{(j)} \right) \right) \right| \leq \frac{2K \log(1/\varepsilon)}{\varepsilon}. \]

Therefore, from Hoeffding’s inequality, we deduce (as in Section 7.3.3), the following bound

\[ \hat{E} \left[ \max_{\theta \in \mathcal{B}_N} |D_\theta - \hat{D}_\theta| \right] \leq 8K \sqrt{\frac{\log(\text{Card} \mathcal{B}_N)}{\varepsilon^2 N}} \log \left( \frac{1}{\varepsilon} \right). \] (7.13)

Let us study the term \(|R_\phi(\tilde{h}_\theta) - R_\phi(\tilde{h}_{\theta_N})|\). Using same arguments as in Lemma 7.8 (see Equation (7.11)), we have

\[ \hat{E} \left[ |R_\phi(\tilde{h}_\theta) - R_\phi(\tilde{h}_{\theta_N})| \right] \leq \frac{6}{\varepsilon^2} \sum_{i=1}^{K} \hat{E} \left[ |\bar{\pi}_b^i(i) - \bar{\pi}_b^i(i)\right]. \]

From Lemma 7.8 and by definition of \( \theta_N \), we obtain

\[ \hat{E} \left[ |R_\phi(\tilde{h}_\theta) - R_\phi(\tilde{h}_{\theta_N})| \right] \leq \frac{CK^2}{\varepsilon^2 N^{1+(\alpha/2)}} \] (7.14)

where \( C \) is a positive constant depending on \( T, \sigma_0 \), and \( C_0 \).

To conclude the proof it remains to control the term \(|\hat{R}_\phi(\tilde{h}_\theta) - \hat{R}_\phi(\tilde{h}_{\theta_N})|\). The empirical risk \( \hat{R}_\phi \) and \( \hat{\theta} \) depend on \( D_N \) then this control requires a different approach. Let \( j \in \{1, \ldots, N\} \), we denote by \( \hat{E}_j \) the expectation integrated with respect to \((\bar{X}^{(j)}, Y^{(j)})\). Conditional on \((X^{(1)}, Y^{(1)}), \ldots, (X^{(j-1)}, Y^{(j-1)}), (X^{(j+1)}, Y^{(j+1)}), \ldots, (X^{(N)}, Y^{(N)})\)

\[ \hat{E}_j \left[ \sum_{i=1}^{K} \mathbb{I}_{\{Y(j) \neq i\}} \phi \left( -\tilde{h}_{\theta}^i \left( \bar{X}^{(j)} \right) \right) - \sum_{i=1}^{K} \mathbb{I}_{\{Y(j) \neq i\}} \phi \left( -\tilde{h}_{\theta_N}^i \left( \bar{X}^{(j)} \right) \right) \right]. \]

Denote for each \( i \), and \( \theta \in \Theta^K \), \( \Delta_k^{(j)} X := X_{(k+1)\Delta}^{(j)} - X_{k\Delta}^{(j)} \),

\[ \bar{\pi}_b^i(i) = \phi_i \left( \mathcal{F}_\theta \left( \bar{X}^{(j)} \right) \right), \quad \mathcal{F}_\theta \left( \bar{X}^{(j)} \right) = \sum_{k=0}^{n-1} \frac{b(\theta_i, X_{k\Delta}^{(j)})}{\sigma^2(X_{k\Delta}^{(j)})} \left( \Delta_k^{(j)} X \right) - \frac{\Delta b^2(\theta_i, X_{k\Delta}^{(j)})}{2 \sigma^2(X_{k\Delta}^{(j)})}. \]

Applying Cauchy-Schwartz Inequality, we obtain

\[ \hat{E}_j \left[ \sum_{k=0}^{n-1} \frac{b(\hat{\theta}_i, X_{k\Delta}^{(j)}) - b(\theta_{N,i}, X_{k\Delta}^{(j)})}{\sigma^2(X_{k\Delta}^{(j)})} \left( \Delta_k^{(j)} X \right) \right] \leq \frac{1}{\sigma_0^2 \sqrt{N^{1+(\alpha/2)}} \sqrt{\Delta}}. \]

Since as \( |\hat{\theta} - \theta| \leq \frac{1}{N^{1+(\alpha/2)}} \) the first expectation in the r.h.s. is bounded, then Lemma 7.2 controls the second term. Finally, we get

\[ \hat{E}_j \left[ \sum_{k=0}^{n-1} \frac{b(\hat{\theta}_i, X_{k\Delta}^{(j)}) - b(\theta_{N,i}, X_{k\Delta}^{(j)})}{\sigma^2(X_{k\Delta}^{(j)})} \left( \Delta_k^{(j)} X \right) \right] \leq \frac{1}{\sigma_0^2 \sqrt{N^{1+(\alpha/2)}} \sqrt{\Delta}}. \]
Furthermore,
\[
\hat{E}_j \left[ \prod_{k=0}^{n-1} \Delta \frac{b^2(\hat{\theta}_i, X_{k\Delta}^{(j)})}{\sigma^2(X_{k\Delta}^{(j)})} \right] \leq \frac{C_T}{\sigma^2 N^{1+(\alpha/2)}}.
\]

Combining the previous inequalities, we obtain
\[
\hat{E} \left[ |\hat{R}_\phi(\overline{\theta}_\Delta) - \hat{R}_\phi(\overline{\theta}_{\Delta N})| \right] \leq C_T \frac{K^2}{\Delta \varepsilon N^{1+(\alpha/2)}}.
\]

With the bounds from Lemma 7.7, 7.8, and Equations (7.13), (7.14), (7.15) we obtain an upper bound for \( \hat{E} \left[ R_\phi(\overline{\theta}_\Delta) - R_\phi(h_{\theta_T}) \right] \). Now to ensure the convergence it is sufficient to choose \( \varepsilon = O(N^{-\beta}) \) with \( 0 < \beta < \min(1/2, \alpha/4) \) (as \( \Delta = O(N^{-\alpha}) \)). This concludes the proof. \( \square \)

7.4.4. Proof of Theorem 7.10 For each \( h \in \mathcal{H} = \{ h = (h^1, \ldots, h^K) : \mathcal{X} \rightarrow \mathbb{R}^K \} \) being a vector of score functions, we define \( l_h(Z, X) = \sum_{i=1}^{K} \phi_i(Z, h^i(X)) \) with \( \phi : x \mapsto (1 - x)^2 \) the least squares loss and \( Z_i = 2 I_{(Y = i)} - 1 \) for each \( i \in \mathcal{Y} \). First, we prove the following Lemma

Lemma 7.9. Let \( h \in \mathcal{H} \), such that \( \| h \|_\infty \leq 1 \). The following holds
\[
\mathbb{E} \left[ (l_h(Z, X) - l_{h^*}(Z, X))^2 \right] \leq 16K (R_\phi(h) - R_\phi(h_{\theta_T})).
\]

Proof. Note that for each \( i \in \mathcal{Y} \), we have \( |Z_i| = 1 \) and
\[
\phi(Z_i, h^i(X)) - \phi(Z_i, h_i^*(X)) = (h^i(X) - h_i^*(X))(h^i(X) + h_i^*(X) - 2Z_i).
\]

Hence, from Cauchy-Schwarz Inequality, as \( |Z_i| = 1 \) and \( |h^i(X)| \leq 1 \), we have
\[
\mathbb{E} \left[ (l_h(Z, X) - l_{h^*}(Z, X))^2 \right] \leq K \sum_{i=1}^{K} \mathbb{E} \left[ (\phi(Z_i, h^i(X)) - \phi(Z_i, h_i^*(X)))^2 \right] \leq 16K \sum_{i=1}^{K} \mathbb{E} \left[ (h^i(X) - h_i^*(X))^2 \right].
\]

Now since \( \mathbb{E}[Z_i | X] = 2\pi_{\theta_T}(i) - 1 = h_i^*(X) \), we deduce from (4.8) and (7.16) that
\[
R_\phi(h) - R_\phi(h_{\theta_T}) = \sum_{i=1}^{K} \mathbb{E} \left[ (h^i(X) - h_i^*(X))^2 \right],
\]
which gives the result. \( \square \)

Now, we consider \( \tilde{\theta} := \arg\min_{\theta \in \Theta^K} R_\phi(\overline{\theta}_\Delta) \) and we introduce
\[
D_\theta := R_\phi(\overline{\theta}_\Delta) - R_\phi(\overline{\theta}_N), \quad \tilde{D}_\theta := \hat{R}_\phi(\overline{\theta}_\Delta) - \hat{R}_\phi(\overline{\theta}_N).
\]

Then
\[
R_\phi(\overline{\theta}_\Delta) - R_\phi(h_{\theta_T}) \leq D_\theta + R_\phi(\overline{\theta}_N) - R_\phi(h_{\theta_T}).
\]

Observing that
\[
R_\phi(\overline{\theta}_\Delta) - R_\phi(h_{\theta_T}) \leq R_\phi(\overline{\theta}_N) - R_\phi(h_{\theta_T}) \leq CTK \sqrt{\Delta},
\]
we deduce
\[
R_\phi(\overline{\theta}_\Delta) - R_\phi(h_{\theta_T}) \leq D_\theta + CTK \sqrt{\Delta}.
\]

We now proceed to bound \( D_\theta \). Since \( \hat{\theta} = \arg\min_{\theta \in \Theta^K} \hat{R}_\phi(\hat{\theta}_\Delta) \), we see that \( \hat{D}_\theta \leq 0 \). In particular, we have the decomposition
\[
D_\theta \leq D_\theta - 2\hat{D}_\theta = (D_\theta - D_{\theta_N}) + (2\hat{D}_{\theta_N} - 2\hat{D}_\theta) + (D_{\theta_N} - 2\hat{D}_{\theta_N}).
\]

Furthermore, if \( \hat{\theta} \neq \theta \), then
\[
\hat{E}_j \left[ \prod_{k=0}^{n-1} \Delta \frac{b^2(\hat{\theta}_i, X_{k\Delta}^{(j)})}{\sigma^2(X_{k\Delta}^{(j)})} \right] \leq \frac{C_T}{\sigma^2 N^{1+(\alpha/2)}}.
\]
In order to control the deviations of $\theta$, we denote by $B_N$ the $1/N^{(1+\alpha/2)}$-net of $\Theta^K$ w.r.t $\|\|$.

Similarly to the proof of Proposition 4.8 given in Section 7.4.3, we have

$$E \left[ |R_\phi(\tilde{h}_\theta) - R_\phi(\hat{h}_{\theta_N})| \right] \leq \frac{C_T K^2}{N^{1+\alpha/2}}$$

and

$$E \left[ |\hat{R}_\phi(\tilde{h}_\theta) - \hat{R}_\phi(\hat{h}_{\theta_N})| \right] \leq \frac{C_T K^2}{N^{1+\alpha/2} \sqrt{\Delta}}.$$ 

Therefore, from Equation (7.19) and the decomposition (7.20),

$$\hat{E} \left[ R_\phi(\tilde{h}_\theta) - R_\phi(h_{\theta^*}) \right] \leq \frac{C_T K^2}{N^{1+\alpha/2}} + \frac{C_T K^2}{N^{1+\alpha/2} \sqrt{\Delta}} + \hat{E} \left[ \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \right].$$ 

To conclude the proof, it remains to control the last term in the r.h.s. We have that for $u \geq 0$

$$\hat{E} \left[ \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \right] \leq u + \int_u^{+\infty} \hat{P} \left( \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \geq t \right) dt.$$ 

In order to control the deviations of $\max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right)$, we observe that from Lemma 7.9 for each $\theta \in \Theta^K$,

$$E \left[ (l_{\tau_\theta}(Z, X) - l_{\tau_\theta}(Z, X))^2 \right] \leq 2E \left[ (l_{\tau_\theta}(Z, X) - l_{h_{\theta^*}}(Z, X))^2 + (l_{\tau_\theta}(Z, X) - l_{h_{\theta^*}}(Z, X))^2 \right] \leq 32K \left( R_\phi(\tilde{h}_\theta) - R_\phi(h_{\theta^*}) \right) + 32K \left( R_\phi(\tilde{h}_\theta) - R_\phi(h_{\theta^*}) \right).$$ 

Hence, from Equation (7.18) and the definition of $D_\theta$, we deduce for $t \geq \sqrt{\Delta}$,

$$E \left[ (l_{\tau_\theta}(Z, X) - l_{\tau_\theta}(Z, X))^2 \right] \leq C_T K \left( D_\theta + \sqrt{\Delta} \right) \leq C_T K \left( D_\theta + t \right). \quad (7.21)$$

Using the fact that for each $\theta$, $\|\tilde{h}_{\theta}\|_\infty \leq 1$ and that $\phi$ is $L-$Lipschitz with constant $L = 4$, from Bernstein’s Inequality, we get for $t \geq 0$,

$$\hat{P} \left( \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \geq t \right) \leq \sum_{\theta \in B_N} \hat{P} \left( 2D_\theta - 2\hat{D}_\theta \geq t + D_\theta \right) \leq \sum_{\theta \in B_N} \exp \left( \frac{-N(t + D_\theta)^2/8 - N(t + D_\theta)^2/8}{E \left[ (l_{\tau_\theta}(Z, X) - l_{\tau_\theta}(Z, X))^2 \right] + (t + D_\theta)(4K/3)} \right).$$

Thus, from Equation (7.21), for $t \geq \sqrt{\Delta}$, we get

$$\hat{P} \left( \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \geq t \right) \leq \text{Card}(B_N) \exp \left( \frac{-NCTt}{K} \right).$$

Finally, since $\Delta = O(N^{-\alpha})$ with $\alpha \geq 2$, for $N$ large enough we have that $\sqrt{\Delta} \leq \frac{K \log \left( \text{Card}(B_N) \right)}{NC_T}$

Hence, with $u = \frac{K \log \left( \text{Card}(B_N) \right)}{NC_T}$, we obtain for $N$ large enough

$$\hat{E} \left[ \max_{\theta \in B_N} \left( D_\theta - 2\hat{D}_\theta \right) \right] \leq C \frac{K \log \left( \text{Card}(B_N) \right)}{N},$$

which concludes the proof. □
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