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Verbal MWEs (VMWEs) Variant IDEntification based on previous work!!!

.~ PAREEVE & PARIEVE ® VarIDE uses the VMWE morphosyntactic

e Shared k VarlDE Shared Task . e . . . . :

\\g ared Task variability profile to identify variants:
VarlDE seen-in-train (T1) vs. (T2) = allowed personal inflection
Variants = Identical-to-train + Variant-of-train | VMWEs # have look | = (e) = variant

(a)(b)(c) (e)(f) 7 (d)(k) 4
> l l (a) Rooms have; . 3.4, @ personalized look with curtains )3:9
'?q/ (b) Please have, . a personalized look today >
(4 Variant? Non-variant?}(c) You always_,,...q have,, a personalized look by using_,, ., this color
_ , | ) | (d) Applicants have a personalized look at their resume.
T1: Rooms havep . 3.4, @ Personalized look with curtains. (e) She NaSeres 3ass @ PEFsonalized look

T2: 1 havep 1 s; @ Personalized look. (f) | have not a personalized look

(k) Please give alook atthe book

VarlDE system for 19 languages

@ VMWE extraction

(3) Morphosyntactic Feature (4) Ccandidate
extraction in TRAIN and TEST filtering

. (2) We build a bridge between countrles ! _ a
: = | (3) The bridges built in 2018. » e Automatic language-dependent features NLTK naive Bayes classifier
E 2 (4) Tower Bridge was built in 1886. E @ Candidate extraction * ABSolute and RELative (same VIMWE) features = Label prediction:
= Z | (5) Let, me know, ., if you come. : (1) ABS_morph_VERB_Tense=Past \_VMWEs/ non-VMWEs /
= = | (6) You cannot drink,; and drive,, = |+ Samelemmas as a MWE in TRAIN (2) ABS_morph_VERB_Tense=Pres
. . ; ; . (2) ® REL_morph_VERB_Tense=false
S— , = |* Relevant POS (Bridge # bridge) (1) vs. (2) _morpn_ —
J | built bridges. Constru
: to build safe bridges. B Allowed POS sequence © Duplicated POS = syntactic dependencies used @ Candidate categorization
= |differences. They were building roads next to the bridge Optional Filter20: < 20 insertiory v (5) root vs. xcomp
‘IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII.

ABS _morph_VERB_Mood = -1

ABS_morph_VERB_root _Mood =Imp
% (6) obj. vs obj.

ABS _morph_VERB_Mood =-1

ABS _morph_ VERB_obj Mood =-1

OF 3340

‘OUTPUT:

_ . . Py
text = | built bridges. 5:9)
I I PRON ... *
built  build VERB ...1:VID
bridges bridge NOUN ... 1
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Code on GitLab
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Results Results Ell vs. mmm
e Recall for Extraction® and Filtering® (2 when R > 0.8)
=om® Seen-in-train F17=0.59 B 'seen-in-train’ M 'variant-of-train’
1 8 | | 'seen+unseen’
0.8 :
06 % % :
03 % FEFEETY E-
Ol 6 PT ROFR FA EN EU EL SL HE IT TR ES O HR HU PL
v v V1 7
=) 10 Variant-of-train ~~ F1® = 0.53
1
0.8
0.6
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HI PT BG FA FR EN EL SL EU IT DE RO TR HR PL HEES H
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e Problems & remedies R P
Q Feature extraction® sensitive to TRAIN spurious/unbalanced data

-

Filtering® ©1F1in PT @ |F1in PL

@ Non-UD tagsets = adjustments when possible .
= Tagset size matters?

© Missing (TR), inconsistent (FR) lemmatization = handled for FR

Conclusions and Perspectives References,acknowledgements

W global F1 = 0.46 QOF1 <02 (6 lang.) |1| PASQUER et al., If you’ve seen some,

& you’ve seen them all: Identifying variants

@ F1(Discontinuity)= 0.37 2] of multiword expressions, COLING 2018.
Detailed error analysis = Similar tendency per language tamily 7 ‘®

Other classifiers: linear SVM, multilayer perceptron = Work funded by the French
Correlation ABSolute/RELative features vs. linguistic justifications 7 PARSEME-FR grant




