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ENERGY DECAY AND STABILITY OF A PERFECTLY
MATCHED LAYER FOR THE WAVE EQUATION

DANIEL H. BAFFET, MARCUS J. GROTE, SEBASTIEN IMPERIALE,
AND MARYNA KACHANOVSKA

ABSTRACT. In [25, 26], a PML formulation was proposed for the wave equation
in its standard second-order form. Here, energy decay and L? stability bounds
in two and three space dimensions are rigorously proved both for continuous
and discrete formulations. Numerical results validate the theory.

1. INTRODUCTION

In the last two decades, the perfectly matched layer (PML) approach [13] has
proved a flexible and accurate method for the simulation of waves in unbounded
media. It consists in surrounding the region of interest by an absorbing layer,
which generates no reflections at its interface; hence, it is perfectly matched. As
the waves propagate through the layer, they decay exponentially until becoming
vanishingly small at the outer boundary of the computational domain, where any
stable boundary condition can be imposed. Due to its simplicity, versatility and
robust treatment of corners, Bérenger’s perfectly matched layer (PML) approach
[13] for Maxwell’s equations quickly gained in popularity and was soon extended to
other first-order hyperbolic equations [29, 2, 20].

The original PML formulation [13, 14] was based on splitting the electromag-
netic fields into two parts, the first containing the tangential derivatives and the
second containing the normal derivatives; damping was then enforced only upon
the normal component. Abarbanel and Gottlieb [1] showed that Bérenger’s ”split-
field” approach was only weakly well-posed. Several strongly well-posed ”unsplit”
formulations were then proposed, some of which were shown to be linearly equiva-
lent [3, 37]. Well-posedness, however, does not prevent exponential growth of the
solution while even the stronger notion of stability generally allows for polynomial
growth in time. In fact, both split and unsplit PML formulations can generate late-
time linear growth [1, 7], an undesirable behavior which was later removed through
an alternative complex frequency shifted (CFS) scaling function [12].

Although stable PML formulations existed for a variety of wave equations, expo-
nential growth was observed in various models involving anisotropy. In [6], Bécache,
Fauqueux and Joly derived a necessary condition for the stability of PML for general
hyperbolic systems based on the geometrical properties of the dispersion relation.
Related to the existence of backward propagating waves, this condition explains in

2010 Mathematics Subject Classification. 35B35, 35L.05, 656M12, 65N30.
The fourth author acknowledges the partial support of a public grant as part of the Investisse-
ment d’avenir project, reference ANR-11-LABX-0056-LMH, LabEx LMH.

©XXXX



2 D. H. BAFFET, M. J. GROTE, S. IMPERIALE, AND M. KACHANOVSKA

particular instabilities observed in anisotropic elasticity and led to necessary and
sufficient stability conditions for orthotropic elastic waves. Appelo, Hagstrom and
Kreiss [3] also derived necessary and sufficient stability conditions for first order
constant coefficient Cauchy problems; they require verifying a number of algebraic
inequalities in Fourier-Laplace domain, but also yield an energy in physical space
that involves combinations of higher order derivatives of the unknowns and decays
with time — see also [28]. In recent years, stable PML formulations were proposed
for linearized Euler equations [30, 35], anisotropic acoustics [21], aeroacoustics [22],
short water waves [5] and electromagnetic dispersive media [9, 10, 11, 8].

Even when the geometric stability condition [6] guarantees the temporal stability
of the Cauchy problem, physical boundaries and interfaces that interact with the
PML can induce new instabilities. However, if the complex change of variables
in the Laplace domain is applied not only to the normal derivatives inside the
PML but also to the tangential derivatives at the physical boundary condition,
the initial-boundary value problem generally inherits the stability of the Cauchy
problem [23].

By using the Cagniard-De Hoop technique, Diaz and Joly [22] proved the expo-
nential accuracy of PMLs with respect to the damping coefficient and the layer’s
thickness. Convergence for two-dimensional scattering problems with an annular
PML was proved in [16]. Exponential decay of the energy both for a continuous
and a semi-discrete PML formulation for the one-dimensional wave equation was
proved in [24]. In two or more space dimensions, however, the derivation of sta-
bility estimates for the transmission problem associated with a PML using energy
techniques, well suited for any subsequent numerical analysis, still remains an open
question.

In the frequency domain, PML formulations essentially consist of a complex-
valued coordinate stretching across the damping layer [17]. The inverse Fourier
transformation back to the time domain, however, is more intricate and gener-
ally introduces additional unknowns. Moreover, initial PML formulations for time-
dependent wave equations in second-order form required first reformulating them as
first-order hyperbolic systems, thereby introducing many additional unknowns. In
[33, 36, 4], various PML formulations were derived for second-order wave equations
from acoustics, electromagnetics and elasticity. Still, the inverse Fourier transfor-
mation of the PML system in the frequency domain typically led to convolution
integrals in the time domain [33].

In [25, 26], Grote and Sim proposed an efficient PML formulation directly for the
wave equation in its second-order form, which avoids convolution integrals while
keeping minimal the number of auxiliary variables; in fact, it requires only two aux-
iliary variables in two dimensions and four auxiliary variables in three dimensions
inside the absorbing layer. As it avoids convolution integrals, it is also local in
time and easily coupled with standard finite difference or finite element methods.
Kaltenbacher, Kaltenbacher and Sim [32] addressed the stability of the PML for-
mulation from [25, 26] via an energy analysis and also applied it to aeroacoustics.
By ”omitting one critical term involving the mixed products of the damping func-
tions”, they were able to prove long-time stability of a reduced (rPML) formulation
which, however, ”will not achieve perfect matching” [32].

Here, we consider the PML formulation from [25, 26] for the wave equation in
its standard second-order form. In Section 2, as a first step towards analyzing more
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general higher-dimensional transmission problems, we prove energy decay both in
two and three space dimensions for the PML system of [25, 26] with constant
damping functions. The key distinguishing features of our analysis is that it avoids
Laplace/Fourier transforming the problem into the frequency domain and thus
explicitly yields a new (space-time) energy of the PML system including finite
thickness and corners. These results then imply boundedness of all the unknowns
in the L2-norm. Next, in Section 3, we derive similar estimates for the semi-discrete
and the fully discrete case. Finally, in Section 4, we present numerical results which
validate the theory.

2. CONTINUOUS FORMULATION AND ENERGY ESTIMATES

We consider the wave equation in its standard second-order form with constant
unit wave speed inside a three dimensional rectangular region of interest, Q. To
avoid spurious reflections from the boundary of €y, we surround it by a perfectly
matched layer (PML), Q,,,;, truncated by a rectangular outer boundary, B. Inside
the computational domain, Q = Qg U €y, we consider the PML formulation of
[26, 25]:

(1a) O2u 4 trT10pu + trTau 4 det Tyy) — Au — dive = 0,
(].b) 8t1/1 = u,
(IC) 0ip+T1¢p =T5Vu+T'3Vy.
Here the matrices I'y,I's and I's are defined as
& 0 0 S2+&—& 0 0
=10 & 0, Te= 0 §1+ 83— & 0
0 0 & 0 0 §1+& — &3
and
§&& 0 0
3= 0 && 0 |,
0 0 &&

where each damping function &; only depends on the i-th spatial coordinate x;,
is non-negative throughout © and identically zero inside the (physical) region .
Note that I'; is defined here with the opposite sign with respect to the original
formulation in [26, 25].

The PML system (1) must be completed with appropriate initial conditions in
1 and boundary conditions on B. Inside €., all the initial conditions (and
source terms) are identically zero. On the outer boundary B, we impose either
homogeneous Dirichlet or Neumann conditions,

(2) Dirichlet : w=0 (D), Neumann: d,u=0 (N),

but all our derivations can be extended to the case when Robin or absorbing bound-
ary conditions [19] are used instead.

When the PML is used only in a single direction, i.e. when & # 0 and §; =
& = 0, for i # j # k, both T's and detT'y are zero and equations (la) and (1c)
no longer involve 1; then, the above PML formulation involves only the three
(scalar) auxiliary variables ¢;, ¢ = 1,2,3. At a corner, however, where &;§; # 0 for
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some i # j, the above formulation requires the four auxiliary variables ¢ and ¢;,
1=1,2,3.

To derive energy estimates for (1), we also assume that the damping functions
&1, &2, &3 are constant throughout €2. This assumption is typical as a first step
in the energy analysis of PMLs and naturally lends itself to more general and
realistic situations. For instance, when the damping profiles are piecewise constant,
the PML system (1) can be written as a transmission problem between (1) with
& = & = &3 = O stated in Qg and (1) with piecewise-constant &1, &2, &3 inside Q1
each of which can also be split into multiple transmission problems with constant
&1, &2, &5 and appropriate transmission conditions — see [21]. Thus to analyze the
stability of such a transmission problem, it is natural to first analyze the stability
of each of the corresponding boundary value problems.

We introduce the following notations. Given u,v: @ — R" n > 1, we let

) = [ S uuedx, [l = fuu)b.

More generally, for any given n x n symmetric positive semidefinite matrix M, we
let

v = [ MV dx .l = (auar
Moreover, given u,v : Ry — (L2())", we will use the notation

(u, v) = (u, v)(t) = (u(t), v(1)),

and similarly for (-, ).

2.1. Two-dimensional formulation. In two space dimensions, the PML formu-
lation (1) reduces to:

(3a) 02w+ tr(T'y) Opu + det(T'y) u — Au — div g = 0,

(3b) 0rp +T1¢ =T Vu,

where the matrices I'y and I'y are given by

_ (& 0 (& ¢ 0
Fl_(ol 52)’ F2_<20 1 51—§2>'

Here, only two damping functions &;,&> and two auxiliary variables ¢1, ¢o are
needed.
With the above 2D PML system we associate the following energy functional:

1
Blu, @] = 5 (100 + aull® + [V + @I + 813 1r, + [1ul2).
where
(4) a=trl'q, b=detI;.

In [7], a similar energy was shown to decay for a single PML layer formulation with
positive constant damping coefficients for the 2D transverse electric (TE) Maxwell
equations. Since the PML formulation (3) for the second-order wave equation
differs from the first-order formulation in [7], we nonetheless provide a proof of
energy decay.
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Theorem 1. Let (u, @) be a sufficiently reqular solution of (3) with constant damp-
ing functions &1,&. Then

6) Bl =~ (IVut Sl + T (Tut S+ [Vl + )
Hence, Elu, @] is a nonincreasing function of t.

Proof. We write (3a) as

(6a) 02u+adwu+bu=div,

where a, b are defined in (4) and A = Vu + ¢. By adding V,u + I't Vu to both
sides of (3b) we obtain

(6D) OA+TIA=Vou+T,Vu,
where
= &2 0>
I's =T I'y = .
2 2+ 1 <0 &

Testing (6a) with Oyu + au yields

1d
7 el
Q) 2dt
Next we test (6b) with

(1w + aull® + [l + ulZ, = (D + au,div A) -

g=Td+a 'THA - a"'T1Vu .
The inner product of g with the left hand side of (6b) then yields

1d
(g,@t)\-i-Fl)\) = —_—

= 5 5 I+ IR, )+ IR, + a2

— (a7 T Vu, A + T ) .
The inner product of g with the right hand side of (6b) leads to
(g, Vu + Ty Vi) = <(Id Fa T, Vu + fzvu>

1d
— VUl = IVul,

since I‘lfg = bld.
Because of (6b), the right hand sides of the last two equations must be equal.
By rearranging terms, we thus obtain

1d

2t U+ I, + 19, ) + N, + DT+ [Vl

= (a1 Vu, O\ + T1A) + <(Id +a ')A, Vu + fzvu>

d L
(8) = SV N)ar, + (VO A) + <[a_1F1(F1 +T) + o] W, )\>.

It remains to deal with the terms on the right hand side of (8). First, we note
that the term < (Vu, A),-1p, can be expressed using the identity:

IplIZ -1, = A = Vull3 -,
= [AlZ-ir, + IVuli-ar, = 2(Vu, X)gorr,.
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Next, we simplify the last term of the right hand side of (8) by using
o 'Ty(T14+T)+ Ty =T + Ty =ald.
Substitution into (8) then yields

1d
(I 4 0812 ar, ) + IR, +ITAAZ s + 9l
(9) = <V(’9tu +aVu, /\>
Finally, we sum (7) and (9) to obtain (5), which concludes the proof. O

2.2. Three-dimensional formulation. We now return to the PML formulation
(1) in its full three-dimensional setting. First, we prove a result on energy decay,
analogous to Theorem 1 for the two-dimensional case. To determine a judicious
energy functional associated to (1), we study the coercivity of the sesquilinear form
associated with our PML formulation in the Fourier-Laplace domain, following ideas
from [31]; those calculations are not repeated here and we simply use the resulting
expression for the energy. Then, we prove L? bounds on all the unknowns involved
in (1).

2.2.1. Energy Decay. First, we introduce two additional unknowns, which are not
present in (1) but are needed in our energy estimates below. For a solution (u, 1, ¢)
of (1), let

(10) U(t) Z/t’(/J(T)dT, j¢ ydr + ®(0),

where ®(0) satisfies
(11) rl(rl (0) + ¢(0) — rng(())) = 0.

This condition is required in the proof of Theorem 2 and imposes no true restriction.

Indeed for sufficiently regular v, ¢, that is for I'1 (¢(0) + 2 V(0)) € (LQ(Q))s,
we may always define ®(0) as follows: for each i =1,2,3, let j and k be such that
{i,4,k} = {1,2,3}, and set ®,;(0) =0, if & = 0, and

©;(0) = &1 6i(0) + &1 (& + & — &)02,1(0)
otherwise. Next, we introduce the additional unknown g¢,
(12) q:= 0w+ trTyu+trl3yp + det T ¥

which also plays an important role in the energy identity.
Using the above definitions, we associate with the 3D PML system (1) the energy
functional

1
Efu v, 6,2, %) =3 (lall* + [ Vu+ 6| + [T (Ve + @)]2).
The following theorem summarizes the principal result of this section.

Theorem 2. Let (u,, @) be a sufficiently regular solution of (1) with constant
damping functions &1,&2,&3. Then, the energy satisfies

2
B, ¢, @, 9] = -2 Vu+ $|2,,
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where ® and U are given by (10) and ®(0) satisfies (11). Hence, Elu,v, ¢, ®, V]
18 monincreasing in time.
For the proof we will need the following two lemmas.

Lemma 1. Let (u, v, @) be a sufficiently reqular solution of (1), ¥ and ® be defined
by (10) with ®(0) satisfying (11). Then q, defined in (12), satisfies

(13) Vq=0?A +2T'10,A +T3A,
where
(14) A=V +®.

Proof. Since §; = const, i = 1,2,3, we can interchange V and multiplication by
traces and determinants of the matrices I'y, I's in (12):

(15) Vq=0Vu+trI'tVu +trI'sVy + det ' V.
We start by rewriting tr I'; Vu in (15) in a more convenient form. Since,
(16) tr0y Id = Ty + 2T,
we have using (1c):
tr[Vu =T9Vu+2I'1Vu =0+ T'1p — '3V + 2T V.
Inserting the above into (15) yields
Vq=0,(Vu+ @) +T1¢p — T3V +2I'1Vu+ tr['3Vy + det T} V¥
=h(Vu+ @) +2I(Vu+ ¢) —T'1¢p + (tr '3 I1d —T'3) V) + det 1 V.
Next, we use the two identities
(17) trI'sId —T's =T (I'1 + Ty), det Ty Id =TT,
together with (14) to obtain
Vq=0?A+2I'A —T1¢p+T1(T1 +T2)Vep + T3V,
or equivalently
. (afA + 2T 0,A + r‘f‘A) -1 ( “TiA— ¢+ (D) + Do)V + F3W).
Thus, (13) holds true provided that
r, ( B P W R rsvm) —0.

If & = 0, the ith component of the vector on the left hand side automatically
vanishes; otherwise, the result follows from Lemma 2 below, since ®(0) satisfies
(11). O

Lemma 2. Let U, ® be defined by (10), with ®(0) satisfying (11), and the indices

i,j,k € {1,2,3} be all different, i # j # k. If & # 0, then

(18) Gi(t) + &Pi(t) = (§ + &k — &) 0w, (t) + €5€102, W (1), t>0.

Proof. Let & # 0. Integrating the i-th component of (1c), we obtain using (10)
¢i(t) — $i(0) + & (Pi(t) — ®i(0)) = (& + &k — &) 0a, (V(t) — ¥(0)) + &;Er0z, ¥ (t).

Since (11) implies that ¢;(0) +&®;(0) = (§; + &k — &:)0,1(0), the terms evaluated
at t = 0 cancel each other, which completes the proof. [
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Now we have all the necessary ingredients to prove Theorem 2.

Proof of Theorem 2. We test equation (la) with ¢, defined in (12). Integation by
parts using (2) then yields

1d
19 ~—|lq|I* + (Vv Vq) =0.
(19) >+ (Vu+ 6.9
From (13) and (14), we thus obtain the statement of the theorem:
1d
§a||qH2 + (0N, 0PN + 2T, A +T3A) =0,  or equivalently
d

1 5 1 5 1 2 9
— (= — |0 A — [T A = =2||0:Al|f, -
i (Gl + F10al” + S IAl?) = 210,

]

Remark 1. If & = & = &3 = 0, Theorem 2 implies the following bound for some
constant C' > 0, which depends only on the initial data:

(20) IVu(®)|? + [|8su(®)|* < C, t > 0.
Indeed, in this particular case (1) reduces to
O*u—Au—diveg =0, =0,

and the energy identity of Theorem 2 reduces to
d
(1ol + | Vu+ 61) = 0.
Since ||p(t)]| = |@(0)]| for all t > 0, we infer the bound in (20).

2.2.2. Control of the unknowns. Theorem 2 does not immediately imply wu, 1 and
¢ do not grow in time. We clarify the behaviour of the unknowns solving (1) in
the following theorem.

Assumption 1. The initial data for (1) satisfies
u(0), ¥(0) € H'(Q), 9u(0) € L*(Q),  $(0) € (L*(Q)*.

Theorem 3. Let (u, ¢, ) solve (1) with the initial data satisfying Assumption 1
and &1, &, &3 > 0. Then there exists a mon-negative constant C, which depends
only on the initial data and &;, j = 1,2, 3, such that

o if & £ 0 for some i € {1,2,3}, then
lu@) [l + [[0u(®)]| + lo(t)]| < C, for all t = 0;
e if, additionally, §; # 0 for some j # i, j € {1,2,3}, then
lo(@) | < C for allt > 0.

From these estimates, it appears that we control the L?-norms of all the unknowns
inside the PML. Indeed, when &; # 0, ; # 0 for some i # j, this precisely corre-
sponds to the statement of the theorem. Still, when only one &; is nonzero, that is
for a PML in a single direction, the norm of ¢ in fact is not necessarily bounded.
In that particular situation, however, (1a) and (1c) decouple from (1b) — see the
discussion below (1) — and hence 1 can be excluded from the PML formulation.

The proof Theorem 3 relies on Lemmas 4, 5 below, whose proofs extensively use
the following estimates.
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Lemma 3. Let v € C1([0, o0); L?()) and w be defined by
(21) w = 0w + Y, v >0,

and assume that for some constant Cy, > 0, ||w(t)|| < Cy uniformly for all t > 0.
Then,

[o@I < [o(0)]] + 77" Cu,

22
(22) [|0v(®)|| < 2Cw + ~v|lv(0)]], for allt > 0.
Proof. Testing (21) with v immediately yields
1d 9 2
S LI + @ = (), v().
Young’s inequality then implies
1d 1 ¥
g@ll’v(i)ll2 +lo@®]? < %Hw(lﬁ)l\2 + gllv(t)||2,

which yields

. d 9 C?
€ 'Yt% (e’Yt”U(t)” ) S 7
because of the uniform bound on w. Hence,
_ c? _
(23) [o(®)]1* < [[o(0)[Pe™" + ?(1 —e ),

from which we infer the first bound in (22). The second bound in (22) follows from
the triangle inequality applied to (21). |

The estimate of Theorem 2 controls the norm of ¢ defined in (12). The following
lemma shows that whenever & > 0 for some i € {1, 2,3}, controlling ||¢(¢)|| amounts
to controlling ||u(t)||.

Lemma 4. Let (u, 1, ¢) solve (1) with the initial data satisfying Assumption 1
and &1, &2, &3 > 0. Then there exists a constant C > 0, which depends only on the
initial data and &5, 7 =1,2,3, such that

o if & # 0 for some i € {1,2,3}, then

(24a)  Ju@®)|| <C,  (24b)  [Owu()]| < C for allt > 0.

o if, additionally, £ # 0, j # i, then
(25) @I <C. forallt>0.

Proof. In the following, we let C denote a generic constant that depends only on
the initial data and ¢;, j = 1,2,3. From Theorem 2 it follows that g, defined in
(12), satisfies

la(t)|| < C for all t > 0.

We now consider the following three distinct cases:
(1) & #0and & =&, =0, # j #k, k € {1,2,3}. The bounds (24a, 24b)
follow from g = Oyu + &u and a direct application of Lemma 3.
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(2) &, & # 0 and & = 0. Due to 0,9 = u, we have
(26) q = Owu+ (& + &)u+ &&v = (0 + &) (0 + )¢
By applying Lemma 3 with v = (0; + ;)¢ and v = §;, we get (using
9 (0) = u(0))
10 + &) @) < 10:9(0) + 59(0) || + C&
< [[u(O)]| + €% (0)]| + C&7,
106(9e + &) (@) < & ([[u(0) ]| + [1€;4(0)]]) + 2C.

From Lemma 3 applied to the first expression above, we get (25). By
applying Lemma 3 to the second expression and using 9yt = u, we deduce
(24a) and (24D).

(3) &, &2, & > 0. In this case one can verify that

q= (0 +&1)(0r + &) (0 + &3) V.

The desired bounds are obtained like in the previous case by multiple ap-
plications of Lemma 3. The bounds in these expressions depend only on
the initial data for ¢, u, since ¥(0) =0, and on &;, j =1,2,3.

O

The next Lemma 5 shows that controlling | Vu + ¢| and ||[T'1 (V) 4+ ®@)|| allows to
control ¢ and Vu.

Lemma 5. Let (u,¢,v) satisfy (1) with the initial data satisfying Assumption 1
and &1, &2, &3 > 0. Then there exists a constant C > 0, which depends only on the
initial data and &;, 1 = 1,2,3, such that

o if& #0 for somei=1,23,

(27a)  ||[Vu(@®)|| <C, (27b) lo@®)|| < C forallt > 0.

o If, additionally, £ # 0, for some j € {1,2,3}, j # i, then
(28) V@) < C forallt > 0.
Proof. In the following, let C' > 0 denote a generic non-negative constant, which
depends only on &;, j = 1,2,3 and the initial data. Thanks to Theorem 2, we have
(29) IVu(t) + o)l < C,
(30) T (V(t) + @)l < C,
uniformly for all ¢t > 0. We now consider four separate cases.

(1) & =& = & = 0. Then (27a), (27b) follow directly from Theorem 2, see
Remark 1.

(2) & # 0, and & = & = 0. Without loss of generality, let us assume that
i = 1. To prove (27a) and (27b), we proceed in two steps.
e Uniform bounds on ||0;,u(?)|], ||¢1(?)|]. From Lemma 2, we have

o1 =—6P1 — &0, 9.
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Then, (30) immediately implies ||¢1(¢)|| < C for all ¢ > 0, which
together with (29), yields |05, u(t)|| < C for all t > 0.

Uniform bounds on ||0g,u(t)], ||¢e(t)]l, ¢ # 1. Without loss of
generality, we let £ = 2; the bound for £ = 3 can be shown similarly.
Since &3 = &5 = 0, the second component of (1¢) reduces to

Orp2 = £105,1.

Hence, w := (0; + &1) & "2 = Oz,u + ¢ is controlled by (29). From
Lemma 3, we thus conclude that

lo2(t)|| < C, for all t > 0,

and, using (29), that a similar corresponding bound holds for 0, u(?).

(3) & #0, & #0, & = 0. Without loss of generality, we let ¢ = 1, j = 2 and

k = 3. To prove the three bounds (27a), (27b), and (28), we again proceed
in two steps.

Uniform bounds on ||0,,u(t)], ||0z,¢ )|, |¢e(t)], £ =1,2. With-
out loss of generality, we let £ = 1; for £ = 2, the argument is essentially
identical. By Lemma 2,

¢1 + &P = (2 — £1)02, 9,
or, adding to both sides of the above identity 0,,u = 0., 0¥,

¢1 + amlu + glq)l + 518111;[} = 37589“1/) + 5239517#

The bounds (29) and (30) show that the L?-norm of the left hand
side of the above expression is uniformly bounded in ¢t > 0. Applying
Lemma 3 to w = 010;,% + &0,,%, we deduce that ||0.,%(t)] and
|02, 0¢(t)|| = ||Oz, u(t)|| are uniformly bounded in time. From (29) a
uniform bound on ||¢1(¢)|| immediately follows.

Uniform bounds on ||0y,u(t)|, ||0z:9 ()|, ||¢3(t)]]. Note (18) can-
not be used here for i = 3. Thus, to obtain a similar expression, we
integrate from 0 to ¢ the third component of (1c). Using (10), we get

$3(t) — #3(0) = (§1 + £2) 0z, (2)
— (&2 4+ £1)02,9(0) + £1£20., ¥ (2).

We now add 0,,u(t) to both sides of (32) and use 9yt) = u to rewrite
the resulting expression as

¢3(t) + Ozsu(t) — ¢3(0) + (&2 + 1), 10(0) = (8; + &1)

X (8t + 52)613\11(15)

The L2-norm of the left hand side of the above is uniformly bounded
in time thanks to (29). By applying Lemma 3 twice to the right-hand
side, we obtain uniform bounds on |0y, u(t)|| and |0z, (t)||. The
bound on ¢3 follows immediately from the triangle inequality applied
to (29).
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(4) &, &, & # 0. To prove the three bounds (27a), (27b), and (28), we first
derive uniform bounds on ||0y, u(t)||, ||¢1(t)]], ||0z,%(t)]| (for the remaining
components the bounds can be derived similarly). By adding 9,,u to both
sides of (18) with ¢ = 1 and using (10), we obtain

O1+ Opyu + &1 (P14 O0p, ) = (0 + &2)(0r 4 £3) 02, P

The left-hand side of the above equation is uniformly bounded due to (29)
and (30). Then, we again apply twice Lemma 3 to the right-hand side,
which allows us to bound the L?-norms of 8,, ¥, 8,1 and 9;,u uniformly
in time. Because of (29), we also control ||¢y(t)]].

O

Proof of Theorem 3. The bounds of the theorem follow directly from Lemma 4 and
Lemma 5. (]

3. DISCRETIZATION OF THE PML SYSTEM AND ENERGY ESTIMATES

Here, we consider a discretization of the 3D PML system (1) and prove that
it is stable by energy arguments similar to the analysis for the continuous case in
Section 2. For simplicity, we first derive all the results for an implicit scheme. Next,
we consider a slight modification which renders the numerical method explicit and
prove that it retains the same stability properties under a standard CFL condition,
which is independent of the damping functions inside the PML.

3.1. Implicit scheme. We consider an implicit semi-discretization in time of (1),
based on the classical second-order 6-scheme (see [15] for a complete convergence
analysis) with 6 = 1.

3.1.1. Notation. We denote by v™ = v(t"), where t* = nAt. Given a sequence
{v"}22,, we define for n > 1,

pnth — gl "t — 2y 4l

[v"]ae = T oAr [[v"]]lae = AL2 ]

(33) . Un+1 4 2" T ,Un—l nt1/2 " + Un+1
{W" e = 1 , v =—

The following lemmas provide some useful algebraic identities.

Lemma 6. Let two sequences {a™}, and {b"}22, of elements in some vector
space satisfy

an+1 —a” bn+1 + pn

> 0.
(34) A7 5 , n>0
Then, the following identities hold:
an+1/2 _ an—1/2
() laa= = s (07 = D7)

The proof of Lemma 6 is straightforward and therefore omitted. In the sequel,
we shall employ Lemma 6 repeatedly without making explicit reference to it.

The following algebraic result is classical and corresponds to the discrete coun-
terpart of the continuous equalities: vO;v = 9;v?/2 and dwdv = 9;|0,v|? /2.
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Lemma 7. For any sequence {v"}22, the following identities hold for alln > 1:

. N A e L S L SR Vi
(36) {v"}ya- o }At:TAt( 5 "= 5 | )7

N N 1 T S L O L
(37) o"lae- (0o = 5 (15— = ).

Below we shall also use the following generalization of Lemma 7.

Lemma 8. For any sequences {v™}5, {h"}>2,, the following identity holds for
alln>1:

(38)  (["ae + {7 baga) - (0" ae + 107]a0) = 5z (1727 = [ /2)),
041 £ £+1 )4
b4l _ VT W T +h S
where r Az + 5 , {>0.

The proofs of these two results are omitted here.

3.1.2. Implicit semi-discretization. We discretize (la) with the implicit #-scheme
as follows:

e discretize terms v(t") by {v"}1/4,

e discretize terms 9yv(t™) by [v"]at,

e discretize terms 02v(t") by [[v"]] At
Equations (1b) and (1c) are discretized using second-order finite differences centered
about time (n + 1/2)At. Then the semi-discrete version of (1) reads:

[[u"llae +tr Ti[u”]ar + trDa{u" by g + det T1{y)" }1/4

39a . n
(39) — A{u"}1/q — div{@"}1/4 =0,
u)nJrl _ wn _ u™ Tt + u™
(39b) Al = > ,
n+l _ n n+1 n n+1 n n+1 n
(39¢) ¢ Al 4 +F1¢ 2+¢ :F2V%+F3V%a

which is equipped with appropriate initial conditions for (u°, u', 1%, ¢°). The last
two equations imply

(40) (V" ]ae = {Un}1/4,
(41) [@"]ar +T1{d" }1/a = T2 V{u"}1/4 + T3 V{d" }1 /4.

Next, we introduce two auxiliary unknowns, ®" and ¥", in accordance with
(10), as well as an auxiliary 'velocity’ variable v™:

\I;n-l-l —_ " - 77[Jn-',-l _’_,l/}n

(42) At 2
P+l _ pn ¢n+1 + ¢7l
’Un+1 + o™ un-l—l —ut

(44) 2 At

Again, we remark that (42) and (43) imply

(45) (W ae = {¥" }1ya,

(46) [2"]ar = {@" }1/a-
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For these equations to be consistent with (10), we also need to define initial condi-
tions for ¥ and ® — see (11) and the related discussion afterwards:

(47) vo =, Iy (018° + ¢° — T, Vy°) = 0.

With this choice, the energy of the discrete system (39) corresponds to the energy
of the continuous setting defined in Theorem 2. In particular, as previously,

(48) " =" +trDu” +tr 3™ + det ' U™, n > 0.
Using (33), we further introduce the notation:
ntd 1 1
() BT =gl

nti 1 1 1 1 1
(50) By E =5 (IVuntE et 4 |ry (Tt @) |7),

1 n+i n+i
(51) Erz g ppte

impl
Here the subscript & stands for ’kinetic’, p for ’potential’ and impl for ’implicit’.
With these notations, the energy decay result for the semi-discrete system (39)
is summarized in the following theorem.

Theorem 4. For any sufficiently reqular solution (u™, Y™, ¢™) of the initial-value
problem for (39) it holds for alln > 1,

1 nJrl n—L1 n n 2

E (Ezmpzl - Ezmp2l) = _QH{VU + d) }1/4HF1’

where E"2 is defined in (51) and ®" in (43) and satisfies (47).
The proof is based on the following two lemmas.

Lemma 9. For any sufficiently regular solution (u™, Y™, ¢") of the initial-value
problem for (39), and ®", $" defined in (42, 43) and satisfying (47), it holds for
n>1:

V{q"}1/a=[[A"]|ae + 201 [A"]ar + TH{A }1 )4,
where
(52) A" =Vy" + P
Proof. The proof follows the derivation of Lemma 1. In particular, for n > 1,
VA{q" e =V{v"} g +tr Ty V{u"} g +tr T3sV{Y" }y g 4+ det Ty V{U™} 4.
By Lemma 6, {v"}/4 = [u"]a¢. Thus, with (16), the above yields:

Vi{q"} s = V[u"]ar + T2 +20)V{u"}y g + tr DsV{Y" } /g + det T V{E" } 4

D V[ ar+ [@")ar + T1{O /s — Ts VY iy + 2T V{u s

+tr3V{Y" "}y +det I V{U"}y 4.
Using (17) to substitute in the above trI'sId —I's and det I';, we obtain
Vg " s = [Vu" + ¢"]ae +2I1{Vu" + @¢" }1/4 —T1{0d" }1/4
(53) + 1 (T +T2)V{" }1/a + Til3V{E" }y 4.
With A™ defined in the statement of the lemma and the observations (40) and (46),
(54) [A"ae = V"] ar + [®"]ar = V{u" }1/4 +{D" }1/a-
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Similarly, a direct computation, with the use of (39b) and (43) gives
(55) [[A™]Jar = V[u"]ae + [9"] At

By expressing the first two terms in (53) via A" and replacing {¢"};,4 from (46),
we obtain:

V{q"}1ya = [[A"]]ar + 201 [A"]ar — T1[®@"] Ar
+ T (T + Do) VY " bya + Tl V{U" }y 4.
Or, alternatively,
V{qd"}ja— ([A"]ae + 201 [A"ar + THA M jy) =T (-T1{®"}1 /4
FDSV{U™ g + DoV g — (7] a) -

The left-hand side of the above vanishes because of Lemma 10, which concludes the
proof. O

Lemma 10. Let U", ®" be defined by (42), (43), with WO, ®° satisfying (47).
Then, H™ = H° for all n > 0, where

(56) H™ = ¢" + T1®" — [, V" — T3 VU™,

In particular, when & # 0 and {4, j,k} = {1,2,3}, we have

(57) OF + €D = (& + € — E)Dp, " + &40, U,
for alln > 0.

Proof. Replacing the averages in (39¢) by differences using (43), (39b) and (42), we
obtain
¢n+1 _ d)n q,n-&-l _ @n wn—i—l _ ¢n \I/n+1 _ \Ifn
T =WV -—- _—
N, 2 At At
By multiplying (58) by At and rearranging the terms we recover H"*1 = H™. Since

n > 0 is arbitrary, it follows that H" = H°, by induction. Owing to (47), we have
I''H" =T H° = 0, and hence the conclusion. O

(58) +I'sV

Now we have all the ingredients necessary to prove Theorem 4.

Proof of Theorem 4. We proceed as in the proof of Theorem 2. From (48), we note
that

[q"|ae = [v"]ac + tr e [u"]ar + tr Ta[1"]ar + det Ty W] Ay
(59) = [[u™]]as +trTi[u"]ar +trC3{u"}y /g +det Ti{Y"}4 4,
because of (44), (40), (45). Thus, (39a) reads
[q"]ae — div (V{u"}1/4 + {@"}1/4) = 0.

Let us test (39a) with {¢"},/4 and integrate by parts, recalling that {¢"}|, = 0
and making use of (36),

EZ+1/2 B Elzq/z o §
AL +{Vu" + 0" }14, V{q"}1/4) = 0,

with Ef;ﬂ/ ? defined by (49). By using Lemma 9 and (54), we obtain
{Vu" + " 314, V{g" }17a) = (A" ar, [[A"]]ar + 201 [A™) a¢ + TH{A™ 11 /4).

(60)
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On applying Lemma 7 to the above, we obtain
2
+ [Ty A |2

n n n 1 An+1 — A"
{Vu" +0"}1/4, V{q"}1ja) = AL <HAt

A" — An—l
a H At

2
- ||F1A”_52> +2[[[A™] a7, -

From (39b) and (43), we recall that
An+1 — A"
At
Thus, using (50) and (54), we obtain

vurth 4 grtd,

n

(VU +¢"hya, VHa hya) = 7 (BF = B 7% ) + 209" + 6"l
Substitution of the above into the energy identity (60) concludes the proof. (]

This result implies that the discretization (39) is unconditionally stable; moreover,
its energy mimics the energy of the continuous PML system (1).

3.2. Explicit scheme. In applications, explicit numerical methods are not only
more convenient but also often more efficient than implicit schemes. To derive
an explicit method, we first discretize (1) in space and then modify the previous
implicit scheme (39).

3.2.1. Spatial semi-discretization. Starting from (1), we consider a Galerkin finite
element (FE) discretization in space: the semi-discrete approximations of u, ¢ are
denoted by up, 15, and that of ¢ by ¢5. Hence, we seek up,, ¢y, in Uy, = span{u;, j =
1,...,n} C HY(Q) (or HY(Q)) and ¢, € F), C (L2())°, F, = span{f;, j =
1,...,m}. Next, we introduce the following discrete operators acting on finite-
dimensional spaces and defined by respective sesquilinear forms:

Vi Uy = Fp, (Vian, vi)n == (Van, vi)n, (qn,vn) € Up x Fy,
divy, : Fj, — Uy, (divy, v, qu)n == —(Van, Vi)n, (qn,vn) € Up x Fy,
Ay Up = Uy, (Angn, pr)n = —(Van, Vop)n, (qn,pn) € Up x U,

where (-,-.); stands for an approximation of the L? scalar product in  using
numerical quadrature; for the sake of simplicity we drop the subscript A in what
follows and denote by || - || the induced norm. The spatial semi-discretization of (1)
for constant {¢;}?_; then reads:

8t2uh + tr I'1Opuyp, + trCsuy, + det Ty — Apup, — divy, o =0,
(61) aiﬁdjh = Up,

Ordn + T1pn = DoV pup + T3V ipthy.
Note that we need to replace the multiplications with tr 'y, tr's, det 'y, 'y, T'o,
I's by more complicated expressions when &; # const.
All the results of this section are valid under the following assumption.
Assumption 2.

Ay = divy, V.
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This assumption is not too restrictive. It holds, for instance, when F}, is spanned by
discontinuous Lagrange elements, V}, by continuous Lagrange elements, and mass
lumping is used, as in typical spectral FE discretizations ([34, 18]). This assumption
was also used in [27] (and shown to hold true) in the context of the incompressible
Stokes problem.

3.2.2. Explicit discretization and energy estimates. To obtain a fully explicit scheme,
we now replace in (39a) A{u"};/4 and div{@"}; /4 by Au™ and div ¢", respectively.
Combined with the spatial semi-discretization (61), this results in the following fully
discrete system:

[upllae +trCifup]ae + trDa{up b1/a + det Ti{ey biya

62
(623)  _ Aup — diva o = 0,
SR A A AR
At 2
n+1 n n+1 n n+1 n n+1 n
- + uy" U +
(62c) SN % o 5 %h v, tU g sV v,

Remark 2. In contrast to the time discretization used in [25, 26], the zeroth order
term in (62a) involving I's is not simply evaluated at the current time t™ but instead
replaced by the weighted time average {uj}1/4. This small distinction leads to a
provably stable fully discrete numerical scheme for constant damping functions &;.
Numerical results with varying & also suggest that the above formulation is more
stable in the presence of steep gradients or high contrasts in the damping profiles.

To prove the stability of the above fully discrete explicit scheme under a certain
CFL condition to be determined, we require the following algebraic identity.

Lemma 11. For any sequence {v"}°2, it holds that

At?
" = {v”}1/4 -

We define ®y,, Uy, vy as in (42)—(44), with all the unknowns replaced by their
discrete analogues, which therefore satisfy:

[W"llae,  n>1

(63) U =0, Ty (D@} + ) —T2Vat)) =0.
As in (48), (52), we let

(64) qn =vp +trDyup + trDgepy + det T U7,
(65) A} =V + ®F, n > 0.

Due to the similarities between the semi-discrete implicit scheme of the previous
section and the above explicit fully discrete scheme, some results obtained for the
former also hold true for the latter. Thus to adapt these results to the explicit
scheme, we need only add the subscript h to the appropriate variables and operators.
We refrain from repeating these results for the explicit scheme and instead simply
refer to the previous results for the implicit scheme, with the understanding that the
semi-discrete variables and spatial operators should be replaced by their appropriate
discrete counterparts.
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With the above definitions, we introduce the following energy-related quantities

— see also (49-51):
2 At? 2
I > ,

n+l ]-
(66) Ek7h2 = ) <’ q

n+%
h

n+i
thqh z

nt1 1 nti n+i]|? n+3 n+1Y |2
(67) By, = 3 (Hthh+2 +én 2| + HF1 (Vh¢h+2 + (I’h+2>H ) ;

wel (A1) AP AT AL AR et |
(68) Ea;;l,?h = ( 8) <HF1 E AL b+ HQFlhAth +F%Ah+2 )

nti n+4 n+4 3 n+43
(69) lae:vpl2 = Ek,h2 + Ep,h2 + lzladd,zh7
where the subscript expl stands for ’explicit’ whereas add stands for ’additional’

to underline that this term does not appear in the expression for the energy of the

n+3

eJ;pl2
1

provided that E,ZZZ > 0, that is under the (classical) CFL condition Copp < 1,

where

implicit scheme. Note that FE corresponds to a true (positive definite) energy

At IV non |
=" max LXARZRI
2 wvp€eU, ||’UhH

(70) Ccrr =
With the above definitions, we can now formulate the following energy identity.
Theorem 5. For any solution (u}, ¥y, @) of the initial value problem for (62),
and ®Y, U} satisfying (63), it holds: forn > 1,
) (- B ) = - BRI+ ool
—2[{Vrup + ¢Z}1/4||12“1~
For the proof, we need the following two auxiliary lemmas.
Lemma 12. For alln > 1,
(Vaailae = [Vrup + @7llac + 201 [AR]] ac + T3 [AR] A
Proof. The proof follows the derivation of Lemma 9. First, we note that
[(Viai]lae = [[Vaup]lae + tr D [Vaug]ae + trTs[Up]ac + det It [V R UR] e

By using (16),we rewrite the above as

[Viarlar = [[Vaupllar + (T2 + 2T1) [Viui | A
(72) +trl's [w}?]At +det 'y [Vh\I/Z]At-

From (62c), we infer that
[[@]la + Til@p]ar — Da[Vin]ar = T2 [Vaug]ar,
which we use to replace I's[Vuj]a¢ in (72). This yields

[Vianlar = [Vauy + opllac + Tilop]ar — T3[Viidy]ae
+ 214 [Vyup|ar + tr Ds[op ] ar + det Ty [V U0 Ac
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As in the proof of Lemma 9, we now substitute in the above trI'sId —I'3 and
detT'; from (17):
(Vhailae = [[Viup + dllae + 201 [Vauy + oilae — Di[dh]ac
+ (T +T2) Vi ]ae + Thl3[ VRV A
Using (41) for discretized fields (which follows from (62¢)), as well as (46),
[Vadi]ae = [Vaug, + $hllac + 201 [Viug, + ¢flae + TH{Viupy + @fha

The statement of the lemma follows from the above combined with (55) and (54)
rewritten for the discrete case. g

Lemma 13. For alln > 1, it holds

n n n 1 n+g n—3
(IVhh + $illan AVnai ) = 517 (IV0a 212 = 1 Wnas 112)
n n 4 n+3 n—3
=201V + SRl = o (B — i)

Proof. From Lemma 12, we have
(Vi + ¢illae = [Viarlae — 201 [[A7]) A — THAR] A
Using (36) we thus obtain
([[Vauj + dillae Vila" ija) = (Vaah]ae — 201 [[AR]]ae — TEAR]ac, {V04) Hya)

1 ntl n_l
= 55z (1902 12 = 190g, 2 1)

(73) — @ [[AM]ar + THAM A {V gk }1/a)-

We now focus on the very last term in (73) and use Lemma 9 to express

{Vha}}1/4 via Ay to obtain:
@1 [[AR A + T3 AR]ae AV Rah b1/a) = CT{[AR] e + T AR acs [[A7] a)
+ (201 [[AR]) ac + TTAR ] ar, 201 [AR ] ac + TH{AT 11 /4)-
From (37) it follows that
@1 (AR A + T3 AR ae AV rah b1/a) = 201 I[[A7]] acl®
L (|l AR AR A AR
oAt \||TY At YA

+ 201 [AR]) ae + DAL A 201 [AT ) ar + TT{AG 1 /4)-

Finally, with (38), we obtain
@01 [[AR)] ac + THAR] A {Vagh b1/a) = 20[[AR]]aclIE,
2

2

1 AP — A7 AP — A7 AP+ A
- T h h i h h F2 h h
N (‘ A +H AT T
A? — Anfl 2 An — Anfl AT =+ Anfl 2
—r h h —ll2r h h F2 h h .
H N H AT T

To conclude the proof, we combine the above expression with (73) and recall that
[ARlar = [Vhui + éjlac (see (55) ). O
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Now we can prove the principal result of this section, namely Theorem 5.

Proof of Theorem 5. By proceeding as in the proof of Theorem 4 and using As-
sumption 2, we obtain the following identity:

a2 12— llgy* 1
oAt + (Vruy + o4, Vilay }1/a) = 0.
On applying Lemma 11 to V,u} + ¢}, the above transforms into
[ PR
(74) OAL nup + @14, Vidan biya)

A 2
— S (Vg + #)lse adaihaga) = 0.

By proceeding as in the proof of Theorem 4 and using (66) to express the first two

)

1
terms in the above via EZiQ, we rewrite (74) as follows:
1 n+i n—4i At n+l
AL (Ek,h2 - Ek,h2> + ) thqh :

L (gt _ g3 olliwnr + om,
g (B =Bt ) + 29k )|

1

2 n—1
[

T2 ([Vhup + @pllae, Vidap bija) = 0.
Substitution of the last term using Lemma 13 finally yields (71). O

3.3. Control of unknowns. Here, we demonstrate that the norms of the unknown
discrete fields do not grow in time when the explicit time discretization (62) is used,
which corresponds to the discrete counterpart of Theorem 3.

Theorem 6. Let (u}, @}, ¥)) solve the initial-value problem for (62) with &1, &,
& > 0 and Copr, < 1, where the CFL constant Ccopy, is given by (70). Then
there exists a constant C' > 0, which depends only on the initial data, the damping
functions &, j = 1,2,3 and Ccrr, such that

o if & #0 for some i € {1,2,3}, then
n+1 n

Up Up,
+ H At

e if, additionally, & # 0 for some j # i € {1,2,3}, then
lWrll + IVreRll <€, for alln > 0.

1
n+3

il + | Vn,

+|lonll < C, for all n > 0.

Again the proof relies on several auxiliary lemmas. The following result mimics
Lemma 3.

Lemma 14. Let vy € Up, n >0, and let the sequence wnte e defined by
,Un+1 — " ,UnJrl + "
ST A 7T

If there exists a constant Cy, > 0, s.t. |[wFT1/2|| < Cy, uniformly for all k > 0, then
the following bounds hold uniformly for all n > 0:

=

(75) w™t v >0, At > 0.

,Un—‘rl — "

(76) 0" < %)) + G, -

H < A0 + €
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Here the constants Cy,, Cl, > 0 only depend on Cy, and .
Proof. From (75), we have

1 -1 At A\ 7!
o= (mry) e = (220) ()

Hence,

n —1
1
n+1 0, n+1 n—l+1/2 ¢ v
v =0vv +Z§0w v (t+2) .

Since |v| < 1, the above implies the uniform bound (76) for ||[v™|. By applying the
triangle inequality to (75) and using the uniform bound for w"*é, we get:

vn+1 _ vn Un+1 + vn
<C _
At =Cwt 2 ’
which, together with ||v"|| < |[v°|| 4+ Cy, results in the second bound in (76). Note
that all constants are also uniformly bounded in At. O

Next, we need the discrete counterpart of Lemma 4.

Lemma 15. Let (u}}, ¥}, ¢}) solve the initial-value problem for (62) with &1, &,
& > 0, and Copr < 1 with Copr, given by (70). Then there exists a constant
C > 0, which depends only on the initial data and &;, j = 1,2,3, such that

o if & # 0, then for allm > 0,

aptt =g
(77a) url < C, (77b) NI <C.
o if, additionally, £; # 0, for j # i, then
(78) l[Ypll <C, n>0.

Proof. Again, we let C' denote a generic constant that depends on the initial data,
damping functions and the CFL only. Theorem 5, combined with the assumption
Ccorp < 1, implies the following uniform bound in ¢:

1
lg. 2 <c,  ¢>o0.

Next, we consider the following three separate cases:
o {;#0and & =& =0, 1 7# j # k. The bounds (77a, 77b) follow from

nal ntl el uttl —yn ntl

qh+2 _ ,Uh+2 +§iuh+2 _ "h N h +£iuh+2

(see (44) for the definition of v}}) and Lemma 14.

o &, & # 0 and & = 0. Here we need to show (77a), (77b) and (78) following
similar ideas as previously. First, we recall that

n+l ug

nti U nt3 n+i
(79) G C =y T GG GG,

Next, we define the auxiliary unknown,

(80) gn = up + &y,
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which yields

n+1 n
n+i n+3 n+3 — n+3
(81) gh2:uh2+§ih2: hAt h+€ih2?
where the last identity follows from (62b). We also have
n+1 n n+1 n
9h = 9h _ W T Uy ntg
82 = ;
(82) At Ar TSt
Therefore, we can rewrite (79) as
n+1 n
nts 9 —On n+3
g = I gt
By applying Lemma 14, we deduce that for all n > 0,
n+1 n
. g =g
®3)  lgrll<c, (84 Hhmh <C.

With (83), Lemma 14 applied to (81) yields the bound (78). The uniform
bound (77a) follows from the triangle inequality applied to (80), and the bound
(77b) follows from (84) and the triangle inequality applied to (82) using (77a).

e £,8,85 # 0. We will only sketch the proof, since it is very similar to the
previous case, and consists in multiple applications of Lemma 3. Let us first
define an auxiliary unknown wjy':

(85) wpy = up + (&2 + &)Yy + &6y
Then, with (62b) and (42), we have

n+1 n
Wy~ — W

(86) At

nd _uptt —up nti nti
tow, = (S2+&)uy, * + &y,

+§3UZ+% +&3(& + 51)1/’Z+% + 515253‘PZ+%-

Upon comparison with (64), we obtain
n+1

+1  w —wy +1
(87) CIZ * = hTth +§3U)Z 2
Next, we let
(88) Gh = Uk + &V},
and verify that
Gyttt —Gn 41 L1
(89) S aa T =
and
Gn+1 —_Gr n+l ,(/}n 41
90 h h = h h nTy
(50) At A T
Then the desired result follows by multiple applications of Lemma 3, first to (87)
ntl_,m n+l_ ~n
(to bound ||w}|| and HwhAit’H), next to (89) (to bound ||G}|| and ‘ Sn —Ch 7 G ’),

and finally to (90) (which permits to bound |4 ||, thus obtaining (78)). Applying
the triangle inequality to (88), we obtain a uniform bound on [|¥}|; next, the
triangle inequality with (85) gives us the uniform bound (77a) on ||u}||. Finally,
to get (77b), it suffices to apply the triangle inequality to (86).

O
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The following lemma shows that we also control the discrete norms of the deriva-
tives. For conciseness, we shall henceforth use the following notation:

h h h
Viup = (02 un, O up, OF up) .

Lemma 16. Let (u}}, ¢7,¢7) solve the initial-value problem for (62) with & , &,
& >0 and Copr < 1 with Copr, as in (70). Then there exists a constant C' > 0,
which depends only on the initial data, &;, j = 1,2,3, and Ccrr, such that

e we have
(91) HVhUZ+%H <C, for all n > 0;
e if, additionally, for some i € {1,2,3}, & # 0, then
(92) lonll <C,  n=0.
o if, additionally, & # 0, for some j # 4, then
(93) IVadp <€, n=0.

Proof. Again, we let C' > 0 denote a generic constant that depends only on the
initial data, Copr and €, j = 1,2, 3. Due to the assumptions of the lemma together
with Theorem 5, the following uniform bounds hold:

(94) Hrl (vw;*é v q»;‘*%) H <,

(95) |Vt +ar | <. nzo

Let us consider the following four separate cases.

o & =& =& =0. Then (91) is a direct consequence of Theorem 5, see Remark
1

o {i#0,and § =8, =0,1# 5 #k, 1,7,k € {1,2,3}. Without loss of generality,
let us assume i = 1. We can split the proof into two cases:

n 1 . . .
(1) Uniform bounds for ||<9£1uh—~_2 | and |} . Let us consider (57) in its
fully discrete form written for ¢ = 1; it clearly yields

+1 +1 +1
Ona” Ta®y " = =&Yy
1
From the above expression and (94), we deduce that ch;ﬁz | is bounded

1
uniformly in n, which together with (95) implies the bound on 63’}1 uZJr?.
To bound [|¢7; , ||, we use (62c) written for ¢p, 1, namely,

Zﬁl — Ph1 +3 +3

5 3 n+=s n+s

7At +§1¢h,12 = —flagluh 2,

and apply to it Lemma 14, as the right hand side is bounded uniformly in

n.
n 1 .
(2) Uniform bounds for ||8;}£uh+2 | and [|¢, ||, £ # 1. First, note that (62c)
written for ¢, o reads:

n+1
¢h,2 *d’Z,Q — ot n+i
At = &0,y
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1
Adding to both sides of the above expression &; ¢Z;2, we obtain

n+1_ n
O A7 —|—§1¢

The right-hand side of this equation is bounded uniformly in n due to (95).
With Lemma 14, we obtain the uniform bound (92) on [|¢}, ,||, as well as

+1
Pnz —Ph2
At

n+2 n+2

El uh 3 +§1

the uniform bound on . The latter, combined with (96), imme-

diately implies the uniform bound (91) for |82, u;H% Il

® (& #0,& =0, for i # j # k. In this case we will demonstrate (91), (92) and
(93). Without loss of generality, let i =1, j = 2 and k = 3.

(1)

S

(98)

Uniform bounds for ||3gzuz+%||, 195 ol |02 47|, € = 1,2. Without loss
of generality, we show the bounds for ¢ = 1, as the proofs are essentially
identical for ¢ = 2.

From (57) with ¢ = 1, we have

n+ nti
¢h +§1 1P = (-, .
Adding to both sides of the above 82, uz+% results in

n+1 1 n+1 n+1 n
¢hj2 +8£1u"+5 +£1q)hj2 + 600 nTE = oh ¢h+2 + 0 u +2
By using (62b), we can rewrite the above as
h n+1 1/}

At
By (94) and (95), the left-hand side is bounded uniformly in n. The appli-
cation of Lemma 14 then implies for all n > 0 that

n+1
h ¥ — Uk
& At

Finally, to get a uniform bound on [[¢}, , ||, it suffices to apply Lemma 14 to
(62c) written for ¢y, 1:

n+l n
1

At

1
Uniform bounds for ||8£3u2+2 I l¢5 3l and |02 4. Since & = 0, we
may not use (57) here, though we can use the first part of Lemma 10, which
yields the following identity:

Opt — h s = (&1 + &)L YR — (614 &)Oh U) + £16200 Wi,

which, in its turn, yields

n+2 ¢’h3 (& + &) Z/Jh (&1 +&2)0; 1/1h+2+€1§2 +2-

n+t3

1 1
Pl et g al et = h6dl e

h _ ah  nt3
1o upl < c, \ ok ul ) < C

+ +1
+§1 w1l = (& — &) vy 2.

Next, we add to both sides of the above 8h LU, to obtain

Gpi 4 Ol T — )+ (6 + &) g = O e
F(E A+ &) )T 6600 Wy
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The left hand side of the above is bounded because of (95). As for the
right-hand side, one can easily verify that it can be rewritten as follows:

nt3 " n+1 Gn n+i
(99) 853“;2 + (&1 + &)k, ¢h+2 + 6600V +2 = Y + §1Gh+2,
where
(100) h = Oz ¥y + 620:, V5,

as in the proof of Lemma 15, case &;,§; # 0 and &, = 0, for instance.
By applying Lemma 14 to (99), we now deduce that the following two bounds
hold uniformly in n:

<C.

n+1 _ Gn
\Gal < C. Hth

At

Again by applying Lemma 14 to (100) rewritten as
1

e
At

GZ+1/2 0, I 523953‘1/2“/2,

we deduce that
(101) 102,95 < C, for all n > 0.
Next, Lemma 14 applied to
G;LH_l B GZ _ a ’VL+1 d)h
At AL
yields the following bounds, for some constant C' > 0:

n+1 ,(/)h
At

Finally, to get the bound on ||¢}, ;]|, we use the triangle inequality in (97),
combined with the above uniform bound on ||0z,97 | and (101).
e Finally, it remains to consider the case &1, &,&3 > 0. Let us first obtain the

n+i
+ 52813 h 2 )

(102)  [0n, Il < C, [0y | = B0y E | <, for all n > 0.

1
bounds on ||8§1u2+2 [, [|0% 47| and @5 11l; as the bounds for the remaining
terms are similar. Here, we shall only sketch the proof, since it is very similar to
previously used arguments.

From (57) for i = 1, we have

ST GO = (G + & — E) U + 660l U TE

or, after adding to both sides of the above 9" uZ+§ + &0k Z+§,

(o +ohun ™) + & (@7 + 0k 0™ *) = oty
+(&2 + 53)8211/)Z+§ + &6300 U *s

With
(103) ho= 00 Wk + &0, VT

it is not difficult to verify (see the proof of Lemma 15, case ;,&; # 0 and &, = 0)

that

n+i h ntE n+ n o nts GZ+1 B GZ

(104) (@ i® + )+ (On 7 + o) = T

n+%
Al + &G, .
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Thanks to (94), (95) and Lemma 14, we obtain
G -

A7 <C, for all n > 0.

Gl < C. H

n 1 . . .
Hence, the desired bounds for ||0% uh—s_2 | and [|8% 17| can be obtained similarly
to those in (102). Finally, to get a uniform bound on ||¢}; , ||, we apply Lemma
14 to the left-hand side of (62c) written for ¢} ;.

Proof of Theorem 6. The proof is a direct corollary of Lemmas 15 and 16. O

4. NUMERICAL RESULTS

Here we perform a series of numerical experiments where we compute the solution
of the 3D PML system (1) in the unit cube 2 = [0, 1]3 using the explicit scheme
described in Section 3.2. First, we consider damping functions &; that are constant
throughout 2 to validate the theory. Next, we consider the realistic situation of
piecewise constant damping functions that identically vanish inside the region of
interest, ()g.

For the spatial discretization, we use standard sixth-order hexahedral Qg-finite
elements, which leads to approximately 1.4 - 107 degrees of freedom. The time
step is set to At ~ 0.001, which corresponds to approximately 95% of the allowed
maximal time step. We set the initial conditions to zero and consider either Neu-
mann or Dirichlet conditions at the outer boundary B of the PML for the sake of
completeness.

To initiate an outward propagating spherical wave, we include in (1) the essen-
tially compactly supported Gaussian source centered about x,

F(tx) = foeoe ol 4 (e,

dt
111
27272

(105)
01:2-103,@:5-1047;:0:( )7t0:0.02,f0:102.

The source f(t,x) only acts during the very short time interval [0,0.04] while its
amplitude lies below machine precision past t = 0.08. In the simulations below, all
quantities of interest are therefore computed after those first 80 time steps, that
is for t, > 0.08 when f is essentially zero and our theory is valid. The discrete

el

energy Ee;f
5 for n > &0.

defined in (69), in particular, then satisfies the identity in Theorem

4.1. Constant damping coefficients. We consider the situation of constant damp-
ing functions, where &;, & and &3 are constant throughout 2; hence, the PML
occupies the entire computational domain. We perform two sets of experiments:
e PML in a single direction, either with Dirichlet or Neumann conditions,
with £1 = 407 £2 = 53 =0.
e PML in all three directions, corresponding to a corner situation, either with
Dirichlet or Neumann conditions, with & = 40, & = 45, &5 = 50.

In Fig. 1, we observe that the decay rate of the energy is only algebraic for the
PML in a single direction, while for the PML in all three directions (corner) the
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‘ 10721 ‘ 1
——— Dirichlet ——— Dirichlet
- - - Neumann - - - Neumann
N~
T8
3] 10712 - |
| | | —22 | | |
1 2 3 4 10 1 2 3 4
t t

FIGURE 1. Constant damping functions. Left: the energy

E:;j defined in (69) for the PML in a single direction, computed

either with Dirichlet or Neumann conditions. Right: the energy

1
E::pl"‘ for the PML in all three directions, computed either with

Dirichlet or Neumann boundary conditions.

energy decays exponentially fast. To further validate Theorem 5, we evaluate the
relative error

1 n+ 1 n—i
(106) € = (At (Eea:pl2 - Eexp;)

At)? n n n n n+y
O+ el + 200V + SfhalR, ) [ B

In all our computations, €” never exceeded 10~ '2 thereby demonstrating the validity
of Theorem 5 down to machine precision.

4.2. Variable damping coefficients. We consider the realistic situation of vary-
ing damping functions, when our theory is no longer strictly valid. More precisely,
we choose ; piecewise-constant as

40, z; <0.1or z; > 0.9, .
$ilwi) = { 0 otherwise, 1=123

Hence Qo = [0.1,0.9]® and the PML has width 0.1 in each direction, while the
FE mesh is aligned with the boundary B of the perfectly matched layer to avoid
spurious reflections due to the discretization.

In Fig. 2, snapshots of the numerical solution with a Dirichlet boundary condi-
tion are shown at different times. We recall that at ¢ = 0.2, the source is essentially
zero. The spherical wave front enters the PML around ¢ ~ 0.4 and has been fully
absorbed by the time ¢ = 0.8 without any noticeable reflections. In contrast to
similar experiments performed elsewhere, we did not observe any instabilities or
spurious reflections when using discontinuous damping profiles.

In the left frame of Fig. 3, we display the time evolution of the discrete energy

1
E:L:;)f for piecewise constant damping functions that identically vanish inside ),

using either Dirichlet or Neumann boundary conditions. In the right frame, we
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FIGURE 2. Piecewise constant damping functions. Snap-
shots of the numerical solution at times ¢ = 0.2,0.4,0.6,0.8.

show the discrete rate of change of the energy,

En—i—% o En—%
1 5 — expl expl )

Clearly, we no longer expect €, defined in (106) to vanish identically. Still, we

wish to investigate whether the energy E:z-;l% defined in (69) nonetheless decays
in a situation of varying damping functions, that is whether ¢} in (107) remains
negative.

In Fig. 3, it appears at first that the energy still decays even in a situation of
varying damping profiles. However, as we take a closer look in Fig. 4 at the time
evolution of the discrete rate of change of the energy, we observe that in fact the
energy no longer monotonically decreases. Indeed at time t =~ 0.4, that is when
the wave front first penetrates the PML, 05 exhibits an albeit small but positive

maximum, though it remains strictly negative at all later times.



ENERGY DECAY AND STABILITY OF A PML FOR THE WAVE EQUATION 29

107!
——— Dirichlet
- - - Neumann 0
=N~
+ & —4 | 2
= 8§10 | |
& —0.1
—— Dirichlet
- - - Neumann
10-7 ! ! ! 0.2 ! : : |
1 2 3 4 1 2 3 4
t t

FIGURE 3. Piecewise constant damping functions, short
1
time. Left: the energy E""2 defined in (69), computed either

expl ’
with Dirichlet or Neumann conditions. Right: the discrete rate of
change in the energy 47, defined in (107), computed either with

Dirichlet or Neumann conditions.

.1073
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) | ! !

02 04 06 08 1

FIGURE 4. Piecewise constant damping functions, a closer
look. The discrete rate of change of the energy ;' computed either
with Dirichlet or Neumann conditions. Zoom on the right frame
of Fig. 3.

Finally, we demonstrate the long-time stability of our perfectly matched layer
by performing a much longer simulation until time ¢ = 36. All parameters remain
identical, except that we choose a FE mesh twice as coarse with about 1.8 - 10°
degrees of freedom and a time-step about twice as large, At ~ 0.002. In Fig. 5,
we observe that the energy (69) remains bounded and essentially decays during
the entire simulation, be it with Dirichlet or Neumann conditions. Note that the
energy essentially vanishes beyond time ¢ = 0.8, once the spherical wave has left
the physical domain .

5. CONCLUDING REMARKS

Starting from the PML formulation from [25, 26] for the wave equation in its
standard second-order form, we have proved energy decay first in two and then in
three space dimensions for a judicious space-time energy functional. Our energy
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—— Dirichlet

- - - Neumann

FIGURE 5. Piecewise constant damping functions, long
time. The discrete energy (69) computed either with Dirichlet
or Neumann conditions.

estimates apply in the full 3D setting including corners and imply boundedness of
all the unknowns in the L?-norm. Although we assume constant damping functions
inside the PML for our analysis, our estimates pave the way for establishing stability
in more general situations with variable damping functions or nonlinear dispersive
terms.

We have also proposed a fully explicit discrete formulation which is provably
stable for constant damping functions. The time-stepping scheme is based on the
well-known leapfrog method and is stable under a CFL stability condition which
is independent of the damping parameters inside the PML. The present time dis-
cretization slightly differs from that used in [25, 26] and appears more stable in
numerical computations — see Remark 2.

Our numerical results for constant damping coefficients validate the theory to
machine precision. Although the theory is no longer strictly valid for piecewise
constant damping functions, our numerical results show that the energy still essen-
tially decays even for very long times. They also illustrate that smooth or even just
continuous damping functions are not necessary to achieve perfect matching at the
discrete level. In our numerical results, the energy decays algebraically in the PML
single layer formulation and exponentially in the PML corner formulation.
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