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Abstract

The autonomous capabilities in collaborative un-

manned aircraft systems are growing rapidly. With-

out appropriate transparency, the effectiveness

of the future multiple Unmanned Aerial Vehicle

(UAV) management paradigm will be significantly

limited by the human agent’s cognitive abilities;

where the operator’s Cognitive Workload (CW) and

Situation Awareness (SA) will present as dispro-

portionate. This proposes a challenge in evalu-

ating the impact of robot autonomous capability

feedback, allowing the human agent greater trans-

parency into the robot’s autonomous status - in a

supervisory role. This paper presents; the mo-

tivation, aim, related works, experiment theory,

methodology, results and discussions, and the fu-

ture work succeeding this preliminary study. The

results in this paper illustrates that, with a greater

transparency of a UAV’s autonomous capability, an

overall improvement in the subjects’ cognitive abil-

ities was evident, that is, with a confidence of 95%,

the test subjects’ mean CW was demonstrated to

have a statistically significant reduction, while their

mean SA was demonstrated to have a significant in-

crease.

1 Introduction

Interest in the area of collaborative unmanned aircraft sys-

tems in a Multi-Agent System (MAS), to compliment the

strengths and weaknesses of the human-machine relationship

is continuously growing [Ososky et al., 2014]. The effects of

automation on human-machine collaboration has been stud-

ied extensively to conclude that it is able to reduce a hu-

mans Cognitive Workload (CW) [Cummings et al., 2007;

Parasuraman et al., 2000]. However, as automation capabil-

ities continue to expand - particularly in the domain of Un-

manned Aerial Vehicles (UAVs), there is an increased interest

in deploying multiple UAVs in a close proximity to achieve

a common goal [Baranzadeh et al., 2013; Patten et al., 2013;

Cummings and Mitchell, 2008; Jarvis and Tang, 2005; Miller

et al., 2001].

The multiple-to-one ratio (where multiple human opera-

tors are required to manage one UAV) is the current UAV

operational norm. This limits the effective management of

teams of UAVs [Franke et al., 2005; Brown et al., 2005]

in a Multi-Agent System (MAS). Currently, a typical UAV

operation requires at least two operators; a pilot and a sen-

sor operator to operate one UAV in a mission [Murphy and

Burke, 2010]. It is also not uncommon that a third mission

commander is involved to overlook the entire operation [Cha-

put, 2004]. Hence, to enable further growth in the area of

effective management of multiple heterogeneous UAVs, the

management ratio must be inverted to one-to-multiple (where

one operator is managing multiple UAVs) [Chen et al., 2014;

Brown et al., 2005]. However, this inversion of the human-

machine management ratio introduces a number of cognitive

challenges, such as an increase in operator CW and a reduc-

tion in Situation Awareness (SA) [Chen et al., 2014].

This study aimed to evaluate the impact of UAV autonomy

visualisation in an MAS through autonomy transparency, on

a human operator’s cognitive CW and SA. This was achieved

through the management of multiple UAV experiment. The

results comparing a baseline experiment (the UAVs’ naviga-

tion capability was inferred based on the UAVs’ behaviour)

to an evaluation experiment (the UAVs’ navigation capability

was graphically represented through flight path/trajectory vi-

sualisation) demonstrated that with a confidence of 95%, the

human operator is able to experience a reduction in CW and

a gain in SA with greater transparency of the autonomy. The

rest of the paper is organised as follows; Section 2 focuses

on the related works in this area, section 3 focuses on the

methodology, section 4 focuses on the results and analysis,

section 5 focuses on the discussion of the results, and finally,

section 6 presents future work that succeeds this study.

2 Related Work

Research studies have identified the significance of system

information transparency and its effect on the human cog-

nitive performance in multiple heterogeneous UAV manage-
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ment [Chen et al., 2014; Ososky et al., 2014; Miller, 2014;

Fuchs et al., 2013; Chen et al., 2011]. The fore-mentioned

system transparency can be considered as a two-fold prob-

lem; the transparency of the functional subsystems and capa-

bilities, and the transparency of the system’s autonomy capa-

bilities to the human operator [Saget et al., 2008].

2.1 Multi-Agent System

An MAS refers to a system involving more than one human

operator, robots, and an interface device. Multiple UAV op-

erations and management by a single operator closely relates

to the traditional MAS (a subfield of artificial intelligence),

as they both involve dealing with a number of entities that

require making some level of decisions [Legras and Coppin,

2007].

In an MAS setting, a human-centred approach to im-

prove the human agent’s cognitive performance in human-

autonomy collaboration, involves the human agent having the

knowledge of the robot agent’s autonomy status [Chen et al.,

2014; Saget et al., 2008].

2.2 Information Transparency

The concept of information transparency was established to

enable the effective human-machine interaction in an au-

thority sharing MAS. In order to achieve information trans-

parency, both the human and the machine agent must have an

awareness of each others internal status as illustrated through

the dual-ended interaction [Saget et al., 2008]. Figure 1 illus-

trates this concept with a single robot-single operator interac-

tion as a whole, which includes authority sharing, operating

modes, control and interaction.

One element of information transparency is placed on the

machine representation to the human agent [Miller, 2014;

Chen et al., 2014; Fuchs et al., 2013; Chen et al., 2012].

Chen et al. initially proposed a functional capability frame-

work to capture the functionalities of a typical UAV [Chen

et al., 2012], the process of Information Abstraction used to

produce the framework from an operational perspective was

refined [Chen et al., 2013], hence producing an experimen-

tal framework and prototype to assess the effect of a layering

approach to information visualisation on a human operators

CW and SA [Chen et al., 2014]. The information representa-

tion focused on three levels: 1) Low, Level Of Detail (LOD),

or highest amount of system raw data, 2) Hybrid/Adjustable

LOD, or a mix of raw and aggregated UAV data as preferred

by the operator (test subject) and 3) High LOD, or the most

abstracted data/succinct information display. Their study sug-

gested that there was a significant reduction in operator CW

when the operators were able to manage their level of system

information transparency, compared to maximum informa-

tion output (low LOD) at no cost to the operator’s SA[Chen et

al., 2014]. Hence, during multiple UAV interaction interface

designs, the adjustability of the system’s functional capability

information and transparency must be considered.

Fuchs et al. were also interested in investigating the effect

of information representation on operator CW and SA[Fuchs

et al., 2013]. Their study focused on the information lay-

out rather than adjustability or availability, where existing

UAV consoles were adapted and modified through usabil-

ity iterative surveys from certified UAV operators. During

each iteration, modifications to the consoles were carried

out to improve the CW and SA (which was measured using

SA Global Assessment Technique (SAGAT) [Endsley, 1988]

and NASA-TLX [Hart and Staveland, 1988]). Their results

demonstrated a positive impact to the CW and SA of the op-

erator through information layout modification.

2.3 Autonomy Transparency

Recently, autonomy transparency was recognised as having

a tremendous impact on operator SA, CW and trust [Miller,

2014; Chen et al., 2014; 2011]. Traditionally, in a Human-

Robot Interaction (HRI) environment, the robot was consid-

ered a remote tool for the human agent to complete a mission

or a task, however many, Ososky et al. [Ososky et al., 2014]

viewed a robot or multiple robots as teammate(s) [Phillips

et al., 2011]. To draw upon the strengths of each teammate

(humans and robots), a bi-directional communication channel

during task execution is required and is currently a limitation

of modern-day HRI systems [Ososky et al., 2014].

In this work, we evaluated the effect of the visualisation

of autonomy (increase in transparency) on a human opera-

tor’s CW and SA in the context of handling multiple UAVs

through a hypothetical disaster response search mission (fig-

ure 2). The visualisation directly communicates the LOA’s

implication on the UAVs’ autonomous capability to the oper-

ator, hence enabling the operator to more effectively interact

with the UAVs.

2.4 Functional Level Of Autonomy

The need to quantify autonomy was first identified by Sheri-

dan [Sheridan and Verplanck et al., 1978], where the ten lev-

els of Sheridan and Verplanck’s (SV), LOA scale was pro-

posed [Sheridan and Verplanck et al., 1978]. This is a uni-

dimensional scale describing all aspects of HRI in a single

dimension. Parasuraman et al. [Parasuraman et al., 2000]

had identified that during HRI, the humans information pro-

cess is very important, hence, a multidimensional LOA scale

incorporating a simplified four-stage, human information pro-

cess model was proposed, where the LOA of each stage was

quantified using the SV scale.

Bruni et al. [Bruni et al., 2012] proposed a tax-

onomy to quantify autonomy through the perspective of

human-automation collaboration to produce the Human-

Automation Collaboration Taxonomy (HACT). HACT de-

scribes the human-automation relationship through the col-

laborative information-processing model, with the emphasis

placed on the decision-making process through three basic

roles [Bruni et al., 2012]; the moderator - the agent that main-
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Figure 1: Authority sharing concepts in single robot-single operator interactions (Figure and caption adapted from [Saget et al., 2008]).
Situation information is perceived by both the robot and the human to establish a representation of each agent. Interaction is improved by
the communication of these representations with the other agent, hence, a collaborative understanding of the control operation modes is
established.

tains the forward-moving aspect of the decision-making pro-

cess: the generator - the agent that generates feasible solu-

tions based on the information and environmental data; the

decider - the agent who determines which solution is to be

selected and carried out. The agent mentioned, denotes either

an autonomous agent, or a human agent, where five levels of

collaboration between these agents are applied to each role.

2.5 Functional Capability Information

The additional experimental software and capabilities of the

work developed by Chen et al. [Chen et al., 2014; 2013;

2012] were introduced. This included a functional capability

framework using the information abstraction method, which

enabled the subject to gain unrestricted access to the neces-

sary UAV’s system functions and status through specific ges-

tures.

2.6 Autonomy Capability Information

The experimental software was augmented to measure the

effect of the autonomy information transparency. Emphasis

was placed on the autonomous navigation capability feed-

back.

Figure 4 illustrates the visualisation of a UAV’s flight path

in both the baseline and evaluation experiment. Figure 4a il-

lustrated no representation of any form for the baseline exper-

iment, as no transparency was intended. However, figure 4b

Figure 3: Representations of the three levels of searching auton-
omy capability; (a) UAV 1: Fully autonomous - auto identification
and selection of the Items of Interest (IOIs), (b) UAV 3: Partially
autonomous - auto identification, manual selection of the IOIs, and
(c) UAV 2: No autonomy - Manual identification and selection of the
IOIs.

illustrated the visual representation of the immediate flight

path of the UAVs for the evaluation experiment, where the

UAVs encountered obstacles, and amendments to the flight

path were required and carried out. The subject could regis-

ter the change immediately, hence, awareness of each UAV’s

autonomous navigation capability could be achieved.

Autonomy was not only applied to the navigation capabil-

ity, but also to autonomous searching. Each UAV had a cer-

tain level of searching autonomy where human intervention

was required at three levels and depicted graphically as illus-

trated in figure 3; full autonomy, denoted by a solid circle in

the centre of the UAV icon; part autonomy, denoted by a hol-

low circle in the centre of the UAV icon; and no autonomy,

denoted by the absence of any circle/marking in the centre of

the UAV icon.
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Figure 2: A screen capture of the typical interface view of the experiment software prototype. A base map is illustrated with two UAVs (ID
1 and 2) following a pre-defined flight path. UAV1 is displaying two levels of status and health information, while UAV2 is displaying one
level with a search instrument/scope opened.

Figure 3a (UAV 1) shows a UAV with no autonomous

searching capabilities, which meant that all the identifying

and selecting of Items Of Interest (IOIs) needs to be per-

formed manually by the human operator. Figure 3b (UAV 3)

shows a UAV with partial autonomous searching capabili-

ties, which meant that the identification of the items of in-

terests were performed by the UAV autonomously, however,

the human operator was still required to make an appropri-

ate selection as false identification could have occurred. Fi-

nally, figure 3c (UAV 2) shows a UAV with full autonomous

searching capabilities, where the UAV has the capability to

perform the identifying and selecting of the items of interests

autonomously without human intervention.

3 Methodology

This section presents a general overview of the experiment,

the apparatus and setup, the experiment mission scenario, the

participants (test subjects) and the data collection instrument

and process.

3.1 Overview

The aim of the experiment was to investigate the impact on a

human agent’s CW and SA associated through a continuous

visual representation of each UAV’s flight path when com-

pared to no representation. The continuous visual represen-

tation is hypothesised to provide a greater autonomy trans-

parency of the UAV’s navigation capability.

This experiment evaluates the aim through a simulated

search operation during a disaster response mission in a

game-like style set up on a touch sensitive tabletop device,

where the operators (test subjects) were required to monitor

UAVs and perform searches of the designated areas through

tools provided in the experiment prototype.

As illustrated in figure 4, the key concept of the experiment

investigated a comparison between visually representing the

flight path of UAVs in an evaluation experiment (figure 4b),

which resembled transparency in the autonomous flight path

replanning capability - and no such representation in a base-

line experiment (figure 4a).

This experiment required one operator (test subject) to

concurrently monitor and manage four UAVs. The UAVs

were heterogeneous in their functional LOAs, that is, each

UAV contained a different level of functional autonomy. The

amount of LOA transparency was presented in two levels with

the focus placed on the UAV’s autonomous path-planning ca-

pability, and the basic concept of LOA is explained to the test

subject during the pre-experiment briefing, while the practi-

cal component, that is, what does the LOA look like and what

does it mean to the test subject is explained in the equipment

familiarisation phase after the briefing.

This experiment was carried out in two parts; part A re-
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Figure 4: Illustration showing the conceptual difference between
a configuration with the (a) The flight path and trajectory is hidden
from the operator, hence autonomy is non-transparent; and (b) The
intended and and newly-generated flight trajectory and path is visu-
ally represented, hence autonomy is transparent.

quired the operator to perform under no transparency, that

is, no visual representation of the UAV’s previous, present or

projected flight path was displayed at any time during the ex-

periment (figure 4); part B required the operator to perform

with some level of automation transparency, that is, a graph-

ical representation of the UAV’s previous and current flight

path was displayed to allow the operator to have an aware-

ness of the UAV’s path-planning capabilities.

The authors hypothesised a reduction in CW and an in-

crease in SA to be exhibited in part B compared to part A.

This is because the UAV’s autonomous capabilities are more

transparent, allowing the operator to gain a greater awareness

of the UAV’s autonomous status.

The experiment was conducted at the Australian Research

Centre for Aerospace Automation (ARCAA), which is an off-

site research facility of the Queensland University of Tech-

nology (QUT). The Interactive Systems Group (ISG) sup-

plied the necessary apparatus to conduct the experiment. The

experiment was designed to take approximately 90 minutes

to complete. The experiment required each participant to per-

form two similar missions and answer the SA questionnaires

and CW rating forms.

During the course of the 90 minutes, the subject was pre-

sented with a sequence of events as described below, and their

session was video and audio recorded for further analysis:

• Experiment briefing - 10 min

• Equipment familiarisation - 20 min

• Experiment Part A: Baseline - 10 min

• CW/SA assessment Part A - 15 min

• Experiment Part B: Evaluation - 10 min

Figure 5: Experiment setup illustrating the DT104 touch table and
the experiment prototype.

• CW/SA assessment Part B - 15 min

• Post experiment interview - 10 min

This experiment was approved by the QUT Ethics Com-

mittee and each subject was asked to read and sign the ethics

agreement prior to commencing the experiment.

3.2 Apparatus

The experiment software prototype was designed in an arcade

game-like style for an interactive tabletop device. The proto-

type was implemented using the Java programming language

and the MT4J Java multi-touch software framework [Laufs et

al., 2010]. The experiment was conducted on a CircleTwelve

DiamondTouch DT104 (figure 5) [Dietz and Leigh, 2001].

3.3 Mission Scenario

There are two similar, but disjointed mission scenarios in-

cluded in this experiment. Both scenarios required the op-

erators (test subjects) to first supervise a group of four

UAVs with heterogeneous functional LOAs in their respec-

tive search zones, and then carry out a search operation over

the zones.
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The two tasks were performed in different phases. The ob-

jective of phase 1 was to allow the subject to acquire and de-

velop SA about the UAVs and their surroundings. The objec-

tive of phase 2 was to monitor the UAVs which were able to

autonomously perform a search and for the operator to assist

with the less autonomous UAVs with the searching operation.

During phase 1, certain UAVs are expected to encounter

obstacles such as hazardous weather and a malfunctioning of

a subsystem (ie. low fuel levels). The subject was not only

required to acknowledge these obstacles but also be aware

of the subsequent evasive actions the UAVs took or failed to

take prior to proceeding to phase 2, which was to carry out

the search for several target operations.

During phase 2, certain UAVs have less autonomy to per-

form a search of IOIs than others. At different LOAs, certain

UAVs required greater assistance from the subject to search,

identify, and confirm the IOIs, while other UAVs were able to

carry out this chain of operations completely autonomously.

Upon completion of phase 2, the UAVs leave the experiment

arena and the scenario ends.

3.4 Test Subject

Forty three (43) subjects participated in the experiment. They

were recruited primarily from aerospace companies; these in-

cluded engineers, technicians, as well as a minority of uni-

versity students and professionals who had minimal to no ex-

perience in any form of UAV operations. The operators were

given time to familiarise themselves with the experimental

platform (section 3.1). The subjects ranged from a variety

of ethnic backgrounds and were primarily aged between 24

to 44. One requirement for the experiment was that the sub-

jects not have any form of colour-blindness, as the experiment

primarily uses colours to distinguish the UAV system and au-

tonomy transparency states.

3.5 Data Collection

The experiment assessed two quantifiable parts and one qual-

itative part. The two quantifiable parts were the CW - col-

lected on a paper-based rating form, and SA - collected on a

web-based questionnaire package at the end of each part of

the experiment. The qualitative, or observational measure is

a behavioural-type interview conducted prior to the end of the

session.

To ensure statistical equivalence, the former half of the test

subjects commenced the experiment with the baseline sce-

nario first, followed by the evaluation scenario; while the lat-

ter half of the test subjects commenced with the evaluation

scenario, followed by the baseline scenario. This method can

minimise any effect of learning and familiarisation of the soft-

ware and apparatus, which can contribute to bias in the data

collection process.

The CW was assessed using NASA-TLX (Task Load In-

dex), which considers CW as six dimensions [Hart and Stave-

land, 1988]; 1) Mental demand, 2) Physical demand, 3) Tem-

poral demand, 4) Own performance, 5) Effort, and 6) Frus-

tration. The assessment began by laying out 15 combination

pairs where each dimension was separately compared to the

next, and the subject was asked to circle the dimension in

each pair that he/she considered more relevant to the tasks in

the experiment, which resulted in a weight associated with

each dimension. The subject was then asked to rate each di-

mension separately on a scale of 1 to 20, where the higher the

number, the more CW the subject perceived. After the com-

pletion of these two steps, a TLX score in percentage was

achieved.

The SA was assessed using the SAGAT, which is an ob-

jective measure of the subject’s SA [Endsley, 1988]. This

technique was tailored to Endsley’s three levels of SA; where

Level 1) Perception, Level 2) Comprehension, and Level 3)

Projection - with the assumption that to satisfy the current

level of SA, the level is assumed to be satisfied [Endsley,

1995]. During data collection, a questionnaire (with ten ques-

tions) designed specifically for each experiment was admin-

istered to the subjects on conclusion of each experiment. The

questions were designed based on the UAV’s situational sta-

tus and the environmental impact, such as Which UAV re-

ported a low fuel level? and What was the purpose of UAV2

deviating from its original path? Only the first two levels of

SA were considered during the design of the questionnaires as

the aim of this study was to understand how autonomy trans-

parency affects an operators awareness of the UAV’s capa-

bilities, rather than the implications of what their capabilities

might bring.

The post-experiment interview was conducted in an infor-

mal setting, where the experimenter asked the subject broad

questions based on their observations during the experiment.

The subject was encouraged to talk freely about his/her expe-

rience and any thoughts he/she might have accumulated dur-

ing the experiment. Example questions asked included; I saw

you looked a little confused at a new flight path when the UAV

generated it, what was going through your mind at the time?,

What was your process of maintaining updated awareness of

all of the UAV’s searching progress? From the interviews, the

experimenter was able to acquire a greater understanding of

the subjects behaviour and their CW and SA reported in the

collected quantitative data.

4 Results and Analysis

Results of the CW and SA for a sample size of 43 subjects

were analysed using the statistical software package SPSS.

4.1 Cognitive Workload

The Shapiro-Wilk’s test of normality for the data sets revealed

that, although the CW data collected during the baseline ex-

periment was considered normally distributed, the data col-

lected from the evaluation experiment was not. Hence, a

non-parametric - Wilcoxon Signed-Rank Test was used to de-

termine whether there was significant statistical evidence to
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Table 1: Related sample Wilcoxon Signed-Rank Test for the

mean CW score with a CI = 95%

p Decision

0.042 Reject H0

Table 2: One tailed test for the mean CW score with a CI =

95%

p x̄base x̄eval Decision

0.021 55.86 51.95 Reject H0

suggest a reduction in the subject’s CW during the evalua-

tion experiment (where autonomy information was available)

compared to the CW experienced during the baseline experi-

ment (no autonomy information was available - ie. no auton-

omy transparency).

The hypothesis states:

• H0: No significant difference between the mean CW

score collected from the evaluation experiment and the

baseline experiment

• Ha: Significant difference found between the mean CW

score collected from the evaluation experiment and the

baseline experiment

As illustrated in Table 1, with a Confidence Interval (CI)

of 95%, p = 0.042, one can conclude that there was signifi-

cant statistical evidence to reject the null hypothesis (H0), that

is to say, the subject’s CW exhibited significant differences

when a UAV’s navigation capability was visually presented

in the scenario, compared to the scenario where this informa-

tion was not available. Hence, a one-tailed test to determine

the direction of the mean CW score can be performed.

The hypothesis for the one tailed test states:

• H0: CW score for the baseline experiment <evaluation

experiment

• Ha: CW score for the baseline experiment >evaluation

experiment

As illustrated in Table 2, the significance value (p) of the

one-tailed test is 0.021 and the mean CW of the evaluation

experiment is lower than that of the baseline experiment, at CI

= 95%. One can conclude that there was significant statistical

evidence to reject H0, that is to say, the subject’s CW was

significantly lower in the scenario where a UAV’s navigation

autonomy capability was visually represented, compared to

the scenario where this information was not available.

4.2 Situation Awareness

The SA results were collected through a SAGAT question-

naire with the aim to capture the two levels of SA’ level 1 SA

(information perception) and level 2 SA (information com-

prehension).

Table 3: Two tailed t-test statistics output of the mean SA

result at N = 43 samples with a CI = 95%

SA Level p Decision

Level 1 0.238 Accept H0

Level 2 0.000 Reject H0

Overall 0.000 Reject H0

Table 4: One tailed t-test statistics of the mean SA result at N

= 43 samples with a CI = 95%

SA Level x̄base x̄eval p Decision

Level 2 0.1860 0.5291 0.000 Reject H0

Overall 0.2843 0.5077 0.000 Reject H0

A Student T-Test was conducted to determine whether

there was an increase in the SA of the evaluation experiment

(where automation transparency was available) compared to

the SA of the baseline experiment (where no transparency

was available). The use of the T-test to produce reliable re-

sults, required that the assumptions for the test were satisfied.

The hypotheses are:

• H0: No significant difference between the results col-

lected from the evaluation experiment and the baseline

experiment

• Ha: Significant difference found between the results col-

lected from the evaluation experiment and the baseline

experiment

Table 3 illustrates a summary of the two tail test results

conducted to compare the differences in the SA mean at the

two levels of SA and the overall SA. At CI = 95%, both the

level 2 SA and overall SA results exhibited significant dif-

ferences in their mean, while no significant statistical differ-

ences were found at level 1 SA. Therefore, a one-tailed test

was performed to assess whether the transparency configura-

tion in the evaluation experiment exhibited greater SA.

The hypothesis for the one-tailed T-test is:

• H0: SA result for the baseline experiment >evaluation

experiment

• Ha: SA result for the baseline experiment <evaluation

experiment

Table 4 illustrates a summary of the one-tailed T-test for

level 2 SA and the overall SA results. At CI = 95%, both SA

result comparisons rejected the null hypothesis (H0), that is to

say, both the level 2 SA and the overall SA, revealed that the

SA obtained in the evaluation experiment where autonomy

information was available to the subject, was significantly

higher than the SA collected from the baseline experiment

where no autonomy information was available.
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The level 1 SA did not reveal an increase, while level 2 SA

did suggest that the subjects were able to perceive changes

reasonably well in both experiments. However, with some

form of autonomy transparency available, the subjects were

able to comprehend the situation with less effort (hence, a re-

duction in CW was evident also), resulting in a higher mean

SA. Due to this increase, the overall SA (associated level

1 and level 2) also yielded a significant increase during the

evaluation experiment, where the UAV’s path planning au-

tonomous capability was visually represented.

5 Discussions

The operators’ CW and SA of both the baseline experiment

(where no path-planning autonomy transparency was present)

and the evaluation experiment (where autonomy transparency

was available through graphical representation of flight paths

of the UAVs) were collected during the experiment, analysed

quantitatively through a Wilcoxon Signed-Rank Test and a

Student’s T-Test.

Results revealed that at CI = 95%, there was a signifi-

cant decrease in the mean of the CW scores and a significant

increase in the mean of the SA results experienced by the

test subject when the transparency of the UAV’s autonomous

path-planning capability was visually represented on the ex-

periment prototype. This allowed the subject to acquire most

instantaneous information related to any changes in the cur-

rent path to avoid possible hazards or conflict.

Through the post-experiment interview, several interesting

observations and reports were made by the subject, in partic-

ular, the notion of predictability. A large portion of the par-

ticipants reported that with the flight path information readily

available, they were able to better predict the intentions of the

UAVs and any changes in the flight path instantaneously, as

opposed to the experiment that did not have this information.

The subjects generally commented that a large interactive sur-

face such as the tabletop used in this experiment was more in-

tuitive and easy-to-use than the traditional desktop computer

systems for this scale of multiple UAV management opera-

tions, as they had the display real-estate to arrange the inter-

face at their leisure.

Hence, the preliminary results from this study had shown

a potential of improving human cognitive performance dur-

ing the management of multiple heterogeneous UAVs with a

certain level of autonomy information transparency. Further

studies can be carried out to enhance the understanding of the

impact of autonomy transparency.

6 Conclusion and Future Work

The advancements of the autonomy capabilities in UAVs have

motivated a shift in the supervisory control paradigm of mul-

tiple heterogeneous UAVs, managed by a single-operator ra-

tio [Franke et al., 2005] in a human-in-the-loop involve-

ment configuration, where UAVs are viewed as teammates in

any mission rather than a tool [Ososky et al., 2014]. How-

ever, without the appropriate support, the aforementioned

paradigm of interaction heavily reduces the human cognitive

abilities [Chen et al., 2014], hence, the system’s autonomy

transparency is being studied [Miller, 2014; Chen et al., 2014;

Fuchs et al., 2013; Saget et al., 2008].

The preliminary results presented in this paper demon-

strated a significant and positive improvement in the human

subject’s CW and SA when the UAV’s navigation LOA is

communicated through the continuous visual feedback of the

flight path’s information. The authors hypothesised a reduc-

tion in CW and an increase in SA when the test subjects were

given the path information through its visualisation.

An experiment involved 43 non-professional UAV opera-

tors who simultaneously managed four heterogeneous UAVs

on a hypothetical disaster response search mission, demon-

strated that at CI = 95%, both the mean CW of the subject

and their mean SA improved significantly. This suggested

that through a controlled study, evidence supported the no-

tion that the autonomy transparency of a system is linked to

the operator’s cognitive performance when managing multi-

ple UAVs.

Further investigation into the communication of the UAV’s

autonomy capability information (that is not only limited to

the navigation autonomy) is currently underway, where the

UAV’s autonomous status model is represented to the opera-

tor in two fold; 1) A graphical representation [Schneiderman,

2000] similar to the method presented in this paper, and 2)

A natural language dialogue [Lemon et al., 2002] where au-

tonomous capability status information is communicated to

the operator in a message box through simple English. The

latter will be a bi-directional communication, where the oper-

ators will be asked to physically acknowledge any incoming

system messages, and use the information contained in the

message to manage and supervise the UAVs.

The authors aim to provide evidence that suggests the crit-

icality for a human operator to possess a mental model of the

system’s autonomy status, that is, the visualisation of auton-

omy transparency through graphical [Schneiderman, 2000]

and natural language representations [Lemon et al., 2002],

can directly influences the human’s cognitive performance

in terms of CW, SA, and trust [Parasuraman et al., 2008;

Legras and Coppin, 2007].
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