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Ultra-Fast and High-Reliability SOT-MRAM: 
From Cache Replacement to Normally-Off 

Computing
Guillaume Prenat, Kotb Jabeur, Pierre Vanhauwaert, Gregory Di Pendina, Fabian Oboril, Rajendra Bishnoi, 

Mojtaba Ebrahimi, Nathalie Lamard, Olivier Boulle, Kevin Garello, Juergen Langer, Berthold Ocker,
Marie-Claire Cyrille, Pietro Gambardella, Mehdi Tahoori, and Gilles Gaudin

Abstract—This paper deals with a new MRAM technology whose writing scheme relies on the Spin Orbit Torque (SOT). Compared to Spin 
Transfer Torque (STT) MRAM, it offers a very fast switching, a quasi-infinite endurance and improves the reliability by solving the issue of 
“read disturb”, thanks to separate reading and writing paths. These properties allow introducing SOT at all-levels of the memory hierarchy of 
systems and adressing applications which could not be easily implemented by STT-MRAM. We present this emerging technology and a full 
design framework, allowing to design and simulate hybrid CMOS/SOT complex circuits at any level of abstraction, from device to system. 
The results obtained are very promising and show that this technology leads to a reduced power consumption of circuits without notable 
penalty in terms of performance.

1 INTRODUCTION

FOR several years, the scaling of microelectronics has
been facing physical limits, mainly due to leakage cur-

rents, heating issues and process variations. For the perfor-
mance and capabilities of circuits to keep on improving,
several solutions are investigated, from device to system
levels. For instance, the use of innovative devices besides or
in replacement of standard CMOS (refered as “More than
Moore”) is a promising concept.

Among these new technologies, STT-MRAM (for Spin
Transfer Torque Magnetic Random Access Memory) seems
particularly promising and is studied by most of the major
microelectronics companies. It is an emerging memory tech-
nology, which combines non-volatility with high writing
and reading speed, low-power consumption, high density
and a high endurance. This unique set of performance allows
integrating this technology in the memory hierachy of sys-
tems to reduce the power consumption without degrading

the performance, or even offering new functionalities. How-
ever, some limitations of STT-MRAM make it difficult to be
used for applications requiring very high operating speed or
in very low levels of thememory hierarchy.

In this paper, we present an emerging technology called
SOT-MRAM (for Spin Orbit Torque Magnetic Random
Access Memory), whose properties allow addressing spe-
cific applications that could not be addressed easily by
STT-MRAM. In order to be able to design hybrid CMOS/
SOT circuits, it is necessary to introduce the SOT technol-
ogy in the standard design flows of microelectronics. The
paper is organized as follows: the first part is dedicated to
the description of the technology and elementary device as
well as the underlying physics. The second part describes
a compact model of the device for electrical simulations of
circuits embedding the SOT technology. The third part
presents a full design framework for the evaluations of
systems embedding SOT-MRAM in the memory hierarchy
and promising results of evaluations using it. Compared
to previous system-level studies using MRAM for cache
memories, this work is the first that compares perpendicu-
lar STT-MRAM and SOT-MRAM for single- and multi-
core processors in terms of area, energy efficiency and per-
formance. In contrast, previous work focused either on
single-core processors with small (a few MByte) last-level
caches and/or the much slower and less efficient in-plane
STT-MRAM.The last part deals with the introduction of
SOT in the logic itself to further reduce the total power
consumption.

2 SPIN ORBIT TORQUE MRAM TECHNOLOGY

The STT-MRAM (Spin Transfer Torque Magnetic Random
Access Memory) has been identified as one of the most
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promising candidates among emerging memories [1], [2].
It is an electrically addressable memory combining non-
volatility, fast read and write operations and low writing
energy [3], [4]. Most of the major microelectronics and mem-
ory companies are now developing STT-MRAM schemes for
embedded as well as stand-alone applications. The 0 and
1 states of an STT-RAM are defined by the relative orienta-
tion (parallel or antiparallel) of the magnetization in two
magnetic layers separated by a nonmagnetic material. One
of the two magnetic layers is the storage layer (or the “free”
layer) while the other one is called the reference layer. The
read operation is performed using the magnetoresistance
signal: the electrical resistance of the stack is higher (lower) if
the magnetizations of the two layers are antiparallel (paral-
lel). Larger signals are obtained with the tunnel magnetore-
sistance (TMR) using an insulating material in the non-
magnetic layer, the tunnel barrier. The writing operation
relies on the transfer of spin angular momentum from the
reference layer to the free layer, mediated by an electric cur-
rent. The spins of the conduction electrons are polarized by
the reference layer, the magnetization of which is fixed, and
transfer their magnetization to the storage layer. If the num-
ber of spins (that is the current density) is large enough, this
magnetization of the storage layer can be reversibly switched
between the two stable states defined by themagnetic anisot-
ropy. In the MRAMs state-of-the-art , the tunnel barrier is a
1-2 nm thickMgO layer and the twomagnetic layers are usu-
ally CoFeB films with thickness in the range 1-5 nm. The
material stack constituting the memory, however, is often
much more complicated than this, consisting of different
layers that serve to optimize the structure as well as themag-
netic and electric properties of the CoFeB/MgO/CoFeB tun-
nel junction. Today, the reading and the writing operations
are very efficient, with more than 100-200 percent of resis-
tance variation in production devices and current densities
of the order of 1010A=m2 for writing the state of the storage
layer. The major limitations of the STT-MRAM come from
the fact that the read and write current paths are identical.
Undesired writing while reading can happen [5], [6], [7] and
the read and write current distributions need to be well con-
trolled. Moreover, the tunnel barrier must have a very low
resistance to accommodate the large writing current density,
which is achieved by making the barrier thinner. Since the
RA product (resistance times the junction area) has to be

lower than typically 1 V:mm2 for the writing process, the
scalability of the STT-MRAM can be questioned for nodes
beyond 22 nm. This will require complex material optimiza-
tion to obtain a large TMR signal [8] and reproducible stack
properties. Finally, the STT-MRAM can be switched very
rapidly providing that very large current densities are used
[9], [10], [11]. Since this current is injected through the tunnel
barrier, reliability issues are expected due to the rapid aging
of the tunnel barrier [5].

Fortunately, alternative writing schemes of the storage
layer have been explored and shown to be very efficient.
Among them, the SOT-MRAM [12] naturally solves these
issues and is one of the most promising alternatives to STT
technology. Here, while the reading mechanism is the same
as in the STT-MRAMapproach, the writing current is injected
in the plane of the storage layer rather than perpendicular to.
Hence, the read and write paths are decoupled: no more

untimely aging of the tunnel barrier nor undesired writing.
Indeed, since the writing current is not injected through the
MTJ, the MTJ does not suffer from accelerated aging. This is
particularly true for fast switching needed for SRAM replace-
ment in cache memories that require very large current densi-
ties. Concerning the read disturb resulting in undesired
writing, having two separate paths allows an additional
degree of freedom on the choice of theMTJ resistance. In stan-
dard STT technology, the writing current is applied through
the barrier. To avoid exceeding the breakdown voltage of the
oxide barrier during the writing, the choice of the resistance.
area (RA) product of the barrier is limited to low values
around some V:m2. During the reading, the voltage applied
across the barrier could result in a large current density and in
consequence to read disturb. In SOT, the value of the RA
product is not limited by the writing process since the read
and write paths are decoupled. This RA can be increased,
resulting, for a given read voltage, in a lower reading current
and a better immunity to read disturb. Moreover, the relaxed
constraints on the RA are beneficial for the reading. The loss
of reading speed resulting from the reduced reading current
is compensated by the increase of the resistance: increasing
the value of the resistance of the MTJ allows, for the same
value of the TMR, to increase the difference of the resistance
in the reading path and so the reading signal, speeding up
the reading. The geometry of the spin injection also solves the
issue of non-negligible incubation time delay typical of STT
mechanism (few nanoseconds), limiting ultrafast switching
and inducing a broad switching time distribution[13]. Finally,
if the magnetization can be switched with current density
similar to those used in the STT-MRAM, the total current to
be delivered by the transistor is much smaller since the cross
section area of injection is now the width of the current line
times its thickness (a few nanometers), to be compared with
the lateral area of the junction for the STT approach. The writ-
ing principle of the SOT-MRAMrelies on the transfer of angu-
lar momentum from the lattice to the magnetization via the
spin-orbit interaction and nomore from onemagnetic layer to
the other as in the STT-MRAM approach. Considering a tri-
layer with structural inversion asymmetry, typically a thin
FerroMagnetic (FM) layer sandwiched between two different
materials, oneHalfMetallic (HM) layer with a large spin orbit
coupling and one insulating Oxide layer (Ox), e.g. Pt/Co/
AlOx or a Ta/CoFeB/MgO trilayer, an electric current
injected in the metallic layer will produce two torques on the
magnetization of the magnetic layer. The first one, the field-
like term [14], is equivalent to an effective magnetic fieldHFL

whose direction is fixed, in the plane of the layer, perpendicu-
lar to the current direction. The second one, the damping-like
or antidumping term, is equivalent to a magnetic field HDL

whose direction is perpendicular to both the magnetization
andHFL [15], [16]. The origin of these torques has beenwidely
discussed. They can both originate from the Inverse Spin Gal-
vanic Effect (ISGE) [17], [18], [19] generated mainly at the
FM/HM interface or from the Spin Hall Effect (SHE) [20],
[21], [22] generated mainly in the bulk of the non-magnetic
HMmaterial [15], [23], [24], [25], [26], [27], [28].

Considering an out-of plane magnetized material, the
damping-like torque, whose effective fieldHDL is perpendic-
ular to the magnetization, is effective in switching the magne-
tization. However, since HDL is identical for a magnetization
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pointing either up or down, both configurations are equally
destabilized by this field. Therefore, a constant bias magnetic
field applied along the direction of the current is required to
break this symmetry, adding or subtracting to HDL depend-
ing on the magnetization direction, as shown in Fig. 1, and
eventually leading to determinist switching. This bias mag-
netic field is constant and can be generated by an additional
magnetic layer acting like a permanent magnet, with no pen-
alty in terms of power consumption or footprint of the device.
This description is very simplified, as switching occurs in real-
ity through a more complex motion of the magnetization or/
and by other mechanism involving the nucleation of a mag-
netic domain followed by the propagation of the domain wall
if the device size exceeds the limit of a singlemagnetic domain
[29], [30], [31].

This switching was first demonstrated in a Co/AlOx dot
sitting on top of a Pt current line [15]. It was then evidenced
in other HM/FM/Ox systems such as Ta/CoFeB/MgO
[16], [32], [33], W/CoFeB [34] and Pt/Co/MgO [35]. The
presence of strong SOT was evidenced as well in metallic
systems such as Pt/Co/Ni and Ta/NiFe [36], CoPd multi-
layers [37] and asymmetrical Pt/Co/Pt tri-layers [38].

The HM/FM/Ox tri-layers are typically the bottom part of
magnetic tunnel junction (MTJ) and need to be completed to
form an SOT-MRAM. The difficulty here is to combine large
spin orbit torque amplitudes for writing and high TMR for
reading, while using materials with perpendicular magnetic
anisotropy. We demonstrated the first proof of concept of a
SOT-MRAM with out-of-plane magnetization [39] in the
framework of the spOt european project [40]. A Ta/FeCoB/
MgO/FeCoB/Ta/Ru stack deposited by SINGULUSwas pat-
terned into dots sitting on a Ta track and the bipolar switching
induced by the injection of a current into the Ta track was
monitored by the TMR signal (Fig. 2). TMR up to 90 percent
were obtainedwith a RAproduct of 1:15 kV:mm2. The current
density is still high in this first prototype device, around

5:1011A=m2 for 20 ns long current pulses. However, the total
current is compatiblewith corresponding CMOS technologies
nodes. Moreover, this is a first demonstrator where many
parameters can be optimized: thickness of the writing line,
design of the line filling, materials used. Recent reports show
that W-based or AFM-based stacks show very promising
decrease of the critical switching current, but are still under
investigation as well as material engineering. Current densi-

ties as low as 3-6� 10
10 A=m2 were reported for 2-3 nm thick

Ta using a quasi-DC current [33]. Considering this current
density and a 2 nm thick, 50 nmwide Ta line, currents as low
as 3-6 mA could be used, already competing with the best
results reported for the STT-MRAM [9], [41], [42]. Moreover,
only fewmaterials have been tested until now and there is cer-
tainly plenty of room for improvement on this side.

In addition to having a very large endurance, the writing
of a SOT-MRAM can be very fast, well into the sub-ns
regime. We performed a systematic study of the sub-ns
switching using 90 nm to 100 nm Co/AlOx dots on top of a
Pt line [29]. Deterministic switching, bipolar with respect to
either field or current was obtained down to 180 ps (limita-
tion of the experimental setup). These results confirmed that
the incubation time is negligibly small [13] and that the
switching is consistent with a nucleation process followed
by the rapid propagation of the domain wall. SOT-MRAM
appears to be a credible candidate for SRAM replacement in
cache memory, where fast writing and reliability is required,
as well as for logic applications since it combines non volatil-
ity, potentially infinite endurance and ultra-fast switching.

3 COMPACT MODELING OF THE SOT-MTJ DEVICE

The integration of the SOT device into standard microelec-
tronics design suites is a fundamental step toward the
design of hybrid CMOS/MTJ circuits. Therefore an accurate
and fast SPICE compact model of the MTJ, i.e. the elemen-
tary device, must be used for analog electrical simulations
for the hybrid CMOS/magnetic technology, as presented in
[43]. This compact model should be provided within the
Process Design Kit (PDK), in addition to technology files for
layout and physical verification, and standard cells for the
design of complex logic circuits. Concerning accuracy and
speed, we described in [44] the two possible strategies to
efficiently model spintronics while highlighting pros and
cons of the different modeling strategies.

In [45], we provided the first compact model written in
Verilog-A of a SOT-MTJ. Our choice of the coding language
is motivated by the capability of Verilog-A to afford a quick
method of enhancing compactmodels to illustrate newphys-
ics of advanced processes. In addition, it is on the path to
become the preferred compact modelling language for both

Fig. 1. Schematic of the switching mechanism driven by the effective
field. a) Without any applied magnetic field a current flowing in the track
(yellow) will destabilize both up and down magnetizations. b) An applied
magnetic field Hext will either add or subtract to the effective field HDL

and eventually lead to the current induced magnetization switching
towards the stable state (down here).

Fig. 2. Proof of concept of the SOT-MRAM. a) Schematic of a memory
dot and SEM image of a 1 um dot on top of a 1.3 um Ta line with a sche-
matic of the electrical measurement setup). b) TMR as a function of cur-
rent pulse amplitude injected in the Ta electrode using 50 ns long pulses
under an in-plane magnetic field H = 0.4 kOe. The arrows show the
sweep direction of the current. c) (top) Schematic of the pulse sequence.
(middle) The AHE resistance, proportional to the Mz component of the
bottom FeCoB layer. and (down) TMR measured after the injection of
positive (black squares) and negative (red circles) current pulses of
amplitude 20 mA and 50 ns long under H = 0.4 kOe (from [39]).
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academic and industrial research groups thanks to its flexi-
bility to run in numerous simulators (Spectre, HSpice, ADS,
Eldo) and internal simulators of semiconductor companies.
We aim to obtain a straightforward, high-speed and precise
electrical representation of the physical behaviour of the
SOT-MTJ device. First, we analyse the model equations
alongwith some approximations. Then, thanks to close inter-
actions with Spintec technologists and physicists, a number
of associated parameters are fed into these equations. The
simulator represents the established equations as equivalent
circuit elements. In order to develop this model, we proceed
under the macrospin approximation. We consider that the
magnetization of each ferromagnetic layer is uniform (single
domain). Hence, it can be described by a single macroscopic
magnetic moment. This hypothesis significantly abridges the
mathematical analysis. The smaller the sample used is, the
more pertinent themacrospin assumption is.

Fig. 3 illustrates the strategy and the equations used to
describe the SOT-MTJ device. The memory cell is described
as a three-terminal logic device and includes the dynamic
behavior described by the Landau-Lifshitz-Gilbert model
(LLG) [46]. To follow the variation of the SOT-MTJ resistance,
the Julieres model [47] as well as the Simmons model [48]
were used in the expression describing the conductance
through the junction (TunnelMagneto-Resistance).Moreover,
for an improved accuracy, we integrated the dynamic con-
ductance given by the Brinkman’s model [49] and we took in

consideration the dependence of magneto-resistance on bias
voltage. Finally, a special interest has been given to damping-
like and field-like spin-orbit torques inside the LLG equation
to highlight the impact of these two factors on the dynamic of
magnetization switching intensively argued in [15] and [16].
Further details about the choice of parameters and the integra-
tion of the applied current (Japp) in the equations are avail-
able in [45]. Also, examples of the model validation for circuit
design are presented in [45], [50] and [51].

Fig. 4a describes the theoretical switching of the magneti-
zation mz from parallel P to AP and vice versa depending
on the current direction applied during the time. Fig. 4b
shows the simulation results of the SOT-MTJ model which
obviously corresponds to the theoretical behavior of the
device and where we clearly observe the oscillations (from
the LLG equations) during the switching (write phase).

4 EVALUTION OF SOT-MRAM FOR CACHES

In order to evaluate if SOT-MRAM can replace SRAM as
memory technology for microprocessor caches, it is neces-
sary to abstract the device-level information for a single MTJ
cell all the way up to system-level. Therefore, in this section,
we present a unique cross-layer MRAM analysis platform
shown in Fig. 5, which allows us to analyze system-level
implications of device-level changes. Moreover, a compre-
hensive system-level study is presented including the evalu-
ation of single- andmulti-coremicroprocessors.

4.1 Device-To-Memory Level Abstraction

Based on the device-level evaluation platform described in
the previous section, we built a cross-layer analysis frame-
work depicted in Fig. 5. This framework allows us to
explore SOT-MRAM for various memory arrays and its fea-
sibility for microprocessor caches. For this purpose, after a
device-level evaluation is conducted for a single bit-cell

Fig. 3. Modeling strategy of the three-terminal SOT-MTJ.

Fig. 4. SOT-MRAM model validation. (a) Theoretical behavior. (b) Model
behavior. Fig. 5. Overview of the cross-layer analysis platform.
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using SPICE simulations and the device-level models from
the previous section, a circuit-level analysis is performed
for the complete memory array. Therefore, we have chosen
NVSim [52], which allows predicting circuit-level perfor-
mance, energy, and area models for various memory tech-
nologies such as SRAM, NAND-Flash and STT-MRAM.
Moreover, we modified NVSim to support SOT-MRAM and
the asymmetric write behavior (set versus reset) of STT-
MRAM. The inputs to NVSim are device-level parameters
such as switching energy and latency as well as details
about the memory organization such as memory capacity,
routing, partitioning and optimization constraints. Based on
these information NVSim extracts the read and write access
latencies for the given memory architecture, the per-access
read and write energy, the leakage power as well as the
area of the memory array, as shown in Fig. 6.

The corresponding results normalized to a 6T-SRAM
technology for various memory sizes for SOT-MRAM and
perpendicular STT-MRAM are presented in Fig. 7, whereas a
comparison with in-plane STT-MRAM can be found in [53].
The underlying bit-cell parameters that we employed in this
study can be found in Table 1. We obtained these parameters
by performing a comprehensive SPICE analysis. For this pur-
pose, we implemented a single MRAM bit-cell with one MTJ
cell and one access transistor aswell as the read andwrite cir-
cuitry using the TSMC 65 nm library and the SOTmodel pre-
sented in Section 3. For STT-MRAMwe employed the model
presented in [3]. The read and write circuitry are presented
in [53]. As it can be seen, for small memory sizes SRAM is the
better choice compared to SOT-MRAM. It offers better access
latencies, smaller area and lower access energies. However,
with increasing memory capacity, SOT-MRAM becomes
more efficient due to the following aspects: 1.) The SOT-
MRAM bit-cell is smaller than an SRAM bit-cell, and thus, as

soon as the bit-cell array dominates the total area and not the
periphery circuitry, SOT-MRAM provides the smaller area.
In contrast, for small memory sizes, the periphery (e.g., sense
amplifier, write circuitry) dominates, and as a result SOT-
MRAM consumes more area due to the sophisticated read
and write circuitry. 2.) Due to the same reason, the intercon-
nect (routing) delays are less important in SOT-MRAM
memories, and consequently, the access latencies do not
increase as much as it is the case for SRAM for increasing
memory sizes. 3.) As the interconnects also influence the per-
access energy, SOT-MRAM also offers a lower per-access
energy than SRAM for larger memory sizes. In our analysis,
the turning point is around 128 KByte which corresponds to
the size of a small L2-cache. Please note that SOT-MRAM is
always the best choice in terms of leakage power, as only the
periphery circuits suffer from leakage, whereas in SRAM
also the bit-cells contribute to the overall leakage power. In
addition, it is worth to note that SOT-MRAM is also slightly
better than perpendicular STT-MRAM in terms of access
latencies and energy consumption as shown in Fig. 7. How-
ever, it requires slightly more area due to the additional ter-
minal compared to STT-MRAM, as laid out in [53].

4.2 Memory-To-System Level Abstraction

The data from NVSim is then used by the next tool in our
cross-layer framework to evaluate the implications of differ-
ent memory technologies at system-level, where these mem-
ory technologies are used for microprocessor caches at
different levels. Therefore, we employ gem5, a cycle-accurate
performance-simulator [54], which supports various memory
configurations and allows to configure all relevant cache
parameters such as capacity, associativity, latency, block size
and policy. Furthermore, gem5 enables an evaluation of vari-
ous microprocessor architectures ranging from low-power
single-core embedded processors to high-performance many-
core solutions. In order to support the asymmetric read and
write behavior of SOT-and STT-MRAM, we modified gem5
accordingly. The output of gem5 are the overall system

Fig. 6. Overview of the circuit-level part of our cross-layer analysis
platform.

Fig. 7. Scaling behavior of SOT-MRAM and STT-MRAM normalized to SRAM for various memory sizes.

TABLE 1
Comparison of SOT-MRAM and Perpendicular STT-MRAM

for a Single Bit-Cell

SOT-MRAM STT-MRAM

Read Latency [ps] 221 226
Write Latency [ps] 266 4140 (AP) / 2610 (P)
Write Current [uA] 100 150 (AP) / 93 (P)
Read Energy [pJ] 1.8 1.8
Write Energy [pJ] 0.1 0.3 (AP) / 0.3 (P)

CMOS Technology TSMC 65 nm Typical
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performance (e.g. runtime) and cache statistics such as
the number of read and write access per cache. This is
then used to calculate the total energy consumption as illus-
trated in Fig. 8.

4.3 Experimental Evaluation

Using our cross-layer analysis framework with the micro-
processor setup detailed in Table 2, we conducted various
experiments to compare SOT-MRAM with SRAM and per-
pendicular STT-MRAM. To evaluate the impact of SOT-
MRAM at system-level, and to analyze the energy con-
sumption of different cache technologies under realistic
conditions, we run several applications in the performance
simulator. For this purpose, we performed a two step evalu-
ation including a single-core evaluation as well as a study
of a multi-core processor, both depicted in Fig. 9. First, we
analyzed the single-core architecture without L3-cache and
replaced either the L1 and/or L2-cache memories by emerg-
ing MRAMs, either STT or SOT. For this setup we evaluated
all benchmarks described in Table 2 and simulated their
behavior for five billion instructions. The main results of
this system-level study are presented in Fig. 10.

According to our results, replacing SRAM for the L2-
cache with SOT-MRAM provides significant area savings,
because the bit-cell size is significantly smaller. However,
an SOT-MRAM based L1-cache is larger, due to the periph-
ery circuit overhead that is dominating for small cache sizes.
In terms of runtime performance SOT-MRAM is compara-
ble to SRAM and offers even a small performance advan-
tage, when it is employed for the L2-cache. Nevertheless,
even for the L1-cache SOT-MRAM can be used without con-
siderably affecting the performance. The biggest advantage
of SOT-MRAM is its lower energy consumption. If it is
employed for both cache-levels, the average energy con-
sumed by the caches is reduced by � 60 percent compared
to an SRAM-only solution. Hence, in summary, SOT-

Fig. 8. Overview of the system-level part of our cross-layer analysis
platform.

TABLE 2
Configuration Details for the Experiments

Processor 1-core or 8-cores @ 3 GHz, out-of-order, 4-issue

L1-Cache (Data & Instr.) 32 KByte, 2-way set associative,
64 B line size, 1 bank, MESI cache

(SRAM: 0.7 ns, SOT: 1.0 ns/1.1 ns, STT: 1.0 ns/4.5 ns)

L2-Cache 512 KByte, 8-way set associative,
64 B line size, 1 bank, MESI cache

(SRAM: 2.1 ns, SOT: 1.1 ns/1.4 ns, STT: 1.1 ns/4.7 ns)

Shared L3-Cache 16 MByte, 8-way set associative,
(for multi-core only) 64 B line size, 1 bank, MESI cache

(SRAM: 4.2 ns, SOT: 3.8 ns/2.8 ns, STT: 3.8 ns/6.2 ns)

Execution Units 2x ALU, 2x CALU, 2x FPU

MiBench applications [55] BasicMath, BitCount, QSort, Dijkstra,
Patricia, StringSearch, SHA, CRC, FFT

SPEC2000 applications Bzip2, Equake, Gzip, MCF, VPR, Twolf

SPEC2006 applications Hmmer, LBM, Sjeng

Multi-core workloads Gzip+VPR+Bzip2+Twolf+Equake+Hmmer+LBM+Sjeng
LBM+Equake+LBM+Equake+Bzip2+Equake+Sjeng+Hmmer

Bzip2+Bzip2+Bzip2+Equake+VPR+Sjeng+Gzip+Twolf
Twolf+LBM+LBM+Equake+Bzip2+Hmmer+Equake+Sjeng

VPR+Twolf+Sjeng+Sjeng+Bzip2+Twolf+VPR+Sjeng

Fig. 9. Microprocessor configurations used for evaluation.
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MRAM caches offer a similar performance compared to
SRAM caches, while the resulting energy is significantly
lower and when used for higher level caches also the area
is much smaller. Moreover, SOT-MRAM has often also an
edge over STT-MRAM. On average, the energy consump-
tion can be reduced by additional 5 percent compared to
STT-MRAM and also the performance can benefit up to
3 percent. However, due to the additional bit-cell terminal,
SOT-MRAM requires approximately 4 percent more area
than STT-MRAM.

In addition to the single-core analysis, we also evaluated
an 8-core processor with a shared L3-cache which is imple-
mented either with SRAM or with MRAM. For this purpose
we modified gem5 to support private L1- and L2-caches
implemented with SRAM for each core as well as an shared
L3-cache. The workloads are a mix of SPEC benchmarks (see
Table 2) to fully utilize all available cores and also make use
of the large L3-cache. Due to the increased simulation time,
we simulated only eight billion instructions per workload
mix. The corresponding results are depicted in Fig. 12.

As it can be seen, SOT-MRAM offers a considerable area
(45 percent on average) and energy advantage (60 percent
on average) over SRAM and also can slightly improve the
overall system performance (by 1 percent on average). In
this regard it is important to note that the tremendous
energy savings are due to the fact that the major contributor
to the overall energy consumption is the L3-cache, if it is
implemented with SRAM, as shown in Fig. 11a. In contrast,
if SOT-MRAM is used for the L3-cache, the SRAM-based
L2-cache becomes the dominating part (see Fig. 11b). There-
fore, for power-constrained systems, not only the L3-cache,

but also the L2-cache should be implemented with SOT-
MRAM to minimize the cache energy consumption. If per-
formance is the major design constraint, some of the enor-
mous savings offered by SOT-MRAM can be used to
increase the size of the L3-cache, i.e. in our case to double
the size from 16 MB to 32 MB. As a result, the performance
improves by more than 4 percent on average compared to a
16 MB SRAM cache, while the area is still considerably
smaller and the energy savings are still very impressive
(around 58 percent). The reasons why the energy savings
offered by a 16 MB and 32 MB SOT-MRAM cache are almost
the same as twofold. First, the shorter runtime compensates
partially the increase in leakage power, and consequently
the energy consumption due to leakage only increases
slightly, if the L3-cache size is increased from 16 MB to
32 MB. In fact, it is important to note again, that leakage
power in SOT-MRAM is only consumed by the periphery
circuitry. This is in contrast to SRAM, where also the bit-
cells consume leakage power, and thus doubling the size
also doubles the leakage power, if SRAM is employed. Sec-
ond, the per-access energy plays only a minor role for such
a last-level cache, and thus the increase in read and write
energy is not noticeable.

Compared to a shared last-level cache implemented in
STT-MRAM, SOT-MRAM shows similar benefits and disad-
vantages as before for a single-core. The area penalty is still
around 5 percent due to the partitioning of the large L3-
cache into multiple cache blocks. This cost is traded against
an energy consumption, which is on average 5 percent
lower than that of an STT-MRAM based L3-cache. Further-
more, the overall system performance is on the same level.
In general, the farther away the cache is from a processor
core, the closer becomes the performance of SOT-MRAM
and STT-MRAM. The reason is that both have similar read
latencies, and the write latencies are only important for the
first and second cache level.

5 NON-VOLATILITY FOR POWER SAVING USING

THE POWER GATING TECHNIQUE

Various design techniques exist to reduce the power con-
sumption of complex SoCs like multicore processors: clock
gating, power gating, multi-vdd design, etc. Power gating
consists in cutting off the power supply of unused blocks of

Fig. 10. Comparison of various cache configurations in terms of occupied area, average application runtime and average energy consumption
(normalized to the standard configuration, i.e., SRAM for L1- and L2-cache).

Fig. 11. Total cache energy breakdown.
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a circuit to save leakage, which becomes an extremely
important issue in modern ASICs, representing about half
of the total power consumption in very advanced processes.
This requires saving the content of the circuit in distant
non-volatile or very low-leakage memories or registers.
Introducing non-volatility in the circuit allows saving the
context locally and so ease and improve the power gating
technique. The combination of power gating and non-
volatility could be used with various granularities to reduce
power-consumption. It can also improve the circuit timing
performances in so called normally-off and instant-on appli-
cations. In [56], a specifically designed microprocessor with
non-volatility introduced by means of STT-based Non-
Volatile Flip-Flops (NVFF) is presented. Since FFs are
isolated memory elements, they don’t suffer from high
capacitive and resistive loads like the memory blocks, and it
is expected that the backup and restore operations in the
magnetic part can be done at a speed similar to the one of
the magnetic device itself. In this case, the advantages of
SOT in terms of speed and endurance could allow a much
more frequent backup of the data in the magnetic devices,
possibly at each clock cycle, easing or simplifying the
backup process and allowing to still accelerate the power-
off and power-on procedures. In order to validate the feasi-
bility of integrating the SOT technology in complex systems
and to measure its benefits, it should be interesting to con-
sider an existing significantly complex circuit, to introduce

non-volatile SOT-based elements and to fabricate it, using
the most standard conception flow. The Leon3 microproces-
sor is a good vehicle as it is a 32-bit processor based on the
SPARC V8 architecture which supports multiprocessing
configurations (up to 16 CPU cores can be implemented).
The LEON3 multiprocessor core is available in full source
code under the GNU GPL license for evaluation, research
and educational purposes [57]. In complex designs, replac-
ing all the CMOS FFs by NV FFs implies an area overhead
that might be too important compared to the overall benefits,
especially since storing the contents of all the FF of the design
might not be necessary. Moreover complex SoCs are com-
posed of several blockswhich are not active at the same time.
In some cases, the activity of a dedicated block strongly
depends on the application. For instance, in the Leon3 archi-
tecture, 32-bit divider andmultiplier blocks are only enabled
when a set of dedicated 32-bit divide and multiply instruc-
tions are employed. Making smartly chosen parts of a design
non-volatile could reduce power consumption with no
impact on the application. To summarize, to fabricate an
hybrid CMOS/SOT circuit, it is necessary i) to develop a
NVFF architecture ii) to integrate this FF as a Standard Cell
in the digital design flow and iii) to adapt the flow to be able
to select in which block the FF should be non-volatile.

An example of NVFF architectures proposed by Spintec
is shown on Fig. 13. It includes two SOT-MTJs integrated in
the master latch. Writing logic (Fig. 14) enables to save the
output Q automatically when the writing of the MTJs is set
(Wr signal). In order to ease the designer work, we propose
to integrate the power gating transistors into the NVFF
itself. So as to read correctly the MTJs the master latch is
powered-on before the rest of the FF. The NVFF was

Fig. 13. Non-Volatile SOT-MTJs based Flip-Flop architecture. Fig. 14. Non-Volatile SOT-MTJs based Flip-Flop control logic.

Fig. 12. Comparison of various L3-cache configurations in terms of occupied area, performance (average application runtime) and average energy
consumption (normalized to the standard configuration, i.e., SRAM for all cache levels).
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compared in terms of surface, dynamic and static power
consumption to a standard FF of the CMOS technology. The
results are the following:

The surface is three times larger (due to the MTJs and in
particular the writing circuit). The leakage power in twice
the one of the standard FF, due to the additional transistors.
And the dynamic power is almost the same, because the cir-
cuit to control the MTJs is not used in normal operation.

It is important to notice that we do not expect theNVFF by
itself to have better characteristics than standard FF, because
the purpose is not to replace all the FFs by NVFFs. The aim is
to smartly choose which FF/registers has to be replaced by
NVFF, depending on the application and the architecture of
the circuit, for the gain in standby power consumption in
power gating mode (with no power supply) to compensate
the additional power consumption of the NVFFs. The future
investigations will allow to choose the FFs to be replaced,
depending on the architecture, application and performance
of the magnetic part and even possibly to adapt the architec-
ture of the processor to take advantage of the non-volatility.

Several important points have to be considered to allow
using NVFF in a digital design flow. First of all, the NVFFs
have to be carefully and accurately designed and character-
ized at electrical level. This is possible thanks to the compact
model we developed [45]. CMOS process and magnetic post-
process variations have to be considered, via parametric and
Monte Carlo simulations. Second of all, all the features of
these NVFFs, in terms of area, power consumption speed and
so on, have to be given to the synthesis tool, in order to opti-
mize this critical step in the flow. Third of all, the layout of
these NVFFs has to be preciselymapped to the CMOS rules in
order to be integrated in the automatic place and route flow.
Last of all, the post-process has to be clearly defined to make
it possible to extract its intrinsic parasitics for accurate post-
layout simulations. From the design point of view, it is man-
datory to consider the nominal operating clock frequency and
the read and write durations of the MTJs. Indeed, if no addi-
tional logic is used to control the signals related to the MTJs,
special attention must be given to the current pulses. In that
case, the duration of read and write current pulses would be
the duration of the period or at least half the period. The tran-
sistors must be tailored to obtain the minimum currents able
towrite and read theMTJs in the operationwindows imposed
by the global clock of the circuit. Concerning the design flow,
it must allow the designer to choose where NV cells must be
employeddepending on its constraints in terms of application
and requirements. Themost critical phase is the synthesis. For
the Leon3 case study, synthesizing each block targeting either
CMOS or NV cells, and then assembling the synthesized
blocks is not an easy task because of the high configurability
of the processor. The complete design is thus synthesized
once keeping the hierarchy, CMOSFFs are replaced byNVFFs
and the modified netlist is finally recompiled and flattened.
FFs replacement is made block by block by means of scripts,
depending on the objectives.

If the objective is to make some blocks NV, the benefits
depend on theNVFFpower consumption itself, on the charac-
teristics of the NV blocks and on the application. Indeed,
power gating technique usingNVFF has a cost: firstly, writing
the content in the MTJs is energy consuming. For the tech-
nique to be efficient, the leakage saved should at least

compensate this overhead. The ratio between the inactive and
active periods of operation determines Secondly, making a FF
NV can affect its performance, area or power consumption,
even in standard operation. The NVFF power consumption
must be as close as possible to the power consumption of the
correspondingCMOS FF, on pain of degrading the full energy
balance and so the technique efficiency. These considerations
about MTJs read/write costs and energy savings has to be
made block by block since the number of NVFF varies from a
block to another. If the objective is to shut-down the complete
processor by external means, the running application is
stopped until the user commands the power-on. The number
of FFs that must be NV (pipeline registers, program counter,
etc) is then significant.

Future work will be carried-out on the power-off of the
complete processor. This will enable us to fully detail the
benefits and the costs of the hybrid CMOS/SOT approach
for a complex SoC. So far, results show the importance of
the non-volatility strategy as a function of the application.

6 CONCLUSION

In this paper, we have presented a new MRAM technology
based on Spin Orbit Torque writing, whose advantages in
terms of speed and endurance allow adressing very high per-
formance applications. Indeed, ultra-fast switching of 186 ps
was demonstrated as well as writing current densities of

3�6� 10
10 A=m2. This allows expecting writing currents of

3-6 mA for advanced devices. A full design framework has
been developed to evaluate the benefits that can be expected
fromusing such devices in thememory hierarchy of complex
systems. The results show that SOT-MRAM can be advanta-
geoulsy introduced at any level of the cache of processors,
including level 1, offering a strong reduction of the power
consumption (up to 60 percent compared to SRAM only sol-
utions) without affecting the performance. Compared to STT
solutions, the gain in around 5 percent in terms of power con-
sumption, with a slight area penalty, but great benefit in
terms of endurance (required for high speed operatingmem-
ories). Work is ongoing to evaluate the use of SOT-MRAM in
the logic itself, to further reduce the power consumption and
pave theway towards normally-off computing.We are confi-
dent that this technology can strongly contribute to the
future of microelectronics.
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