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Abstract- For monolithic heterogeneous integration, fast yet
low-power processing and storage, and high integration density,
the objective of the ED GREAT project is to co-integrate multiple
digital and analog functions together within CMOS by adapting
the Magnetic Tunneling Junctions (MTJ s) into a single baseline
technology enabling logic, memory, and analog functions,
particularly for Internet of Things (loT) platforms. This will lead
to a unique STT-MTJ cell technology called Multifunctional
Standardized Stack (MSS). This paper presents the progress in
the project from the technology, compact modeling, process
design kit, standard cells, as well as memory and system level
design evaluation and exploration. The proposed technology and
toolsets are giant leaps towards heterogeneous integrated
technology and architectures for loT.

I. INTRODUCTION

Billions of Smart Connected Devices are sold every year
with an increase of both the number and complexity for these
systems. The interest for developing smart connected systems
(Smart Sensors, Secure Elements, etc.) based on an "Internet of
Things" (loT) is growing fast. The number of Internet­
connected devices surpassed the number of human beings on
the planet in 2011, and by 2020, Internet-connected devices are
expected to number between 26 billion and 50 billion. New
applications in loT will require storing and computing ever­
increasing amounts of data in battery-powered systems. The
main components of loT devices are autonomous battery­
operated smart embedded systems comprising communication
circuits, sensors, computing/processing devices as well as
integrated memories. These smart connected devices embed RF
circuits for communications, digital circuits for data
processing, memory for data storage as well as analog circuits
such as sensors, filters, and converters. To reduce the
fabrication costs and improve system integration, it is desirable
to have all these functionalities on the same die and using the
same fabrication technology.

A Non-Volatile Memory (NVM) based technology that
would allow realizing digital, RF and analog functions on the
same chip could enhance the integration and reduce the cost for
the fabrication of high-end embedded platform for smart
connected loT systems, push forward their miniaturization,
decrease their power consumption (by reducing the power
consumptions of memory and sensor interfaces blocks by 5x or
lOx), enhance their security and improve their reliability while
meeting the high performance requirements.

The Magnetic Tunnel function (MTJ), as the building block
of non-volatile magnetic memory (MRAM) such as Spin
Transfer Torque (STT), is a multilayered nanostructure whose
resistance depends on its magnetic state. In its MRAM
implementation it behaves as a bistable element that can be
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used for memory and/or logic functions ("processing/storing").
The MTJ, however, can also be used as a variable resistance
for analog applications, including magnetic field or current
sensor ("sensing"). So far, these different functions have been
achieved separately, using dedicated optimized magnetic
tunnel junction stacks. The idea of the GREAT project is to
adapt the STT-MRAM to a single baseline technology allowing
performing logic and analog functions in the same SoC. This
will lead to a unique STT-MRAM MTJ cell which we call
Multifunctional Standardized Stack (MSS). The basic idea
consists in using a standard perpendicular STT-MTJ in
memory mode with additional permanent magnets around it,
generating an in-plane bias magnetic field to change its
behavior for sensors or RF application. This requires only one
additional lithography step whose additional cost will be very
low compared to the gain offered by the co-integration.

For memory applications, MTJs can have adjustable
retention by playing with the diameter of the stack thus
allowing to minimize the switching current according to the
specified retention. For RF and sensor functions, patterned
permanent magnets (for instance made of CoCr alloy or
NdFeB) can be added on the two sides of the MTJ pillars, as
this is done to bias magnetoresistive heads in hard disk drives.
For the spin transfer oscillator, the size and shape of the
permanent magnet biasing layer will be adjusted to produce a
horizontal field in the order of half of the effective
perpendicular anisotropy field (-lkOe) so that the free layer
magnetization will be tilted at about 30°. For sensor
applications, we will develop a sensor sensitive to the out-of­
plane component of the field. First, the diameter of the pillar
will be increased compared to the MSS used for memory
functions. Besides, the size and shape of the permanent magnet
biasing layer will be adjusted to produce a horizontal field
slightly larger than the effective perpendicular anisotropy field
(-1kOe) so that the free layer magnetization will be pulled in­
plane by this biasing field. When submitted to an out-of-plane
field to be sensed, the free layer magnetization will rotate
upwards or downwards producing a resistance change
proportional to the out-of-plane field amplitude.

In this paper we focus on the development in the modeling,
process design kit, standard cell, memory evaluation and
system level analysis in the scope of this European project. We
also show how these pieces of the flow can be combined for
cross-layer hybrid design and evaluation.

The rest of this paper is organized as follows. The process
design kit is explained in Section II. Section III is devoted to
variability analysis. Section IV describes the cross-layer
analysis framework for hybrid memory evaluation. Finally,
Section V concludes the paper.
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Fig. 8. Effect of ECCs on write latency for WER of 1 x 10-18

technology node (45 nm) as shown by the higher value of (JIll
in this node. Furthermore, due to the high value of (J for the
latencies, a large timing margin is required to keep the error
rates within acceptable limits. However, using a smaller
technology node helps with both read and write energy
reduction. Fig. 7 presents the overall latencies for different
values of input Read Error Rate (RER) and Write Error Rate
(WER). It can be seen that for lower values of target error
rates, high timing margins are required.

Fig. 7. Overall read and write latencies for various error rates.

Table 1: Overall latency and energy values for 45 nm and 65 nm technology
nodes for a memory array of 1024x 1024

Another approach is to reduce the timing margin and
employ appropriate Error Correcting Codes (ECCs) to correct
errors in the tail of the distribution. The effect of various ECC
schemes on the write latency is shown in Fig. 8. The figure
shows that compared to the case with no ECC (O-bit
correction), there is a drastic improvement in latency by using
an ECC with one-bit error correction. However, the
improvement in latency for higher bit error correction is
comparatively less.
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45nm 65nm

Nominal Jl () Nominal Jl ()

Write Latency (ns) 4.9 14.7 1.82 4.4 12.1 1.32

Write Energy (pI) 159.0 425.0 3.73 272.8 512.2 2.79

Read Latency (ns) 1.2 1.7 0.08 1.22 1.5 0.05

Read Energy (pI) 3.4 4.8 0.002 4.8 5.7 0.001

Fig. 6. Layout of the first demonstrator, embedding test structures and
circuits from different partners

feedback using an MSS-based programmable current source,
has also been proposed and will be integrated in the SoC.

Some of these IPs as well as test structures have been
embedded in a first test chip (Fig. 6) whose testing results will
be used as a feedback to prepare the final demonstrator.

III. VARIABILITY ANALYSIS IN STT-MRAM

Like any nano-scale device, STT-MRAM is also affected
by manufacturing variations as the technology scales down in
the magnetic fabrication process as well as the CMOS process.
In addition, the impact of process variation on the magnetic
devices exacerbates the stochastic switching behavior of the
MTJ. Therefore, quantifying the effect of these variations at the
memory architecture level is important for a realistic estimation
for the performance, energy and reliability for STT-MRAM.
To this end, we have developed a Variation Aware Estimator
Tool for STT-MRAM (VAET-STT) [6], an early stage design
exploration tool for STT-MRAM, which considers process
variation, stochastic switching and reliability requirements in
its analysis and memory configuration optimization.

The VAET-STT tool is built on the top of NVSim [2] and
extends it to account for variability in both the bit-cell and
peripheral components. The impact of variability causes the
latency and energy of the bit-cell and peripherals to follow
distributions instead of being a single (nominal) value as
shown in Table 1. The table shows the nominal values
(variation-unaware values obtained from NVSim) of the
latency and energy along with the mean (Il) and standard
deviation (J) of the distributions at two different technology
nodes (45 nm and 65 nm).

From Table 1, we see that Il is much higher than the
nominal values. It can also be seen that the effect of variations
in write and read latencies is more pronounced in the smaller

934 Design, Automation And Test in Europe (DATE 2018)



Report total performance, total energy and total area

System-level
configuration

such as
processor type
cache levels,

cache-size, etc.

Applications
based on

MiBench &
SPEC2000/2006

benchmarks

File Parser- Extract runtime, read/write memory
accesses, hit/miss rates & instruction-per-cycle

A. Circuit level
First, a Process Design Kit (PDK) is developed with

the device-level parameters, as discussed in Sec. II. This PDK
is then used as an input for circuit-level simulation through
SPICE. Thus, single bit cells and flip-flops based on MRAM,
sense amplifiers, and write circuits can be analyzed. For
SPICE simulation, a template file is created for the netlist,
stimulus and Measurement Descriptive Language (MDL) after
performing several independent simulations. Next, the SPICE
simulation generates output measurement file that is then
parsed to extract the required cell level parameters such as
switching current, delay and energy values. These values are
updated into the cell configuration file of the VAET-STT tool.

Fig. 10. Hybrid design exploration framework, MAGPIE flow

Provided with these input information, MAGPIE enables a
designer to run a seamless evaluation flow that automatically
produces results including application outputs, performance
numbers, area, power and energy consumption. The user can
optionally generate performance and energy numbers in both
textual and graphical representations for a convenient design
analysis. The ability of MAGPIE to easily evaluate manycore
system designs has been shown on the Parsec 3.0 benchmark
suite executed on an Exynos 5 Octa SoC model integrating
STT-RAM memory at cache level. According to gained
insights, MAGPIE improves the productivity by significantly
reducing the design exploration.
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Fig. 9. Read disturb probabilities for different read periods.

IV. CRoss-LAYER HYBRID MEMORY DESIGN EXPLORATION
FRAMEWORK

The MAGPIE (Manycore Architecture enerGy and
Performance evaluatIon Environment) [8] is a framework with
the aim to explore the impact of STT-MRAM on real systems
requiring a cross-layer investigation where device, circuit,
memory, and system levels are taken into account. Such a
simulation platform could be a fast and cost-effective solution
to provide essential feedback to enhance the development of
STT-MRAM devices. Fig. 10 describes the cross-layer
simulation environment for hybrid design exploration.

MAGPIE is built upon three mature and popular tools: the
gem5 full-system simulator, the McPAT and VAET-STT
power/energy and area estimation tools for CMOS, SOl and
emerging non-volatile memory technologies. MAGPIE
promotes a script-oriented approach that assists a designer in
the design and evaluation tasks.

The MAGPIE evaluation flow considers input parameters
comprising information related to the software and hardware
components of a target system. The software-related inputs
include a gem5 execution script file for each
workload/application to be executed, together with the
underlying operating system supported by the considered full­
system simulator. From the hardware perspective, a number of
parameters of the target manycore architectures are required:
types and number of cores, memory hierarchy and its
technology-specific properties, and the interconnect type.

The VAET-STT tool helps the designer in analyzing the
trade-offs between the energy and performance requirements
against the target reliability requirements. Moreover, it
provides realistic estimations which can better reflect the chip
behavior after fabrication. The results show that the variation­
aware latency and energy values are significantly higher than
those of the nominal case, highlighting the importance of
variation-aware analysis.

The read operation in STT-MRAM is also affected by
read disturb, where the read current accidentally flips the data
stored in the MTJ. Fig. 9 shows the read disturb probabilities
for different read periods. Even though a higher read latency
leads to a lower RER as per Fig. 7, it will lead to increased read
disturb probability as shown in Fig. 9. Hence the read period
should be fixed considering the conflicting requirements for
RER and read disturb.
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B. Memory level
Memory-level evaluation is performed thanks to VAET­

STT, built on top of NVSIM [3], which is described in Section
III. Based on circuit-level data of single bit cell (Section II)
and the desired memory architecture information such as
capacity, data width, and type of memory (e.g. Cache, RAM,
CAM), VAET-STT estimates the access time, the access
energy, and the total area of a complete memory chip taking
the impact of variations also into account. This tool also
includes optimization settings (e.g. buffer design optimization)
and various design constraints to facilitate a variation-aware
design space exploration before the fabrication of the actual
memory chip.

c. System level
Memory-level information is extracted from the previous

step to explore the impact of different memory technologies at
system level. An accurate performance simulator (gemS [4]) is
used to simulate a single-core or a multi-core architecture with
its memory hierarchy. GemS generates a detailed report of the
system activity including the number of memory transactions
(e.g. number of reads/writes, number of hits/misses) and the
execution time. This activity information is then used by
McPAT [5], a power and area estimator tool at architecture
level. Extending the exploration framework with McPAT
allows us to analyze not only the energy consumption related to
the memory components, but also to evaluate the energy of the
complete system including the processor cores, buses, and
memory controller.

Fig. 11. Energy breakdown by component when executing bodytrack kernel
on big.LITTLE architecture

D. Results
Fig. 11 provides a summary of typical results obtained

with MAGPIE. The following evaluation scenarios are
considered: big.LITTLE architecture where all cache
memories are in SRAM (i.e., our reference scenario, referred
to as Full-SRAM); similar architecture but the L2 cache of the
LITTLE cluster is now in STT-MRAM (LITTLE-L2-STT­
MRAM), similar architecture but the L2 of the big cluster is in
STT-MRAM (big-L2-STT-MRAM), and similar architecture
where L2 caches of both clusters are in STT-MRAM (Full-L2­
STT-MRAM).

Fig. 12 shows for each kernel its execution time, energy
and Energy-Delay-Product (EDP), for the LITTLE-L2-STT­
MRAM, big-L2-STT-MRAM and Full-L2-STT-MRAM
scenarios compared to the Full-SRAM reference scenario.
Here, a 45 nm memory technology is used for illustration.

As expected, putting STT-MRAM in the L2 caches can
increase the execution time due to its well-known higher write
latency compared to SRAM. Only the scenario with STT­
MRAM in the L2 cache of the LITTLE cluster reduces the
execution time, up to 50% compared to Full-SRAM.
Nevertheless, the overall energy consumption is improved in
all scenarios, at least up to 17%. The EDP plotted in Fig. 12 is
the product between execution time and energy consumption.
It shows that the penalty observed on the execution time when
introducing STT-MRAM in L2 caches is compensated by the
enabled energy savings.

Fig. 12. Energy Delay Product merit

V. CONCLUSIONS

In this paper we reviewed the objectives and activities in
this European project and presented our preliminary results.
This project which spans from technology level all the way to
architecture and system, is based on the Multifunctional
Standardized Stack (MSS) to enable the use of spintronics for
analog and digital sub-systems of loT platforms. This leads to
better integration of embedded & mobile communication
systems and a significant decrease of their power consumption.
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