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Abstract Modern radars are highly flexible, using digital antennas which can
dynamically change the radar beam shape and position through electronic con-
trol. Radar surveillance is performed by emitting sequentially different radar
beams. Optimization of radar surveillance requires finding, among a collection
of available radar beams with different shapes and positions, a minimal subset
of radar beams which covers the surveillance space, ensuring detection while
minimizing the required scanning time.

Optimal radar surveillance can be modelled by grid covering, a specific
geometric case of set covering where the universe set is laid out on a grid,
representing the radar surveillance space, which must be covered using avail-
able subsets, representing the radar beams detection areas. While the set cover
problem is generally difficult to solve optimally, certain geometric cases can
be optimized in polynomial time.

This paper studies the theoretical complexity of grid cover problems used
for modelling radar surveillance, proving that unidimensional grids can be
covered by strongly polynomial algorithms based on dynamic programming,
whereas optimal covering of bidimensional grids is generally non-deterministic
polynomially (NP) hard.
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Fig. 1 Search pattern for a rotating radar (left) and a modern electronic radar (right)
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1 Introduction

Set covering is a fundamental problem in combinatorial optimization and com-
plexity, and has been extensively studied since its description as one of Karp’s
21 classical NP-complete problems [1], which is the common class for diffi-
cult industrial problems. The set cover problem is also hard to approximate:
while the greedy heuristic has a logarithmic approximation ratio in the num-
ber of constraints in both weighed and unweighed cases [2,3], the problem
cannot really be more efficiently approximated unless P=NP [4,5,6]. Alter-
nate approximation bounds have also been found using randomized rounding
algorithms [7]. In practice, the branch-and-bound approach for integer pro-
gramming is usually efficient in most case [8], despite lacking good worst-case
complexity, as branch-and-bound could be equivalent to complete enumeration
in worst cases [9]. On the other hand, certain geometric cover problems which
are specific cases of the set cover problem can be solved or approximated in
polynomial time [10,11,12].

Optimization of radar search patterns can naturally be formulated as set
covering [13]. Active electronic scanned antennas can dynamically perform
beam-forming and beam-steering, controlling the shape and steering direc-
tion of the radar emission pattern. Modern radars offer more possibilities for
designing search patterns, beyond the mechanical limitations of rotating scan-
ning radars, which repeat at each azimuth the same pattern, see Figure 1.
Furthermore, modern radars are usually required to perform multiple func-
tions in operation: radar scanning, target tracking, environment analysis, etc.
[14,15]. In the context of electronic warfare, minimizing the scanning time frees
resources for other functions and ensures early target detection, maximizing
available reaction time.

Radar cover problems have different theoretical properties, depending on
the considered radar model parameters:

– the azimuthal range of the radar which can be bounded or fully circular
– the feasible geometrical shapes for the emitted radar beams
– whether the radar detects in bidimensional or tridimensional coordinates.
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Fig. 2 Radar emission and radiation pattern (left), detection grid G and detection discrete
cover C (right)
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Fig. 3 Collection C of available discrete covers in the radar database for a covering problem

This paper presents grid cover problems for different radar models respect-
fully to the above parameters, and proves for each whether it is polynomial-
solvable or NP-hard. Approximability of the NP-hard problems is also dis-
cussed. Section 2 states the generic radar cover problem and presents the dif-
ferent radar models and for each the corresponding grid cover problem. Section
3 describes properties of unidimensional grid covering, and polynomial-time al-
gorithms for its resolution. Section 4 proves the NP-hardness of bidimensional
grid covering and discusses its approximability.

2 Problem Statement

2.1 Grid covering

Let G = {gi} be a set of elements, called the universe set. Let C = {Cj ⊂ G}
be a collection of subsets in G, a set cover is a sub-collection S ⊂ C whose
union covers the universe:

⋃
C∈S C = G.

The decision form of the set cover problem asks whether for a given K ∈ N
there exists a set cover S ⊂ C with cardinality inferior to K, i.e. |S| ≤ K. An
instance of the set cover problem is described by the system (G, C,K). The
optimization form, sometimes called minimum set cover problem, consists in
finding a minimum-size set cover:

min |S|
s.t. ∀gi ∈ G,∃C ∈ S, gi ∈ C
S ⊂ C

(1)

If each element Cj ∈ C has an associated cost Tj ∈ N, the problem of finding
a set cover with minimal aggregate cost

∑
Cj∈S Tj is called the weighted set

cover problem. The case with ∀j, Tj = 1 is said to be unweighted.
From now on we will use a different, radar-based, terminology. The universe

set G = {gm,n} usually represents a finite bi-dimensional M -by-N regular grid,
as displayed in Figure 2, called the detection grid, on which:
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Fig. 4 Dwell discrete cover (left), its binary matrix representation (center) and its binary
vector representation (right)

– each element gm,n represents a grid cell indexed by (m,n) ∈ [0,M [×[0, N [⊂
N2. The grid contains MN detection cells, each cell corresponding to a cer-
tain scanning direction for the radar.

– each node (m,n) represents the intersection of the m-th horizontal line
with the n-th vertical line, indexed by (m,n) ∈ [0,M ]× [0, N ] ⊂ N2. The
grid has (M + 1)(N + 1) nodes.

A subset C ∈ C represents the detection area of a radar “emission” (called
dwells in radar terminology), see Figure 2, and is called a (dwell) discrete
cover. The associated cost Tj of a discrete cover Cj is the time duration re-
quired for emitting the radar signal, and receiving then processing the reflected
echo. The collection of all available discrete covers is the radar dwell database,
representing all the discrete covers the radar can emit. A sub-collection of
dwell discrete covers, in the radar database, ensuring detection over the en-
tire surveillance, space is called a radar search pattern. It corresponds to a set
cover of the combinatorial problem. The cost of a radar search pattern is the
time required to emit all dwells in sequential order, it is the aggregate cost of
its discrete covers.

2.2 Integer program and Matrix formulation

Set cover problems can be written as integer programs by using matrix for-
mulations. Each cover C ∈ C can be represented as a binary M -by-N matrix
noted C, or as a binary vector of length MN noted c, see Figure 4:

C(m,n) = c(m+Mn) =

{
1 if gm,n ∈ C
0 otherwise

(2)

For each cover Ci ∈ C, let xi ∈ {0, 1} be the binary selection variable
of cover Ci, such that the vector x = (x1, . . . , xD) ∈ {0, 1}D represents the
sub-collection S = {Ci ∈ C s.t. xi = 1}, containing the chosen covers.
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Let T = (T1 · · ·TD)T be the cost vector and let

A =
(
c1 · · · cD

)
=



C1(0, 0) · · · CD(0, 0)
C1(1, 0) · · · CD(1, 0)

...
. . .

...
C1(m,n) · · · CD(m,n)

...
...

...


be the cover matrix.

Then the set cover problem can be written as the following integer program:

min TT .x
s.t. A · x ≥ 1

x ∈ {0, 1}D
(3)

where 1 is the all-ones vector (1 · · · 1)T of length MN .

2.3 Detection grid dimension

Beam-steering is a technique used to control the emission direction of the
radar antenna. In electronic antennas, beam-steering is performed by control-
ling phase differences in the antenna array [16,17]. The most advanced radar
systems can perform bidimensional beam-steering in azimuth and elevation,
such radars are said to be tridimensional, as they work in with three co-
ordinates: azimuth, elevation and range. There exists radars performing only
azimuthal beam-steering, working only in two coordinates: azimuth and range,
either because the radar beam covers the entire elevation at once using a cose-
cant pattern or a fan-beam, or either because the surveillance is very narrow
on the horizon. Such radars are said to be bidimensional. There are also tridi-
mensional radars stacking multiple beams in elevation, which can be viewed as
bidimensional radars from a modelling perspective. See Figure 5 for examples
of each radar model, with two possibilities for modelling the detection grid in
radar covering problems:

– for bidimensional models, the detection grid has only one dimension. This
corresponds to a particular case where M = 1 and N ∈ N.

– for tridimensional models, the detection grid has two dimensions. This is
the general case where (M,N) ∈ N2.

2.4 Dwell shapes

Radar antennas usually emit single beams, with a connected shape, which
are simpler to manipulate from an engineering perspective. It also minimizes
energy lost in side-lobes. The definition of a connected subset on grid G is
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Fig. 5 Bidimensional radar (top-left), tridimensional stacked radar (top-center) and tridi-
mensional radar (top-right), are modelled either as unidimensional covering (bottom-left)
or as bidimensional covering (bottom-right)
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Fig. 6 Set of neighbours {g0,1, g2,1, g1,0, g1,2} for a given cell g1,1 (left), connected shape
(center) and disconnected shape (right)

based on cell neighbourhood, see Figure 6, which contains the four adjacent
cells for a given cell ga,b:

{ ga+1,b , ga−1,b , ga,b+1 , ga,b−1}

a subset on the grid is connected if for any two cells in the subset, there is
path between them moving from neighbour to neighbour. A subset which is
not connected is said to be disconnected, and would theoretically correspond
to a radar with multiple emission lobes, see Figure 6.

An interesting case of connected covers are rectangular-shaped covers. In
radar engineering, a feasible radar beam-shape is synthesized to fill as closely
as possible a desired shape. Rectangular shapes are usually good candidates,
easier to synthesize on an antenna phased-array than more complex shapes.

On the grid, a rectangular-shaped cover is a subset of elements included
in a rectangle, uniquely defined by its upper left corner node (m0, n0) and
its lower right corner node (m1, n1), such that 0 ≤ m0 < m1 ≤ M and
0 ≤ n0 < n1 ≤ N . The set representation of a cover defined by corners
(m0, n0) and (m1, n1) is:

C = {gm,n, (m,n) ∈ [m0,m1[×[n0, n1[}

see Figure 3 for an example, C7 with (m0, n0) = (0, 1) and (m1, n1) = (1, 2).
The number of possible rectangles on M -by-N grid is(

M + 1

2

)(
N + 1

2

)
=
MN(M + 1)(N + 1)

4
= O(M2N2)

and gives a broad choice of available discrete covers for computing the pattern,
but does not explode exponentially when increasing the grid resolution.
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Fig. 7 Radars with limited azimuthal range (left) and with full azimuthal range (left)
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Fig. 8 Available covers for an example of line cover problem

2.5 Azimuthal range and circular grid cover problems

The surveillance space of a fixed-panel radar has a limited azimuthal range.
Radar systems can achieve full azimuthal range and scan in all directions
by using a rotating-panel or multiple fixed-panels. Limited azimuthal range
is modelled by rectangular grids, while full azimuthal range is modelled by
circular grids, see Figure 7.

3 Unidimensional grid covering

The set cover problem is NP-hard to solve in general. Certain specific cases,
among which unidimensional grid cover problems (M = 1), can however be
solved in polynomial time. Interestingly, greedy method or linear programming
can solve to optimality certain but not all cases, despite the fact that all
problems presented in this section can be solved by a polynomial algorithm
based on dynamic programming.

3.1 Line cover problem

For a bidimensional radar model with bounded azimuthal range, the associated
combinatorial problem is a unidimensional grid cover problem. Its unidimen-
sional grid can be viewed as a line segment on which the discrete cover, being
connected sets, represent intervals, see Figure 8.
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Fig. 9 Example for sub-optimality of the greedy method in the unweighed case

3.1.1 Greedy method

For unweighed line covering (∀j, Tj = 1), a straightforward algorithm is the
greedy method: among intervals covering the first not-yet-covered detection
cell, choose the interval covering the furthest cell, and iterate until the line is
covered, see Algorithm 1.

Algorithm 1 Greedy method
i← 0 . index of first not-covered cell
S ← ∅ . start with empty solution

while i < N do . loop as long as not all cells are covered
n← i− 1 . index of last covered cell
for Cj ∈ C do

f, l← indexes of first and last cell of Cj

if (f ≤ i) ∧ (n ≤ l) then . Keep cover of the furthest cell
C ← Cj

n← l
end if

end for
S ← S

⋃
{C}

i← n + 1
end while

The worst case-complexity of Algorithm 1 is O(|C|2). It can be improved
to O(|C| log(|C|)) by sorting the discrete covers in increasing order of their
starting point, and fusing the “while” and “for” loops in a single pass.

The solution is optimal: consider an optimal solution S of the problem, and
Ca ∈ S the discrete cover over the first cell, replace Ca by the largest cover Cb

which includes the first cell, and solution (S \ {Ca})
⋃
{Cb} remains optimal.

Iterating the process on the rest of the original optimal solution turns it into
the greedy method solution while keeping the same cost.

The greedy method is however sub-optimal for weighted problems, where
the cover added at each iteration should maximize the improvement/cost ra-
tio, i.e. the number of newly covered cells over the discrete cover cost. With
weighed costs, a discrete cover with a better improvement/cost ratio (best
local choice) can result in sub-optimal solution (bad global choice). See Fig-
ure 9, where the greedy method solution {C1, C3, C4} has cost 9, whereas the
optimal solution {C1, C2, C4} has cost 8.
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3.1.2 Dynamic programming

In the unweighed case, the greedy method reached optimality by exploiting the
problem optimal substructure, where an optimal solution can be constructed
by combining solutions of sub-problems. Dynamic programming generalizes
this approach, and is particularly efficient if the problem can be broken down
into a polynomial number of sub-problems.

An optimal solution covering the first n cells is built from an optimal
solution covering some first k (< n) cells. The n-th sub-problem is “to cover
{gi : 0 ≤ i < n}, i.e. the first n cells”. Iterating the process on n yields a valid
solution, see Algorithm 2.

Algorithm 2 Dynamic programming for line cover
S0 ← ∅ . the solution for covering no cells is the empty set

for n ∈ {1, . . . , N} do . loop on all sub-problems
Tbest ← +∞
for C ∈ {C ∈ C : gn−1 ∈ C} do . loop on all covers containing next cell

k ← index of first cell in C
S ← Sk

⋃
{C} . construct candidate solution

TS ←
∑

Cj∈S Tj . compute candidate cost

if (TS ≤ Tbest) then
Sn ← S . keep best valid solution for the n-th sub-problem
Tbest ← TS

end if
end for

end for

Algorithm 2 requires O(N |C|) steps and returns an optimal solution: con-
sider an optimal solution Sn for the n-th sub-problem, then Sn contains a
discrete cover C starting at some cell gk and including cell gn−1, and Sn \{C}
is a valid solution for the k-th sub-problem. Let Sk be an optimal solution
for the k-th sub-problem, then Sk ∪ {C} is a valid solution for the n-th sub-
problem:

- by optimality of Sn:
∑

Cj∈Sn Tj ≤
∑

Cj∈Sk∪{C} Tj
- by optimality of Sk:

∑
Cj∈Sn\{C} Tj ≥

∑
Cj∈Sk Tj

and by combining the two equations∑
Cj∈Sn

Tj =
∑

Cj∈Sk∪{C}

Tj

so Sn \ {C} is an optimal solution for the k-th sub-problem and Sk ∪ {C} is
an optimal solution for the n-th sub-problem, see Figure 10.

3.1.3 Linear programming

Another approach for solving set cover problems is based on the matrix for-
mulation (3). Integer programming is NP-hard to solve [1]. Replacing integer
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= ⋃ } }optimal sub-solution Sk for k cells cover for cells gk through gn-1

gk gn-1...g0 ... gk-1

}optimal solution Sn for n cells
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Fig. 10 Line covering optimal substructure of the n-th sub-problem

variables by continuous variables transforms the problem into a linear program

min TT .x
s.t. A · x ≥ 1

0 ≤ x ≤ 1
(4)

which is the linear relaxation of (3). A valid solution of an integer program
is also a valid solution of its linear relaxation. While the reverse is false in
general, there are some cases where integer programming can be reduced to
linear programming:

An integer matrix A is unimodular if it is invertible and det A ∈ {−1, 1}.
A direct consequence of Laplace’s formula A−1 = (det A)−1 com AT , with
com A the cofactor matrix of A, is that A−1 is integer if A is unimodular.

If x is a vertex (also called basic solution) of the polyhedron defined by
{x : A · x ≥ 1}, then A has a square sub-matrix AB such that AB · xB = 1
where xB are the non-null variables in x (also called basic variables) [18]. If
AB is unimodular, xB = AB

−1 · 1 has integral values, and since all other
variables are zeroes, x is also integral and a valid solution of (3).

An integer matrix A is totally unimodular if all its square regular sub-
matrices are unimodular, in which case all basic solutions have integral values.
In which case, integer programming can be solved in polynomial time by linear
programming methods [19].

For line covering, the cover matrix A has the consecutive-ones property,
i.e. in a column of A, all values are zeros or ones, with all ones consecutive.
This type of matrix is called interval matrix and is totally unimodular [20].
Line covering can be solved in polynomial time by linear programming.

3.2 Circle cover problem

For a bidimensional radar model with full azimuthal range, the detection grid is
no longer bounded and represents a circle, see Figure 7. Dynamic programming
can still be used to compute an optimal solution in polynomial-time.

The problem still has an optimal substructure. Let the cells be numbered in
clockwise order starting from an arbitrary first cell: G = {g0, . . . , gN−1} with
cell gN−1 and g0 being neighbours, see Figure 7. The (n,w)-th sub-problem
is “to cover {gk : k = n + i mod N, 0 ≤ i < w}, i.e. the w cells in clockwise
order starting by gn”. A sub-problem can be described by its (starting) index
n ∈ {0, . . . , N − 1} and its width w ∈ {1, . . . , N}. The substructure of circle
covering can be viewed as splitting the problem into all possibles arc segments.

Algorithm 3 requires O(N2|C|) steps and returns an optimal solution: con-
sider an optimal solution Sn,w for the (n,w)-th sub-problem with w ≥ 1, then
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Algorithm 3 Dynamic programming for circle cover
for n ∈ {0, . . . , N − 1} do
Sn,0 ← ∅ . the solution for covering no cells is the empty set

end for

for n ∈ {0, . . . , N − 1} do . loop on all sub-problems
for w ∈ {1, . . . , N} do

Tbest ← +∞
l← n + w − 1 mod N . compute index of the next cell to cover
for C ∈ {C ∈ C : gl ∈ C} do . loop on all covers containing next cell

k ← index of clockwise-leftmost cell in C

if k − n mod N ≤ l − n mod N then . check if “n ≤ k ≤ l” clockwise
s← k − n mod N . complementary sub-pattern width
S ← Sn,s

⋃
{C} . construct candidate solution

else . otherwise “k < n ≤ l” clockwise
S ← {C} . C suffices to solve current problem

end if

TS ←
∑

Cj∈S Tj . compute candidate cost

if TS ≤ Tbest then
Sn,w ← S . keep best valid solution for (n,w)-th sub-problem
Tbest ← TS

end if
end for

end for
end for

Sn,w contains a discrete cover C starting (clockwise) at cell gk and including
cell gl with l = n+ w − 1 mod N . There are two possible situations:

– “k < n ≤ l” clockwise:
{C} suffices to cover the cells {gn, . . . , gl} and is an optimal solution of the
(n,w)-th sub-problem: Sn,w = {C}.

– “n ≤ k ≤ l” clockwise:
Let s = k− n mod N , then Sn,w \ {C} is a valid solution for the (n, s)-th
sub-problem. Let Sn,s be an optimal solution for the (n, s)-th sub-problem,
then Sn,s ∪ {C} is a valid solution for the (n,w)-th sub-problem:

- by optimality of Sn,w:
∑

Cj∈Sn,w
Tj ≤

∑
Cj∈Sn,s∪{C} Tj

- by optimality of Sn,s:
∑

Cj∈Sn,w\{C} Tj ≥
∑

Cj∈Sn,s
Tj

and by combining the two equations

∑
Cj∈Sn,w\{C}

Tj =
∑

Cj∈Sn,s

Tj

so Sn,w \ {C} is an optimal solution for the (n, s)-th sub-problem.

Any optimal solution for a given sub-problem is either a unique cover, or the
union of a smaller sub-problem optimal solution and a cover, see Figure 11.
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Fig. 11 Circle covering optimal substructure of the (n,w)-th sub-problem
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3.2.1 Integrality gap

Linear programming, however, cannot be used to solve circle covering, because
the cover matrix A can be non-unimodular. The simplest problem instance for
which this situation appears is displayed in Figure 12.

The relaxed linear program has the cover matrix

A =

1 0 1
1 1 0
0 1 1


with det(A) = 2 and yields the unique fractional optimal solution xL =
( 1
2

1
2

1
2 )T , which combines a weighing of all three covers to produce the opti-

mal fractional solution, and is strictly better than an integral optimal solution,
say xI = (1 1 0)T . The difference of cost between both solutions is called the
integrality gap, here TT · (xI − xL) = 1

2 .

3.3 Logarithmic encoding

All previous problems can be solved in polynomial time using dynamic pro-
gramming. However, their computational complexity is polynomial in N , the
“grid size”. If the problem input is given in matrix formulation, i.e. c and
A, then the encoding size of the input is |C|N , and the algorithm is truly
polynomial.

But for interval covers, this encoding scheme is obviously suboptimal, since
an interval can be described using only two integers, its starting index a and its
ending index b, see Figure 13. The number of bits required to encode indices in
{0, . . . , N − 1} is p = dlog2(N)e, and the encoding size of a compressed input
is |C|2p. For this input size, Algorithm 2 complexity is O(|C|2p) and Algorithm
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Fig. 13 Uncompressed boolean vector (top) and compressed logarithmic encoding (bottom)

3 complexity is O(|C|4p). While those algorithms are polynomial in the size
and the values of the input, they are exponential in the number of bits used
to encode those values. Such algorithms are said to be pseudo-polynomial.

Problems with pseudo-polynomial algorithms can be NP-complete when
considering the logarithmic cost, i.e. the computational cost on a machine
using bits to encode values. Such problems are said to be weakly NP-complete,
an example of a weakly NP-complete problem is the knapsack problem, which
also possesses a dynamic programming pseudo-polynomial algorithm [21].

3.3.1 Input reduction

For unidimensional grid cover problems, true polynomial optimization can be
achieved by removing redundant cells from the input before dynamic program-
ming, see Algorithm 4 and Figure 14..

Algorithm 4 Input reduction
Input : C = {(aj , bj)}1≤j≤D with aj , bj integers encoded with p bits

G′ ←
⋃

(a,b)∈C{a, b + 1}
Sort G′ and remove duplicates

C′ ← ∅
for (a, b) ∈ C do

a′ ← index of a in G′

b′ ← ( index of b + 1 in G′)− 1
C′ ← C′ ∪ (a′, b′)

end for

Output : C′ = {(a′j , b′j)}1≤j≤D with a′j , b′j integers encoded with p bits

Input reduction only keeps cells which corresponds to a change in the
problem instance structure respectfully to the previous cell, preserving the
instance structure. The computational cost of input reduction is detailed in
Table 1. The reduced grid G′ contains at most 2|C| elements. The indices
of the reduced covers C′ are obtained by dichotomic search in G′. Each new
index is encoded using dlog2(2|C|)e = O(log |C|) bits. C′ is encoded using 2|C| ·
O(log |C|) = O(|C| log |C|) bits.

The logarithmic cost of dynamic programming is the product of its arith-
metic cost, O(N |C|) or O(N2|C|), and the logarithmic cost of an arithmetic
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Fig. 14 Input reduction of the original problem instance (top-left) into a reduced instance
(right) by removing redundant detection cells, from the grid (bottom-left)

Instruction arithmetic cost logarithmic cost
Sort G′ O (|C| log |C|) O (p|C| log |C|)
Search indices a′, b′ 2|C| ·O (log |C|) 2|C| ·O (p log |C|)
Total O (|C| log |C|) O (p|C| log |C|)

Table 1 Computational cost of input reduction

Problem Line covering Circle covering
Input reduction O (p|C| log |C|)

Dynamic programming
O (N |C|) ·O (logN)

= O
(
|C|2 log |C|

) O
(
N2|C|

)
·O (logN)

= O
(
|C|3 log |C|

)
Total O ((|C|+ p)|C| log |C|) O

(
(|C|2 + p)|C| log |C|

)
Table 2 Logarithmic cost of dynamic programming and input reduction

Problem Line covering Circle covering
Input reduction O (|C| log |C|)
Dynamic programming O (N |C|) = O

(
|C|2

)
O
(
N2|C|

)
= O

(
|C|3

)
Total O

(
|C|2

)
O
(
|C|3

)
Table 3 Arithmetic cost of dynamic programming and input reduction

operation: O(logN). The reduced grid size is N = |G′| ≤ 2|C| = O(|C|). The
overall cost of both input reduction and dynamic programming is in Table 2.
Both line covering and circle covering can be solved in true polynomial time.

Those algorithms are actually strongly polynomial, meaning their compu-
tational cost when considering arithmetic operations, regardless of encoding
size, is polynomial in the number of input values, see Table 3.

4 Bidimensional grid covering

Some grid cover problems remains NP-hard to solve, notably bidimensional
grid cover problems. This means that tridimensional radar models produce
NP-hard optimization problems.
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C
...

Fig. 15 Substructure decomposition of the rectangular grid cover problem

4.1 Rectangular grid cover problem

Radar phase feeds used to modify the emitted radiation pattern are controlled
through numerical phasers. Their precision is often sufficient for the phase
value to be modelled as continuous variable. The space of all feasible radia-
tion patterns is tremendously big in theory, and considering all possibilities is
unrealistic, so approximations must be made.

In practice, it is reasonable to optimize radar search patterns by considering
only rectangular-shaped covers [13], which reduces the problem to rectangular
grid covering, see Figure 3 for an instance example.

4.1.1 Dynamic programming approach

Considering the algorithms presented in Section 3, a natural attempt to solve
rectangular grid covering problem would be to generalize the dynamic pro-
gramming approach used on unidimensional grids to bidimensional grids.

Consider an optimal solution for the rectangular grid cover problem. It is
combination of a rectangular cover C over the bottom-right corner and an
optimal sub-solution covering the remaining “top-left” cells. By iterating the
decomposition process, the grid cover sub-problems are to “cover the top-left
part of G”, see Figure 15. The number of sub-problems is equal to the number
of way of cutting G in two, or equivalently to the number of paths between
the top-right corner cell and the bottom-left corner cell of G. A cut is made
by N + M edges, with M vertical and N horizontal. The number of possible
cuts is the choice of which cuts are vertical (or horizontal):

(
N+M

N

)
=
(
N+M
M

)
,

and grows exponentially with K = min{N,M} according to Stirling’s formula(
N +M

N

)
≥
(

2K

K

)
' 22K√

πK

making dynamic programming inefficient for bidimensional grid covering.

4.1.2 NP-hardness

All presented cover problems can be reduced to set covering (1), or to integer
programming (3), and are thus in NP. Bidimensional covering is furthermore
a NP-hard problem, to which any NP problem can be reduced. The following
section describe a polynomial Karp reduction from vertex covering, a known
NP-hard problem [1], to rectangular grid covering.
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g0,0 g0,1 g0,2

v0 vi
e0

e|E|-1

v|V|-1

ek gk,3i gk,3i+1 gk,3i+2

g0,N-1

gM-1,N-1gM-1,0

N=3|V|

M=|E|

Fig. 16 Reduction grid of vertex covering into rectangular grid covering

Vi =

vivi-1 vi+1

Fig. 17 Column cover

The vertex cover problem is defined as follow: let (V, E) a graph, let K ∈ N.
Is there a subset U ⊂ V with cardinal |U| ≤ K such that ∀v ∈ V,∃v′ ∈ U with
(v, v′) ∈ E ? An instance of the problem is defined by the system (V, E ,K).

The decision form of rectangular grid covering is defined as: let G be a
M -by-N rectangular grid, let C = {C1, . . . , CD} be a collection of rectangular
covers, and let F ∈ N. Is there a valid pattern S ⊂ C covering the grid,
with |S| ≤ F ? An instance of the decision problem is defined by the system
(G, C, F ) and can be encoded by a NMD boolean array using the matrix
formulation in (3).

The reduction transforms a vertex cover problem instance (V, E ,K) into
a decision grid cover problem instance (G, C, F ). Let the graph vertices and
edges be ordered as V = {v0, . . . , v|V|−1} and E = {e0, . . . , e|E|−1}. Each edge
connects a pair of distinct vertices em = (vi, vj) with i < j.

Let G be a |E|-by-3|V| rectangular grid. Each row represents an edge, and
each block of three columns represents a vertex, see Figure 16. Three types of
rectangular covers are defined on the grid:

– Column covers: for each vertex vi, the central column of the block column

Vi = {gm,3i+1 : 0 ≤ m < M}

see Figure 17. The set of column covers is CV = {Vi : vi ∈ V}.

– Side-row covers: for each edge ek = (vi, vj), two side-row covers in the
k-th row, one on left to Vi and the other right to Vj , see Figure 18

Lk = {gk,n : 0 ≤ n ≤ 3i} and Rk = {gk,n : 3j + 2 ≤ n < N}

The set of side-row covers is CS = {Lk : ek ∈ E} ∪ {Rk : ek ∈ E}. Side-row
covers are all required in a valid pattern, for either the first or last cell of
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Lk =

Rk =

ek

ek

gk,3i gk,3i+1 gk,3i+2gk,0

gk,3j gk,3j+1 gk,3j+2 gk,M-1

vi vj

vjvi

Fig. 18 Side-row covers

ek gk,3i gk,3i+1 gk,3i+2gk,0 gk,3j gk,3j+1 gk,3j+2 gk,M-1

vi vj{
Hk

Fig. 19 The “central part” Hk

Ak =

Bk =

ek

ek

gk,3i gk,3i+1 gk,3i+2

gk,3j gk,3j+1 gk,3j+2

vi vj

vjvi

gk,3j gk,3j+1 gk,3j+2

gk,3i gk,3i+1 gk,3i+2

Fig. 20 Center-row covers

each row, and only the “central part” Hk = {gk,n : 3i + 1 ≤ n ≤ 3j + 1}
remains to be covered, see Figure 19.

– Center-row covers: for each edge ek = (vi, vj), the row “central part” Hk

can be partially covered by a column cover, and the remaining uncovered
cells can be covered by one of the two center-row covers, see Figure 20

Ak = {gk,n : 3i+ 1 ≤ n ≤ 3j} or Bk = {gk,n : 3i+ 2 ≤ n ≤ 3j + 1}

whether the column cover is Vj or Vi. Either combination can cover the
row “central part” since Hk ⊂ Ak ∪ Vj and Hk ⊂ Vi ∪ Bk. Note that Hk

can also be covered by Ak ∪ Bk. Covering Hk requires two covers in any
case, with the three possibles configurations shown in Figure 21. The set
of all center-row covers is CH = {Ak : ek =∈ E} ∪ {Bk : ek =∈ E}
For each row at least one of the two possible center-row covers is required
for cells {gk,n : 3i+ 2 ≤ n ≤ 3j} between columns covers Vi and Vj .
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Fig. 21 The three configurations for covering Hk
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Fig. 22 Vertex cover (left) and reduced grid cover solution (right) for complete graph K3

Let the set of all rectangular covers be C = CV ∪ CS ∪ CH , the grid cover
instance (G, C, 3|E|+K) has a solution if and only if the vertex cover instance
(V, E ,K) has a solution, see Figure 22 for an example with its solutions.

Suppose there is a valid solution U with |U| ≤ K for problem (V, E ,K).
Let SU = {Vi : vi ∈ U} ⊂ CV , the set of column covers corresponding to
the vertices in vertex cover U . For each edge ek = (vi, vj), either Vi ∈ SU or
Vj ∈ SU . Let Ek be the center-row cover complementing the “central part”:

Ek =

{
Ak if Vj ∈ U
Bk otherwise

and the corresponding row is covered by Lk ∪Ek ∪ Vi ∪Rk for some Vi ∈ SU .
So S = SU ∪ {Ek : ek ∈ E} ∪ CS is a valid pattern containing K + |E| + 2|E|
elements and thus a solution for the grid cover instance (G, C, 3|E|+K).

Conversely, suppose there is a valid solution S with |S| ≤ 3|E| + K for
the grid cover instance (G, C, 3|E| + K). For each edge ek = (vi, vj), the cor-
responding row contains the two side-row covers and at least one center-row
cover. If said row has the two center-row covers, one can be replaced by a
column cover: S ← S ∪ {Vi} \ {Bk} without changing the solution cardinal-
ity: |S| ≤ |E| + 3K. Iterating this process for each row yields a pattern with
one center-row cover per row, with the “central part” Hk covered by either
Ak ∪ Vj or Bk ∪ Vi. So for each edge ek = (vi, vj), S contains either Vi or Vj ,
and U = {vi : Vi ∈ S ∩ CV} is a valid vertex cover. Furthermore

|U| = |S ∩ CV | = |S \ CH \ CS | = |S| − |E| − 2|E| = |S| − 3|E| ≤ K

since S contains one cover from CH per row and all covers in CS . U is thus a
valid solution for vertex cover instance (V, E ,K).

So there is a solution for the vertex cover instance (V, E ,K) if and only
if there is a solution for grid cover instance (G, C, 3|E| + K). Only left to
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check is that the reduction is polynomial: suppose the grid cover instance is
encoded using binary matrices. Each cover has 3|V||E| boolean elements, and C
contains |V|+ 4|E| covers. Generating all covers takes O

(
3|V|2|E|+ 12|V||E|2

)
operations and the problem instance is encoded using 3|V|2|E|+12|V||E|2 bits.
So the reduction is polynomial and rectangular grid covering is NP-hard.

4.1.3 Approximability

There is currently not known methods for solving efficiently NP-hard prob-
lems and might never be. A important field in optimization is the design
of polynomial approximation algorithms, whose solution is guaranteed to be
within a given ratio of the optimal cost Fopt. For a minimization problem, an
α-approximation algorithm guarantees a solution with cost Fapx ≤ αFopt.

Set covering is generally not easy to approximate, being log-APX-complete
[3,6]. In some cases, better approximations can be achieved. If the problem
frequency parameter f = maxi |{C ∈ C : gi ∈ C}|, i.e. the maximum number of
covers sharing a common element, is bounded then f -approximation is possible
by a primal-dual algorithm [22]. But the frequency parameter is generally not
bound for grid covering.

While vertex covering is APX-complete [23], the previous reduction of ver-
tex covering to rectangular grid covering is not approximation-preserving, and
cannot be used to infer the approximation complexity of grid covering:

Consider a graph (V, E), for which a minimum vertex cover has optimal car-
dinal Kopt. The grid cover instance (G, C) obtained via the previous reduction
has an optimal solution with cost Fopt = 3|E|+Kopt.

Consider an α-approximation algorithm for grid covering, which returns a
solution with cost Fapx ≤ αFopt = α(3|E|+Kopt). From this solution, a vertex
cover for (V, E) can be computed by replacing and removing center-row and
side-row covers, as has been done in 4.1.2. The vertex cover has a cost

Kapx = Fapx − 3|E| ≤ α(3|E|+Kopt)− 3|E| = αKopt + (α− 1)3|E|

which can be arbitrarily high as a graph with size-bounded optimal ver-
tex cover can have an arbitrarily high number of edges, like the star graph
Sn. There is no ratio β such that (α − 1)3|E| ≤ βKopt, and the reduction
is not approximation-preserving. The exact approximability of rectangular
grid covering remains an open question, though the problem is at worst log-
approximable.

4.2 Connected grid cover problem

The radar model with connected dwell shapes is a generalization of the rectan-
gular case: the set of available dwell covers can contain any connected shape, as
defined in 2.4. Since rectangular shapes are valid connected shapes, the prob-
lem is immediately NP-hard, since any problem instance of rectangular grid
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Fig. 23 Reduction from general set covering to connected grid covering

covering is a valid instance of connected grid covering. An alternate reduction
from general set covering is also possible.

Let (G, C,K) be an instance of the set cover problem. Let G′ be a 2-by-|G|
grid. For each cover C ∈ C, let

C ′ = {g′0,i ∈ G′ : gi ∈ C} ∪ {g1,0, . . . , g1,|G|}

such that the first line of cover C ′ replicates C, while the second line of C ′

contains all elements on the second line of G′, see Figure 23, ensuring that C ′

is a connected set. Let C′ = {C ′ : C ∈ C}.
Suppose S ⊂ C is a solution for set cover instance (G, C,K) and let S ′ =

{C ′ : C ∈ S}.
S is a solution for (G,C,K) if and only if S ′ is a solution for (G′, C′,K)

and the two problems are computationally equivalent. This reduction keeps
the same cost function for both problems, and is stronger than for the previ-
ous reduction of vertex covering to rectangular grid covering, as it preserves
approximation properties. Thus connected grid covering is NP-hard, and also
log-APX-complete, like general set covering [6].

5 Conclusion

Combinatorial covering is a natural and powerful framework for optimizing
modern radar search patterns. While the increase of computational power in
recent decades allows the processing of more complex optimization problems,
the improved flexibility and precision of modern radars systems have also
increased the radar models complexity. In modern warfare, ensuring robust
detection under tight time constraints in operational situations is essential.
This requires an accurate knwoledge of radar covering problems theoretical
complexity.

Cover problems presented in this paper each correspond to different radar
models. Unidimensional radar covering can be solved in strongly polynomial
time, while bidimensional radar covering is NP-hard and log-APX-complete in
most cases. An open question remains on the exact approximability of rectan-
gular grid covering, being at worst log-APX. While branch-and-bound usually
performs well in most practical cases, having guaranteed worst-case approxi-
mated solutions is highly desirable, especially for such sensitive systems used
in defence applications.
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