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Enriched finite elements for time-harmonic Webster’s equation

R. Cornaggiaa,∗, E. Darrigranda, L. Le Marreca, F. Mahéa

aUniversité de Rennes, CNRS, IRMAR - UMR 6625, F-35000 Rennes, France

Abstract

This work presents an enriched finite element method (FEM) dedicated to the numerical resolution of
Webster’s equation in the time-harmonic regime, which models many physical configurations, e.g. wave
propagation in acoustic waveguides or vibration of bars with varying cross-section. Building on the wave-
based methods existing in the literature, we present new enriched finite element bases that account for both
the frequency of the problem and the heterogeneity of the coefficients of the equation. The enriched method
is compared to the classical fifth-order polynomial FEM, and we show they share the same asymptotic
convergence order, present the same easiness of implementation and have similar computational costs. The
main improvement brought by these enriched bases relies on the convergence threshold (the mesh size at
which the convergence regime begins) and the convergence multiplicative constant, which are observed to be
(i) better than the ones associated with polynomial bases and (ii) not only dependent on the resolution (the
number of elements per wavelength), but also on the frequency for a fixed resolution, making the method
we propose well adapted to high-frequency regimes. Moreover, taking into account the heterogeneity of the
coefficient in Webster’s equation by using an element-dependent enrichment leads to a significant decrease of
the approximation error on the considered examples compared to a uniform enrichment, again with almost
no additional cost. Several possible extensions of this work are finally discussed.

Keywords: Wave-based finite element method, Webster’s equation, bar vibrations, high frequency

1. Introduction

This work proposes a finite element method (FEM) adapted to the resolution of problems modeled by
the 1D time-harmonic Webster’s equation (also called Webster’s horn equation):

− (Au′)′ − k2Au = f (1)

where the variable coefficient A > 0 will be called the profile in the sequel, and the coordinate x belongs to
a domain Ω. Webster’s equation has been used for a long time to model the vibrations of bars or the propa-
gation of acoustic waves in tubes filled with perfect fluids [8]. Moreover, it may be a relevant approximation
of two- or three-dimensional physical models, e.g. to describe the acoustic field in axisymmetric waveguides
[15], or the acoustic perturbation around a mean flow in ducts [26]. In this work, we will focus for simplicity
on the vibrations of bars and on bounded domains Ω.

The FEM [9, 17] and other related methods have also been studied for a long time and their efficiency
is well-established to address many physics-inspired problems. However, some problems, including the
simulation of wave propagation at high frequency, are still quite difficult to handle. Indeed, the traditional
low-degree polynomial elements require a thin mesh, and therefore a prohibitive computational cost, to catch
fast oscillations.

To tackle this difficulty, a first possibility is to increase the degree of the considered polynomial bases,
as developed by [18, 25] and the references therein. A popular alternative is to rely on wave-based (or
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knowledge-based) methods, which became popular in the 90s, see [19, 17] and the references therein for
the first steps in this direction. The main idea is to use exact or approximate solutions of the equation of
interest, e.g. plane waves for the Helmholtz equation in 2D or 3D, instead of polynomials, to build or enrich
approximation spaces. Many of these methods belong to the class of Trefftz methods [16], e.g. the Ultra
Weak Variational Formulation (UWVF) [20], the wave-based discontinuous Galerkin (DG) method [23] or
the Discontinuous Enrichment Method (DEM) [28]. These methods use local bases made entirely of exact
or approximated solutions of Helmholtz equation. Another approach is to begin with a classical basis and to
add functions of interest in the approximation space, which is the purpose of the Partition of Unity Method
(PUM) of [24], and its descendant the Generalized FEM (GFEM) [27], whose ideas are still found in recent
works [11].

These methods were first applied to Helmholtz equation with constant coefficients, see again [19] or the
more recent works [10, 16] for reviews. In particular, GFEM-inspired enrichment was proposed in 1D by [3]
to find eigenfrequencies of bars and trusses, and also by [21, 14] to solve time-harmonic and then transient
wave-related problems. Helmholtz equation with variable coefficients is at our knowledge a bit less studied,
but in 1988 [4] proposed already an enrichment strategy dedicated to this equation in 1D and at high
wavenumbers, and many recent works e.g. [20, 28, 11, 13] provide theoretical and numerical insights on this
equation (mostly in 2D, although a part of [20] is dedicated to 1D problems). We refer to the comprehensive
reviews provided [11, 13] for more references.

In this context, we propose a PU-inspired enrichment method dedicated to Webster’s equation, that
presents the following features:

• The classical FEM framework is retained, i.e. we use (i) the usual variational formulations of the
considered problems and (ii) a Galerkin space of continuous functions Vh ⊂ H1(Ω), as opposed to
alternative formulations or spaces of discontinuous functions used by e.g. the UWVF [20], DG [23],
DEM [28] and others.

• We enrich the classical space of piecewise linear functions P1 by adding four inner functions to each
elementary basis P1. By “inner” we mean that each of these functions is supported by one element and
vanishes at the mesh nodes, so that the nodal values are still associated with the P1 “hat” functions
only. These functions are built following the PUM and choosing (i) “half-hat” functions (restrictions of
“hat” functions to one element) as partition of unity and (ii) two oscillating functions as the enrichment
family. This choice of “half-hat” PU is at our knowledge a novelty of this work.

• We first consider the classical enrichment family {sin(kx), cos(kx)}, i.e. the basis of solutions to (1)
for constant profiles and f = 0, as in e.g. [3]. The associated enriched basis is noted Pk1,4. We then

introduce a more general family of bases denoted by Pk,δ1,4 , that depend on a parameter δ ∈ R (so

that Pk,01,4 = Pk1,4), and that account for the local variations of the profile A: the considered oscillating

functions are solutions of (1) for exponential profiles A(x) = A0e
2δx and f = 0.

• Using these enriched bases is shown to induce a comparable behavior of the FEM than using a hierar-
chical basis P5 of fifth-order polynomials, in the sense that (i) the same asymptotic rate of convergence
is reached in terms of the mesh size h and (ii) the same procedures can be used to build the FE
matrices, which have the same size and sparsity.

• As a result, the static condensation procedure is applicable to the resulting linear systems, as for the
DEM [28], and the conditioning of the condensed systems obtained using enriched and polynomials
bases are almost equal. This tackles a usual drawback of wave-enriched methods, which often lead to
ill-conditioned systems without proper treatment [27, 16, 23].

• For the case f = 0, we observe on numerical examples that the asymptotic convergence regime begins
earlier for enriched solutions than for polynomial ones. Moreover, for a given resolution (the number
of points per wavelength), the enriched solution converges at high frequencies, i.e. the error decreases
as k increases.
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• A profile-dependent enrichment procedure, where a parameter δn is computed and the basis Pk,δn1,4 is
used for the n-th element, is finally presented and compared with the uniform enrichment that uses
the same basis Pk1,4 for all elements. The FEM error is reduced by a factor up to 2 in the considered
numerical examples, at a very slight additional computational cost.

This paper is organized as follows. We begin in Section 2 by presenting the boundary value problems
we focus on and the corresponding weak formulations, and by recalling some classical results and notations
about the FEM used throughout the paper. Section 3 specifies how we build an enriched basis by using
the “half-hat” partition of unity and sines and cosines as enrichment functions. The computational and
interpolation properties of this basis are studied and compared with a fifth-order polynomial basis, and
numerical examples are provided. This method is then generalized in Section 4, where we define a family of
element-dependent enrichment functions that account for the variability of the profile A. Numerical results
again highlight the advantages of this generalization. Finally, we discuss our results and present possible
extensions in Section 5, and we summarize and highlight the key points of our work in Section 6. Some
auxiliary results and proofs are gathered in appendices.

2. Problem definition

As mentioned in the introduction, the field u of interest obeys Webster’s equation:

− (Au′)′ − k2Au = f, in Ω. (2)

To fix ideas, we assume hereinafter that this equation models the vibrations of a geometrically heterogeneous
straight bar in a dimensionless setting, as shown in Appendix A. In this case, (i) the domain of interest is
Ω =]0, L[ where L is the non-dimensional length of the bar, (ii) the profile A corresponds to the area of
the cross-section, (iii) the field u is the amplitude of the longitudinal displacement of the cross-sections and
σ := Au′ is the traction they support and (iv) f is the amplitude of a time-harmonic density of forces. Eq.
(2) must be completed by boundary conditions. In this work, we consider only displacement and traction
(i.e. Dirichlet and Neumann) boundary conditions, and we focus on cantilever (ct) and clamped–clamped
(cc) bars corresponding to:

(ct) : {u(0) = 0, σ(L) = (Au′) (L) = σ?} , (cc) : {u(0) = 0, u(L) = u?} . (3)

We also define the dimensionless characteristic wavelength λ as:

λ = 2π/k. (4)

2.1. Variational formulations and well-posedness of the problems

The variational (or weak) formulations of the problems above are obtained by multiplying the equation
(2) by a test function v, integrating over the domain Ω and integrating by parts. We then look for a solution
u belonging to a trial space V (or space of kinematically admissible displacements) that satisfies the resulting
equality for any test function v belonging to a test space V0, i.e. :

Find u ∈ V,
∫ L

0

A(u′v′ − k2uv) =
[
Au′v

]L
0

+

∫ L

0

fv, ∀v ∈ V0. (5)

This is the classic weak formulation for the studied boundary-value problems, where the trial and test func-
tional spaces (V,V0) are subspaces of H1 (where H1, with the domain unspecified, means H1(Ω) hereinafter,
as well as other Sobolev spaces e.g. L2) and depend on the choice of boundary conditions, along with the
value taken by the right-hand side.

For instance, for cantilever bars we have V = V0 = H1
(0 := {u ∈ H1, u(0) = 0} and the weak form of the

problem is:

(ct) Find u ∈ H1
(0,

∫ L

0

A(u′v′ − k2uv) = σ?v(L) +

∫ L

0

fv, ∀v ∈ H1
(0. (6)
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For clamped–clamped bars, the trial space is V = H1
? := {u ∈ H1, u(0) = 0, u(L) = u?}, while the test

space is V0 = H1
0 = {u ∈ H1, u(0) = 0, u(L) = 0}, and (5) becomes,

(cc) Find u ∈ H1
? ,

∫ L

0

A(u′v′ − k2uv) =

∫ L

0

fv, ∀v ∈ H1
0 . (7)

In this case, and more generally when a non-homogeneous displacement boundary condition is required, the
trial space differs from the test space. To come back to the comfortable situation where V = V0, we use the
lifting u = û? + w, where û? may be any function of H1

? . Then the new unknown w is the solution of the
equivalent problem (denoted (lcc) for lifted-(cc)):

(lcc) Find w ∈ H1
0 ,

∫ L

0

A(w′v′ − k2wv) =

∫ L

0

fv −
∫ L

0

A(û′?v
′ − k2û?v), ∀v ∈ H1

0 . (8)

Concerning the well-posedness of these problems, we first underline our choice to enforce only displace-
ment and traction boundary conditions, as opposed to Robin boundary conditions such as (u′ − iku)(L) = g?.
Indeed, the later conditions are very often used – see e.g. [4, 19, 10] – because (i) they mimic absorbing
boundary conditions used for scattering problems in higher dimensions and (ii) the resulting (complex-
valued) sesquilinear form is elliptic, which guarantees the well-posedness of the problem. In our case, to
tackle the loss of ellipticity, we have to make the important additional assumption that k2 is not an eigen-
value of any of the considered problems. Under this assumption, (ct) and (lcc) are well-posed, as shown
e.g. in [17] using Fredholm alternative, in [5] using the modern approach of T-coercivity or in [13]. Note
that this assumption does not ensure that the discrete problems defined thereafter are well-posed for each
discretization, as eigenvalues of the discrete problems may differ from those of the continuous problems.

Remark 1. Since, up to a lifting, we can always come back to the case V = V0 for any variational problem,
we will present only clamped–clamped rods in the upcoming numerical examples. However, the (ct) case was
implemented and we observed the same convergence properties in both cases, except near eigenvalues, which
are not the same for the two problems.

2.2. Finite element method

As mentioned in the introduction, to solve variational problems of the form (5) with rough profiles A
or nonzero force density f , we chose to focus on the finite element method (FEM). It belongs to the class
of Galerkin methods, i.e. it relies on an approximation of the trial space V by a finite-dimension subspace
Vh ⊂ V of dimension Nh.

By defining a basis {φn}n=0...Nh
of Vh, looking for an approximation uh =

∑
n unφn of u, and using the

φn as test functions, writing the discretized variational formulation results in the linear system:

(K − k2M) · u = f , (9)

where u = (un)n=0...Nh
is the vector of unknowns, K and M are the stiffness and mass matrices associated

with the basis {φn}n=0...Nh
and the profile A, whose components are:

Kij =

∫ L

0

Aφ′iφ′j and Mij =

∫ L

0

Aφiφj , (10)

and f is the vector of source terms: it accounts for the force density f , the traction boundary condition in
the (ct) case and the contribution of û? in the (lcc) case. Ultimately, solving the linear system (9) gives an
approximation uh ∈ Vh of u. For more details on the FEM and some references, notably on the choices of
spaces Vh and practical implementation procedures, we refer to textbooks e.g. [17, 9].

Remark 2. It is often more convenient to define Vh as a subspace of H1 (instead of V), and then look for
an approximated solution uh in Vh ∩ V, i.e. consider Vh together with the boundary conditions defining V.
This is the viewpoint we will adopt thereafter.
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The efficiency of the FEM depends on the choice of the approximation space Vh through the well-known
stability result that links the approximation error ‖u− uh‖H1 to the interpolation properties of Vh:

Lemma 1. [6, Thm. 1 and 2] There exist a threshold h0 > 0 and a constant C > 0 such that:

∀ h < h0, ‖u− uh‖H1 ≤ C inf
wh∈Vh

‖u− wh‖H1 . (11)

For the static case (k = 0), this is Céa’s lemma, which holds for any h (i.e. h0 = +∞), thanks to the
ellipticity of the bilinear form in (5).

For k 6= 0, we refer to the proofs given in [6] in a general context, or again to the more specific approaches
for Helmholtz-like problems provided by [5, Thm. 2 and Sect. 3] and by [13, Thm 4.1]. In this case the
threshold h0 < +∞ depends on the wavenumber k: it typically decreases as k increases, e.g. [4, Thm 3.1]
finds h0 = c?k−2 for some c? > 0 for a related problem. This threshold will be of particular importance
when discussing the relevance of the enriched spaces that we present in the next sections.

Remark 3. In (11), we omitted for simplicity the additional terms coming from the approximation of in-
tegrals such as (10) by quadrature formulas, as specified by [5, Thm. 2]. However, in all the numerical
experiments that we present, we made sure that their contribution is negligible with respect to the approxi-
mation error by taking a large enough number of quadrature points.

3. Enriched FEM using “half-hat” partition of unity

In this section, we build a first P1-enriched finite element basis noted Pk1,4, where the “half-hat” partition
of unity is used while sines and cosines are chosen as enrichment functions, taking advantage of the prior
knowledge of the fixed wavenumber k. A comparison with a fifth-order polynomial basis P5 is conducted,
with a proof that the two associated spaces Pk1,4 and P5 share the same interpolation convergence properties,
and numerical illustrations of the improvements brought by the proposed method.

3.1. Partition of unity method and sine-enriched basis

We adopt the viewpoint of the partition of unity (PU) method as defined in [24], which can be summarized
as follows. One must first define a PU {ϕn}n=0...N , i.e. a family of functions such that:

N∑
n=0

ϕn(x) = 1, ∀x ∈ Ω.

Given another ”enrichment” family Ψ = {ψm}m=1...Nm , which gathers functions that we would like to add
in the approximation space, one then builds an enriched function space VΨ

h as:

VΨ
h = span{ϕmn }n=0...N, m=0...Nm

with

{
ϕ0
n = ϕn,

ϕmn = ϕnψm for m = 1 . . . Nm.
(12)

A function uh ∈ VΨ
h is defined by the (N + 1)× (Nm + 1) values umn so that:

uh =

N∑
n=0

Nm∑
m=0

umn ϕ
m
n . (13)

The most commonly used PU is the family of “hat” functions, to which the notation ϕn will apply
hereafter, defined from a mesh Ωh = {x0 . . . xN} of [0, L] as plotted in Figure 1. Indeed, these functions
are a basis of the traditional piecewise-linear FE space P1, see [9, Sec. 1.1.2], and this choice permits to
retain some convenient properties of this basis for the enriched space, notably the sparsity of stiffness and
mass matrices, see again [24, 27]. In [3, 21, 14] among others, this PU is combined with enrichment families
containing oscillating functions with various wavenumbers.
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Figure 1: “Hat” (left) and “Half-hat” (right) functions defined from a mesh {x0, ..., xN}.

Our approach differs on several points. First, we use the PU of “half-hat” functions {ϕ−n }n=1...N and
{ϕ+

n }n=0...N−1, whose supports are the elements In = [xn−1, xn] for the ϕ−n and In+1 = [xn, xn+1] for the
ϕ+
n , as represented in Figure 1. More precisely, noting hn = xn − xn−1 the length of an element In, they

are:

ϕ−n (x) =


x− xn−1

hn
if x ∈ In

0 elsewhere
ϕ+
n (x) =


xn+1 − x
hn+1

if x ∈ In+1

0 elsewhere

. (14)

Second, we use only the wavenumber k associated with the considered time-harmonic excitations, and use
sines and cosines as enrichment family:

Ψk = {sin(kx), cos(kx)}. (15)

From a more physical point of view, this enrichment introduces in the FE basis the solutions associated with
a bar with constant cross-section submitted to time-harmonic boundary excitations only, i.e. the solutions
of (2) for constant A and f = 0.

Third, we want the additional basis functions to vanish at all nodes xn, which will enable (i) to easily
apply boundary conditions and (ii) to use the static condensation procedure. Following (12), we attribute
a priori six functions to each interior node, defined by:

ϕ0±
n (x) = ϕ±n (x),

ϕ1±
n (ξ) = ϕ±n (x) sin (k(x− xn)) ,

ϕ2±
n (ξ) = ϕ±n (x) (cos (k(x− xn))− 1) ,

(16)

and three functions to each of the end points: {ϕm+
0 }m=0...2 to x0 and {ϕm−N }m=0...2 to xN . Note that the

functions defined by (16) are all continuous on Ω except the ϕ0±
n . The continuity of a linear combination

uh of these functions must therefore be imposed for the enriched space to be a subspace of H1. It is done
by attributing the same coefficient to ϕ0−

n and ϕ0+
n for n = 1 . . . N − 1 in such linear combinations, i.e. we

consider functions uh of the form:

uh =

N∑
n=0

u0
nϕ

0
n +

N−1∑
n=1

2∑
m=1

[
um+
n−1ϕ

m+
n−1 + um−n ϕm−n

]
, (17)

where we use the notations ϕ0
0 = ϕ0+

0 , ϕ0
n = ϕ0−

n + ϕ0+
n = ϕn for n = 1 . . . N − 1 and ϕ0

N = ϕ0−
N . In the sum

(17), the distinction is made between the nodal values u0
n associated with the P1 basis functions, and the

inner values um±n associated with the additional functions whose supports are the elements In only, thanks
to the choice of the “half-hat” PU. The approximation space we have built is:

Pk1,4 = span
{{
ϕ0
n

}
n=0...N

⋃{
ϕm+
n−1, ϕ

m−
n

}
n=1...N, m=1,2

}
, dimPk1,4 = 5N + 1. (18)

Finally, specifying the Dirichlet boundary conditions corresponding to a given problem, i.e. defining
subspaces of H1

(0 or H1
0 , is done by fixing the boundary values u0

0 = uh(0) and u0
N = uh(L). The dimensions

of the approximation spaces Pk1,4 ∩H1
(0 and Pk1,4 ∩H1

0 are therefore 5N and 5N − 1.
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Remark 4. As a consequence of our choice of boundary conditions for (ct) and (lcc), u is real-valued (for
real-valued f) and therefore we chose to stick to real-valued functions to define the enrichment space Ψk in
(15), as also done e.g. in [14]. The equivalent family {exp(±ikx)} could be used instead as in [21] e.g. when
absorbing-like Robin boundary conditions are applied.

To conclude the presentation of the sine-enriched space Pk1,4, the following theorem gives interpolation
properties which permit to bound the approximation error as specified by Lemma 1.

Theorem 2. Consider the space Pk1,4 defined by (18) from a mesh {x0 . . . xN}. Let In = [xn−1, xn] denote
the n-th element, and hn denote its length, and define the maximal element length h := maxn=1...N hn. Then
for any function u ∈ C0(Ω)∩

{
u | u|In ∈ C6(In), ∀n = 1 . . . N

}
, there exists a constant Cu that depends on

u and k but not on h such that, for h small enough,

inf
wh∈Pk

1,4

(
N∑
n=1

‖u− wh‖2L2(In)

)1/2

≤ Cuh6 and inf
wh∈Pk

1,4

(
N∑
n=1

‖u′ − w′h‖2L2(In)

)1/2

≤ Cuh5. (19)

To ease the presentation, the proof of this theorem is given in Appendix C. Note that the hypothesis we
used on the regularity of u (piecewise C6 instead of H6) is not completely conventional. This choice comes
from (i) a technical necessity specified by Remark 7 at the end of the proof and (ii) the following physical
considerations: the functions u of interest in this study are the weak solutions of −(Au′)′ − Ak2u = f
with possibly irregular profile A and/or force density f . Such solutions are continuous, but may not be
more regular on the whole interval Ω. However, for practical applications, A is piecewise C∞ and f can
be decomposed into the sum f = fc + fp, where fc is a piecewise C∞ density of forces and fp is a sum of
Dirac distributions that represents punctual forces. By choosing a mesh whose nodes match with (i) the
discontinuities of A and fc and all their derivatives and (ii) the points supporting punctual forces, we ensure
that u is also C∞ inside each of the elements of the mesh and therefore satisfies the theorem.

3.2. Comparison with fifth-order polynomial basis and implementation considerations

The performance of the proposed method is compared with the well-documented approximation space
P5 of continuous and piecewise-polynomial functions, with degree up to 5. Indeed, this space shares the
same asymptotic interpolation behavior as h → 0 with the enriched space Pk1,4. Moreover, the elementary
bases of these spaces both include two ”nodal” functions and four ”inner functions”, which enables to (i) use
the same procedures for the matrices computations and (ii) apply the static condensation algorithm to the
linear system (9), as explained now.

Interpolation properties. A convergence result close to the one given by Theorem 2 holds:

Proposition 1. Consider the space P5 of continuous and piecewise fifth-order polynomial functions, associ-
ated with a mesh {x0 . . . xN}. Then for any function u ∈ C0(Ω) ∩

{
u | u|In ∈ H6(In), ∀n = 1 . . . N

}
, there

exists a constant C > 0 such that, for any h,

inf
wh∈P5

(
N∑
n=1

‖u− wh‖2L2(In)

)1/2

≤ C

(
N∑
n=1

‖u(6)‖2L2(In)

)1/2

h6,

and inf
wh∈P5

(
N∑
n=1

‖u′ − w′h‖2L2(In)

)1/2

≤ C

(
N∑
n=1

‖u(6)‖2L2(In)

)1/2

h5.

(20)

This is a classical result for P5, see e.g. [17, Lemma 4.17] or [9, Prop. 1.12] for proofs. Note that by
contrast with Theorem 2, (i) u is only required to be in H6 (and not C6) in each element, (ii) the results
hold for any h and (iii) the dependency of the multiplicative constant noted Cu in Theorem 2 is explicit in
u.
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Figure 2: Basis functions on an element of length h = 1. From left to right, nodal basis of Lagrange polynomials (here with
regularly spaced inner nodes), hierarchical basis of Lobatto polynomials, and sine-enriched basis Pk1,4 for k = 10.

Elementary bases. Several choices are possible for an elementary basis of P5. One is the nodal basis based on
Lagrange interpolation polynomials presented in [9, Sec. 1.1.3], where all the shape functions are fifth-order
polynomials. Another is the hierarchical basis of Lobatto polynomials of increasing order given by [17, Sec.
4.7] and recalled in Appendix B.

These two bases, along with our sine-enriched basis, are plotted in Figure 3.2. They all feature six
functions per element, two of them associated with the nodal values (which are degrees of freedom shared with
adjacent elements), and the four other being “inner” functions vanishing at both extremities. Consequently,
the finite element computation process is identical for the three bases: the matrices are assembled by the
same routine, the boundary conditions are enforced in the same way and the final linear systems to be solved
have the same size and sparsity. In other words, adding our basis in an existing code which handles the
classical polynomial spaces requires almost no work: one only has to add the functions defined by (16) in
the FE library, and then call the existing procedures associated with P5.

Comparing the two available bases for polynomial spaces Pp, [9, Sec. 1.1.5] shows that hierarchical bases
have some advantages over Lagrange nodal bases, notably the good conditioning of the stiffness matrix
(whose blocks corresponding to internal values are diagonal for Lobatto polynomials and constant A) and
the ease for increasing the polynomial order p. In this work, we consider non-constant profiles and we focus
on p = 5, but easily increasing the polynomial order is a feature we would like to retain for a perspective
we will discuss in Section 5. We therefore use the Lobatto basis and denote it by P5 hereinafter.

Numerical integration. To compute the integrals (10), we used a classical Gauss quadrature [9, Sect. 8] and
the following procedure to ensure that the integration of oscillatory basis functions remains accurate even for
large elements supporting several wavelengths. First each element is divided into Nse := dh/λe subelements
of equal lengths, where h = maxn=1...N hn and d·e denotes the ceiling function so that dxe − 1 < x ≤ dxe
for any x ∈ R. In this way, each subelement is smaller than the characteristic wavelength λ. Then, 10
Legendre–Gauss points are used in each subelement to compute its contribution to the total integral. In
particular, when h < λ one has dh/λe = 1 and 10 points per element are used. In the asymptotic convergence
regime, the quadrature error therefore behaves as O(h20) and is negligible with respect to the interpolation
error, as announced in Remark 3.

Static condensation. Finally, and perhaps most importantly, static condensation (SC) can be applied to
the linear system (9) when both bases P5 and Pk1,4 are used. This procedure is described in detail in [17,
Sec. 4.7.3]. In short, it intervenes (i) in the matrices assembly process so that only the nodal values are
retained as degrees of freedom for the linear system to be solved, and (ii) as a post-processing operation (the
decondensation) to retrieve the inner values from the node values. In particular, after step (i) the matrix to
be inverted has the same size than the one that would be obtained with piecewise-linear elements P1 (e.g.
N × N instead of 5N × 5N for the (ct) case), the same sparsity (the nonzero values are all on the upper,
middle and lower diagonals), and the system is better conditioned than the original one. This possibility

8



is a major advantage of the proposed enriched spaces, as wave-based methods are often badly conditioned
and not always suitable for static condensation (see e.g. [27] for the generalized finite element method, [16]
for Trefftz methods and [23] for a wave-based discontinuous Galerkin method), another exception being the
discontinuous enrichment method [28] for which static condensation is also applicable.

3.3. Numerical illustrations

In the numerical illustrations, we use the resolution λ/h = 2π/kh, i.e. the number of elements per
wavelength, as the indicator of the numerical cost, rather than the number of elements which is less relevant to
compare solutions obtained for different wavenumbers. In particular, we focus on the range 0.1 < λ/h < 10,
to show how the sine-enriched basis can overcome the “rule of thumb” which imposes several elements per
wavelength for polynomial bases i.e. λ/h > 1.

To this end, we implemented the finite element bases described above in a home-made Matlab code,
performed computations at several resolutions for some problems described hereafter, and compared them
using a discrete version of the relative H1 error. This error is computed as follows:

E(uh) =

(
NE∑
n=0

|u(yn)− uh(yn)|2 + |u′(yn)− u′h(yn)|2
)1/2/(NE∑

n=0

|u(yn)|2 + |u′(yn)|2
)1/2

, (21)

where uh is an approximation of u, and the same dedicated regular mesh {yn}n=0...NE
with NE = 4000 is

used in all the examples hereinafter, so that there are always at least 10 points per wavelength for the error
computation.

We note u
(5)
h (resp. uke) an approximation obtained using the space P5 (resp. Pk1,4). Combining the

stability result of Lemma 1 and the interpolation properties given by Theorem 2, the discrete error (21)
is supposed to behave like O(h5) for these two approximations, and the main differences are expected to
lie on the value of the threshold h0 at which the asymptotic convergence sets in, and on the multiplicative
constants.

In this part, we consider a bar of length L = 10 with quadratic profile A(x) = (1 + αx)2 (with α = 0.2
for the forthcoming computations). Such a bar is represented in Figure 3. We consider the configuration
(cc) with u? = 1, and look at the FE solutions without and with force densities.
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Figure 3: Quadratic profile (left) and corresponding bar with circular cross-section and radius r(x) =
√
A(x)/π = (1 + αx)/

√
π

(right).

Boundary excitations only. We begin by setting f = 0. In this case, the analytic solution, as given in
Appendix A, is:

u(x) =
1 + αL

sin(kL)

sin(kx)

1 + αx
. (22)

A first qualitative illustration is given by Figure 4 in which the FE solutions are compared for a medium
resolution λ/h ≈ 1. For the displacement (left panel), the sine-enriched solution is superposed with the exact
solution, while the polynomial solution has a slight misfit. This misfit is more clear when looking at the
traction σ = Au′ (right panel), for which the polynomial solution exhibits spurious discontinuities while the
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sine-enriched solution still matches perfectly with the exact one. The associated errors are E(uke) = 0.44%

and E(u
(5)
h ) = 8.1%.

A more quantitative overview is provided by Figure 5, where the errors are plotted for several wavenum-
bers, and at similar resolutions (left panel). It is also clearly seen that the threshold h0 at which the
convergence sets in is much higher for the sine-enriched solution than for the polynomial solution. Indeed,
the later requires around one element per wavelength to start converging, while the sine-enriched solution
converges already for much coarser meshes.

Moreover, for a given resolution the behavior when the wavenumber k increases is not the same. The
quality of the polynomial solution depends on the resolution only: the error behaves like O((kh)5) as
showed by [18] for similar problems. On the contrary, the error of the sine-enriched solution decreases for
a fixed resolution. We plotted on the right panel of Figure 5 these errors for resolutions fixed to one and
two elements per wavelength, and k ∈ [1, 100]. When the convergence regime is established (λ/h = 2),
we observe a convergence rate of approximately O(k−2), so that the error E(uke) eventually behaves like
O(k−2(kh)5).

Finally, Figure 6 shows the conditioning numbers of the matrices to be inverted, obtained with the two
bases. Without static condensation (i.e. when the original system (K − k2M) · u = f is inverted), using
the sine-enriched space leads to a badly-conditioned matrix as the resolution increases, as already observed
for other wave-based methods e.g. [23], whereas the system obtained with the polynomial space is much
less affected. However, applying the static condensation results in an almost equal conditioning for both
systems. The computational costs of both methods can therefore be considered to be almost identical.
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Figure 4: Exact and approximated solutions for the displacement (left) and the traction (right) in a bar with quadratic profile
for k = 2 and N = 3 elements: the resolution is λ/h ≈ 0.94. In both cases, the sine-enriched solution uke (red) is superposed
with the exact one (black).

Nonzero forces. The following important step is to look at the behavior of our enriched basis when a nonzero
density of forces is applied. In this case, the solution is not only an oscillating function with wavenumber k
like the previous one (22), but also presents (possibly rapidly) space-varying components with a characteristic
length which is unrelated to λ. To study such a configuration with an analytic solution for the convergence
study, we choose a particular solution up(x) = sin(kpx) and add to the previous problem the corresponding
density of forces f = −(Au′p)′ −Ak2up. The full solution is therefore u = up + uh, where uh satisfies:

− (Au′h)′ − k2uh = 0, uh(0) = −up(0) = 0, and uh(L) = u? − up(L) = 1− sin(kpL). (23)

In this way, if kp > k, the shorter characteristic length in the solution is the one of up. Again, one can then
wonder if the sine-enriched basis, built to handle oscillations at wavenumber k, will succeed to follow faster
variations, at least as well as the polynomial basis whose definition is independent of k.

To address this question, we chose the configuration kp = πk (i.e. fast variations of the particular
solution), for which the solutions are plotted in Figure 7 for k = 2 and N = 7, so that λ/h ≈ 2.2 and
λP/h = 2π/kph = 0.7. This time the enriched solution performs almost identically than the polynomial
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Figure 5: Relative H1 errors obtained using the polynomial space P5 (blue) and the enriched space Pk1,4 (red). Left: fixed

wavenumbers k and varying resolution λ/h, and right: fixed resolutions and varying wavenumber.
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Figure 6: Conditioning number of the system to be solved, obtained without (solid lines) and with (dashed lines) static
condensation, for k = 10 (left) and k = 50 (right). For comparison purposes, the conditioning of the matrices obtained with
the space P1 of linear-by part elements is also plotted (solid black line).

one: we obtain E(uke) = 20% and E(u
(5)
h ) = 23%. In particular both solutions exhibit discontinuities of the

traction. Still for kp = πk, this nearly identical behavior is confirmed in Figure 8: the threshold is the same
for both bases (and likely determined by kp) for all wavenumbers k, and the enriched basis stays equivalent
(and even slightly better for some specific points) than the polynomial basis.

We checked (but did not display the results for brevity) that the sine-enriched basis performs better
or equivalently than the polynomial basis for several other values of kp in [0, πk]. We observed that the
improvement decreases when kp becomes close to k and larger (except for kp = k, in which case the particular
solution belongs to the approximation space Pk1,4 and is very well captured).

4. Profile-dependent local enrichment via exponential approximation

In this section, we present an enrichment that takes into account not only the wavenumber k, but also
the variable profile A. To do so, we enrich each elementary basis with a different family of two oscillating
functions, which are solutions of the homogeneous Webster’s equation for various exponential profiles. The
obtained space is therefore locally enriched, by contrast with the uniform enrichment defined in the previous
section. Thereafter, we first give some new notations dedicated to exponential profiles and corresponding
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Figure 7: Exact and approximated solutions for the displacement (left) and the traction (right) in a bar with quadratic profile
for k = 2, an oscillating density of forces with kp = πk and N = 7 elements. The resolution is λ/h ≈ 2.2.
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Figure 8: Convergence of solutions using the polynomial space P5 (blue) and the enriched space Pk1,4 (red), for several
wavenumbers, when an oscillating force density is applied.

solutions, then we explain how we build the enriched spaces, and we finally present numerical illustrations
of the improvement brought by this additional enrichment.

4.1. Analytical solution for exponential profiles

Recalling that A > 0, the equation (2) can equivalently be written for f = 0:

− u′′ − A
′

A
u′ − k2u = 0. (24)

For any geometrical inhomogeneity, the ratio A′/A is therefore the only variable parameter in this equation.
In particular, the only possibilities for u to satisfy an ordinary differential equation with constant coefficients
are (i) the case of constant profile, in which case (24) reduces to the Helmholtz equation −u′′ − k2u = 0,
and (ii) an exponential profile A = Aδ with:

Aδ(x) = A0e
2δx, (25)

where 1/2δ is the characteristic length of the exponential variation (the factor 2 in its definition will simplify
upcoming computations). Note that the case of a constant profile is embedded into the family parametrized
by δ, as it corresponds to δ = 0.
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We call uδ the solution of equation (24) with A = Aδ, i.e. −u′′δ − 2δu′δ − k2uδ = 0, which is written:

uδ(x) = e−δx
(
c1 sin

(
k̃x
)

+ c2 cos
(
k̃x
))

with k̃ =
√
k2 − δ2, (26)

where (c1, c2) are two real constants.

Remark 5. Since we focus on high-frequency regimes, we chose to express the solution in terms of sines
and cosines, as in the previous section, but for |δ| > k, i.e. for low-frequency regimes or very stiff profiles,

k̃ is imaginary and the solution uδ is purely exponential. The latter case could be easily handled by setting
k̃ =
√
δ2 − k2 and replacing sines and cosines in (26) and thereafter by their hyperbolic counterparts.

4.2. Locally enriched spaces

From a given geometrical parameter δ, we use the basis of solutions (26) as an enrichment family:

Ψk,δ =
{
e−δx sin

(
k̃x
)
, e−δx cos

(
k̃x
)}

with k̃ =
√
k2 − δ2. (27)

Still leaning on the “half-hat” PU, the corresponding enriched basis, noted Pk,δ1,4 , is built by repeating the
steps of the previous section 3.1. Additional functions ϕ̃m±n are defined similarly to (16) by:

ϕ̃1±
n (x; δ) = ϕ±n (x)e−δ(x−xn) sin

(
k̃(x− xn)

)
,

ϕ̃2±
n (x; δ) = ϕ±n (x)

(
e−δ(x−xn) cos

(
k̃(x− xn)

)
− 1
)
.

(28)

Figure 9 represents some of these functions for different parameters δ.

0 0.5 1
-2

-1.5

-1

-0.5

0

0.5

1

1.5

0 0.5 1
-2

-1.5

-1

-0.5

0

0.5

1

1.5

0 0.5 1
-2

-1.5

-1

-0.5

0

0.5

1

1.5

Figure 9: Shape functions of the exponential-enriched basis Pk,δ1,4 on an element of length h = 1 and for k = 10. From left to

right, δ = 0 (sine-enriched basis), δ = 1 and δ = −2.

Following e.g. [27], we can eventually build locally enriched spaces from sets of parameters {δn}n=1...N .

Each of the δn is associated with an element In and is used to define the elementary enriched basis Pk,δn1,4 .

By analogy with (17), the resulting space, noted Pk,δ1,4 , is then the set of functions uδh of the form:

uδh =

N∑
n=0

u0
nϕ

0
n +

N∑
n=1

2∑
m=1

[
um+
n−1ϕ̃

m+
n−1(·; δn) + um−n ϕ̃m−n (·; δn)

]
. (29)

Quite importantly, these spaces have the same interpolation properties than Pk1,4 (which corresponds to
the special case δn = 0, ∀n ∈ {1 . . . N}):

Theorem 3. The exponential-enriched spaces Pk,δ1,4 , built from meshes {x0, . . . , xN} and sets {δn}n=0...N of
real parameters as described above, satisfy the interpolation property of Theorem 2, with the minor difference
that the constant Cu now depends also on the chosen set {δn}n=0...N .
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The proof of this theorem being very close to the one of Theorem 2 (given in Appendix C), we only
underlined the key changes in Appendix D.

Eventually, note that these new spaces have all the implementation-related properties discussed in the
previous section 3.2, and in particular static condensation can be applied.

4.3. Choice of the local enrichment

A set {δn}n=1...N adapted to our problem, and the corresponding enriched space, are defined by requir-
ing that the functions of the enrichment family Ψk,δn (27) are approximate solutions of the homogeneous
Webster’s equation (24) in each element In. We therefore choose:

δn =
1

2

A′(xn−1/2)

A(xn−1/2)
, (30)

where xn−1/2 is the center of the element In. In this way, the enrichment functions satisfy (24) at x = xn−1/2,
taken as a relation which links their values and those of their derivatives.

When A′ is not known analytically, e.g. if A is given as a set of points rather than a function, approxi-
mations of the definition (30) of δn can be used, e.g.

δn ≈
1

2

A(xn)−A(xn−1)

hnA(xn−1/2)
. (31)

Geometrically, this enrichment may be seen as an approximation of the profile A by a piecewise-exponential
profile, while the uniform enrichment of the previous section would correspond to a piecewise-constant
profile.

Remark 6. With reference to [20, 28], our choices of enrichment families and set of parameters may also
be justified as follows: (i) approximate the relevant variable coefficient of Webster’s equation (which is here
A′/A and not A) by its 0-th order Taylor expansion in each element, and (ii) enrich the FE space with the
basis of solutions to the obtained approximated equation.

4.4. Numerical illustrations

To determine the advantages of the exponential-enriched space, we first compare the convergence be-
haviors of solutions for three simple profiles. We then address a more complex, multi-domain profile. In all
cases, we still consider only clamped–clamped bars (8) with u? = 1. Since the influence of an oscillating
force has already been studied for the sine-enriched space, we keep f = 0 in this part. Hereinafter, the
locally enriched solution is noted uk,δe .

Convex versus concave profiles. Since the enrichment that we propose is geometrically interpreted as a local
approximation by a convex exponential profile, we asked ourselves the question of its efficiency for convex
or concave profiles, compared to the sine-enriched space corresponding to a constant profile. We therefore
compute the approximated solutions in a mono-domain bar of length L = 10 for three profiles: quadratic,
linear and sinusoidal. For the sinusoidal profile A(x) = A0 sin2(ax + b), we impose ax + b ∈ [π/4, π/2] for
the profile to be concave everywhere, then set A0 = 2, and finally require that A(0) = 1 and A(L) = 2 to
define the other profiles, as specified in Figure 10.

The associated H1 errors are plotted in Figure 11. On these examples, the exponential-enriched solution
follows closely the behavior of the sine-enriched one, with a better precision in the convergence regime in
all cases. More precisely, in this convergence regime, we observe a fixed ratio between the numerical errors,
i.e. there exists a profile-dependent multiplicative constant CA such that:

E(uk,δe ) ≈ CAE(uke) for h > h0, with 0 < CA < 1. (32)

As expected from the geometrical interpretation of the enrichment, the best improvement is obtained for
the convex quadratic profile: we measure CA ≈ 0.5 for the quadratic profile, CA ≈ 0.65 for the linear profile
and CA ≈ 0.8 for the sinusoidal profile.
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Figure 10: Profiles for mono-domain bars. From left to right, quadratic, linear and sinusoidal profiles.
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Figure 11: H1 relative errors associated with quadratic (left), linear (middle) and sinusoidal (right) profiles for sine-enriched
(red) and exp-enriched (pink) spaces, and several wavenumbers.

Multidomain bar. For a final illustration, we chose the multidomain configuration represented in Figure 12,
in which straight subdomains alternate with stiff quadratic connections. We show in Figure 13 a solution in
the particular case of a (cc) bar for low resolution λ/h ≈ 0.8. The exponential-enriched solution is seen to be
closer to the exact solution than the sine-enriched solution, and both are better than the polynomial solution,

as confirmed by the discrete H1 errors: one finds E(uk,δe ) = 7.5%, while E(uke) = 18% and E(u
(5)
h ) = 66%.

In the same configuration, the discrete H1 error is plotted in Figure 14 for several resolutions and
wavenumbers. As expected, the convergence order is the same for all families, while for k = 2 we note
a quite long transition regime. We retrieve the k-dependent error for fixed resolutions. In all cases, the
exponential enrichment brings a clear improvement compared to the previous sine-enriched family, with
again a factor CA ≈ 0.5 between the two errors.

We underline that the improvement brought by the exponential-enriched space is obtained with almost no
additional computational cost compared to the sine-enriched space. Indeed one additionally has to compute
the parameters δn using (30) or (31), and the basis functions are a bit more involved to evaluate, but theses
cost are negligible with respect to the cost of solving the linear systems for large N .

5. Discussion and possible extensions

5.1. On the relevance of high wavenumbers in Webster’s equation

For the numerical illustrations in the previous sections, we increased the dimensionless wavenumber until
k = 50 to show the consistency of our approach at high wavenumbers. However, such wavenumbers are not
relevant for many physical phenomena modeled by Webster’s equation.

For instance, for the bar model (see Appendix A) the physical wavelength for k = 50 would be
λ̄ = 2πrc/k ≈ rc/10, i.e. the transverse characteristic length rc would be ten wavelengths long. This
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Figure 13: Exact displacement and FE approximations in the multidomain bar for k = 2. There are two elements in each
straight subdomain, and one in each connection (for a total of N = 11 elements), so that h = maxn hn = 4 and the resolution
is λ/h ≈ 0.8.
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is significantly too large for the assumptions underlying the 1D bar model to hold, since at such a frequency
other vibration modes with transverse direction of propagation are activated inside the structure. Similarly,
Webster’s equation is derived from three-dimensional problems in ducts and waveguides by [15] and [26]
under low-frequency assumptions.

The computations performed for large wavenumbers k must therefore be seen as a proof of concept rather
than physically significant simulations.

5.2. Possible choices of geometrical enrichment

Using the exact solutions of Webster’s equation for various profiles, given in Appendix A and elsewhere,
one can easily use another enrichments than the one corresponding to an exponential profile. The enrichment
family Ψk,δ (27) should be replaced by the family of solutions corresponding to the chosen profile (e.g. Bessel
functions for linear profiles Aα(x) = A0(1 + αx)), and the additional functions (28) should be modified
appropriately by ensuring they still vanish at the extremities of the element.

Then, to define the locally enriched space, one should compute a relevant parameter (e.g. the slope α
for an enrichment corresponding to a linear profile) for each element. Using our criterion, the zeroth-order
Taylor expansion of A′/A should match with the one of the enrichment profile (e.g. αn should be determined
by A′α/Aα = αn/(1 + αnx) = A′/A at x = xn−1/2). The implementation of such a space would be exactly
the same as the one of the exponential-enriched space, while its interpolation properties would likely depend
on the type of profile which is approximated, as we observed in Section 4.4 for the exponential-enriched
space.

Following Remark 6, another possible extension is to look for an enrichment profile that matches a higher-
order Taylor expansion of A′/A in each element, but in this case the enrichment family corresponding to
this profile may not be analytical.

5.3. Advantages of the wavenumber-dependent error at fixed resolution

We observed in Figures 5 and 14 that the enriched spaces not only have a convergence threshold h0

larger than the one of the fifth-order polynomial space, but that the error decreases with the wavenumber
k for a given resolution λ/h. In other words, as one increases the wavenumber, a fixed resolution is not
needed to keep a given precision. One can even expect to reach the same precision for two computations
made at different frequencies while keeping the same mesh size and the same number of basis functions.
By comparison, using polynomial spaces Pp would require to keep the same resolution (i.e. a mesh size of
O(k−1)) if the degree p is fixed, or to increase this degree if the mesh size is fixed as described in e.g. [25].

From a theoretical point of view, an interesting but possibly quite difficult perspective is the analysis of
the above properties, that would support and complete the empirical observations we made in this paper.
More precisely, one could focus on (i) the quantification of the threshold associated with the enriched spaces
and (iii) the computation of the convergence rate in terms of k for a fixed resolution, that was empirically
found to be O(k−2) for the quadratic profile studied in Section 3.3 (Figure 5).

From a more computational point of view, this behavior may have major advantages when one has interest
in considering several different wavenumbers, or more generally several characteristic lengths for a given
problem, which occurs in many situations. Examples of such situations include (i) transient excitation having
several components in the frequency domain, for which the solution may be computed by superposition, (ii)
force density introducing an additional characteristic length in the problem, as seen in Section 3.3 or (iii) more
complex models such as the Timoshenko system for which several wavenumbers intervene simultaneously for
each frequency of excitation. Situations (ii) and (iii) are discussed in more detail in the following subsections.

5.4. Extension to higher-order polynomial-enriched spaces

In this paper, we presented spaces P1,4, whose elementary bases are built by adding four internal functions
to the P1 polynomial basis, which results from our choices of using the “half-hat” partition of unity and
families of two enrichment functions. By building on this work, it is now easy to define higher-order spaces.

On the one hand, one can increase the order of the initial polynomial basis from 1 to p, by adding the
following p−1 polynomials from the hierarchical Lobatto basis in the elementary basis. With the enrichment
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given in the previous sections, one would obtain a space Pk,δp,4 which is expected to have the same asymptotic
convergence rate than Pp+4 in terms of h, while keeping a better convergence threshold and a k-dependent
behavior thanks to the enrichment. In other words, we can expect such spaces to combine the advantages of
the p-FEM specified in e.g. [18, 25] (and notably the exponential convergence as p increases) and the ones
described in this paper.

On the other hand, the size of the enrichment family may be increased from 2 to q, by incorporating
2q additional functions {ϕm±}m=1...q in the enriched basis instead of the four functions we used. The first
idea that comes to the mind is to use the same kind of enrichment families but with several wavenum-
bers instead of just one, where the additional “wavenumbers” should be determined from other physical
or numerical characteristic lengths. As a simple example, if the “wavenumber” kp corresponding to the
characteristic length of the variable force density considered in Section 3.3 was taken into account by adding
{sin(kpx), cos(kpx)} to the enrichment family, the particular solution would be embedded in the approxima-
tion space. For more complex source term f , approximate solutions of Webster’s equation with a suitable
local approximation of f may be used to locally enrich elementary bases.

Eventually, these two ideas might be combined to build general spaces Pp,2q. For all these spaces, nodal
values would still be associated with the P1 basis functions only (i.e. all the other basis functions would be
supported by one element only and would vanish at the nodes) and therefore static condensation would be
applicable.

5.5. Application to the Timoshenko system

Next, one might wonder if the results of this paper are adaptable to more complex settings and models
than the one-dimensional wave equation that we considered.

A natural first step would be to focus on the transverse vibrations of thin structures, modeled by the
Timoshenko system [12, Sect. 3.4]. As there are very few closed-form analytical solutions to the Timoshenko
system when the beam is heterogeneous (see e.g. [29] for up-to-date works), obtaining an efficient numerical
method may indeed be of significant practical interest. This problem is also one-dimensional in the sense
that the fields still depend only on the longitudinal coordinate x, but it features additional key challenges
including (i) a coupled system of equations driving the transverse displacement and the section rotation
angle, (ii) two relevant variable geometrical parameters (the area of the cross-section and its quadratic
momentum) and consequently (iii) two distinct wavenumbers for each frequency of excitation. Note that
the point (iii) a priori indicates that enriched spaces embedding four enrichment functions should be used,
i.e. spaces of the type Pp,8 with the notation introduced above in Section 5.4.

5.6. About the extension to higher dimensions

Another important extension would be the transposition of our methods to two- or three-dimensional
problems. In these cases, the space of solutions to time-harmonic wave equations e.g. −div(A∇u)−Ak2u = f
is of infinite dimension, contrarily to the two-dimensional space of solutions in 1D, whose basis can be
approximated with the enrichment families Ψk,δ (27). Consequently, we do not expect our arguments to
remain valid for any problem, and in particular replacing straightforwardly the PU by its higher-dimensional
counterpart and the enrichment families by {e±ik·x}, with k = kd a given wavevector in the direction d,
is not expected to produce efficient FE spaces. Indeed, an entire collection of Nw plane waves in different
directions {dp}p=1...Nw

must generally be used to capture such a solution when the only a priori available
information is its wavenumber, see again [23] and the references therein.

We therefore think that our ideas may be applied if one deals with problems that feature a known
directionality, or is able to obtain some additional information about relevant enrichment directions in each
element. The most classical example of a problem with an intrinsic directionality is the scattering (or the
transmission) of a plane wave eikdi·x by an obstacle. In this case, the direction di of the incident wave is
privileged, and the knowledge of this direction may be used to fasten existing numerical methods designed
to solve arbitrary wave problems. As an example among other, let us quote the microlocal discretization of
[1], which is designed precisely to deal with high-frequency scattering problems by incorporating explicitly
the incident wavevector ki = kdi in the finite element spaces while using a boundary element method. On
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the other hand, for an arbitrary wave problem, the ideas of the microlocal analysis can also be exploited
to extract a privileged direction from a wavefield at a given points. For instance, the recent work [11], to
which we refer for more references on microlocal analysis, builds an enriched finite element space thanks
to the information extracted from the solution of a low frequency problem featuring the same propagation
medium and source term.

6. Conclusion

In this work, we presented new spaces and corresponding bases of enriched finite elements to deal with
one-dimensional time-harmonic wave problems with spatially variable coefficients, modeled with Webster’s
equation. A first basis embeds the knowledge of the frequency of vibration through a global enrichment by
sines and cosines. It is built following the partition of unity method but using “half-hat” functions as the
partition of unity, which permits an easy comparison with a classical fifth-order polynomial basis: our basis
is implemented identically in the finite element framework and the corresponding solution is proven to have
the same convergence rate. Static condensation is possible and therefore the computational cost is close for
both bases. Preliminary numerical studies emphasize the large improvement of the convergence threshold
brought by our basis, for which convergence begins for low resolutions (λ/h < 1), and its dependency on
the frequency for fixed resolution, so that the solution converges faster at high frequencies.

We then incorporated an additional information on the geometrical heterogeneity and generalized our
first basis to a whole family of “exponentially-enriched” bases, that were used to build a locally enriched
space. With a very slight increase of the computational cost compared to the previously studied bases, we
observed a stable decrease of the error in the convergence regime, up to 50% depending on the nature of the
approximated profile.

Some relevant points encountered during the study were finally discussed, along with several possible
extensions.

Acknowledgments

The authors acknowledge the support of the Centre Henri Lebesgue ANR-11-LABX-0020-01 provided
through a post-doctoral fellowship to R. Cornaggia. They also thank the reviewers for their numerous and
relevant comments and corrections.

Appendix A. Webster’s equation: derivation for geometrically heterogeneous bars and exist-
ing exact solutions

Consider a straight bar made of a homogeneous material characterized by density ρ and Young’s modulus
E, and whose cross-section has a variable area A(x̄) depending on the longitudinal coordinate x̄. The
quantities of interest are the longitudinal displacement ū(x̄) of the medium axis of the bar, and the traction
σ̄(x̄) applied on the cross-sections, which are linked by the classical linear elastic constitutive relation
σ̄(x̄) = EA(dū/dx̄)(x̄). When a linear force density f̄(x̄) is applied, the equilibrium of the bar is written
(see e.g. [12, Chap.2]):

− ω̄2ρAū =
d

dx̄

(
EA

dū

dx̄

)
+ f̄ . (A.1)

To work with non-dimensional quantities only, we introduce the fixed characteristic cross-section Ac > 0
(which can be e.g. Ac = A(0), or the mean value of A along the bar) and the characteristic radius rc =

√
Ac.

Using also the constant longitudinal wavespeed c =
√
E/ρ, we define non-dimensional counterparts of the

various parameters and fields used in (A.1):

x =
x̄

rc
, u =

ū

rc
, k = rc

ω̄

c
, f =

f̄

Erc
, and σ =

σ̄

EAc
, (A.2)
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while the dimensionless counterpart of the cross-section is the strictly positive function A defined by:

A(x̄) = AcA(x), that is A(x) = A(rcx)/Ac. (A.3)

The constitutive relation becomes σ = Au′ and the equilibrium equation (A.1) written in terms of these
new variables is Webster’s equation:

− k2Au = (Au′)′ + f. (A.4)

Analytical solutions of this equation are available in the literature for specific profiles A. Without
pretension of exhaustivity, we give here some solutions corresponding to the profiles used in the numerical
examples. These solutions were also derived by other authors, see e.g. [8] for a historical review of Webster’s
equation.

Linear profiles A(x) = x are addressed in [12, Sec. 2.5.1], and the associated solution is given in terms

of Bessel functions (J0, Y0) or Hankel functions (H
(1)
0 , H

(2)
0 ):

u(x) = c1J0(kx) + c2Y0(kx) or u(x) = c1H
(1)
0 (kx) + c2H

(2)
0 (kx), (c1, c2) ∈ C2. (A.5)

A more general expression A(x) = A0(1 + αx) with α ∈ R is also addressed, in which case one obtains:

u(x) = c1J0

(
k

α
(1 + αx)

)
+ c2Y0

(
k

α
(1 + αx)

)
. (A.6)

For a quadratic profile A(x) = x2, the wave equation with constant coefficients is also shown in [12] to
be satisfied by xu (i.e. (xu)′′ + k2(xu) = 0), so that the solution basis for u is {cos(kx)/x, sin(kx)/x}. [2]
shows that the same approach can be applied to more general profiles of the form A(x) = A0(1 + αx)2, in
which case:

u(x) =
c1 sin(kx) + c2 cos(kx)

1 + αx
. (A.7)

Eventually, [22] generalizes these solutions to any profile of the form A(x) = A0 (1 + αx)
n

for n ∈ R\{0}.
The associated solutions depend on whether the index m = (1− n)/2 is an integer or not, as follows:

u(x) = (1 + αx)
m

[
c1Jm

(
k

α
(1 + αx)

)
+ c2Ym

(
k

α
(1 + αx)

)]
when m ∈ Z,

u(x) = (1 + αx)
m

[
c1Jm

(
k

α
(1 + αx)

)
+ c2J−m

(
k

α
(1 + αx)

)]
when m /∈ Z.

(A.8)

They also deal with sinusoidal profiles A(x) = A0 sin2(ax + b). Using the change of unknown y(x) =
u(x) sin(ax+ b), one finds that y′′ + (k2 + a2)y = 0, and therefore:

u(x) =
c1 sin(k̂x) + c2 cos(k̂x)

sin(ax+ b)
, with k̂ =

√
k2 + a2. (A.9)

For completeness, we also note that general polynomial profiles (not limited to powers of (1 + αx)) are
addressed in [7], but in this case the displacement is less conveniently expressed as an infinite polynomial
expansion whose coefficients satisfy recurrence relations.

Finally, for a bar that can be decomposed into subdomains whose cross-section areas have the above pro-
files, and still when f = 0, the solution is obtained by (i) writing the displacement u as a linear combination
of the two functions of the basis corresponding to the current profile in each subdomain, (ii) enforcing the
transmission conditions (displacement and traction continuity) at each interface between two subdomains
and (iii) enforcing the boundary conditions.
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Appendix B. Hierarchical basis of Lobatto polynomials

Using the notation of [17, Sec. 4.7], the Lobatto basis functions for p-th order polynomial elements are
defined on a reference element [−1, 1] as:

N1(ζ) =
1− ζ

2
, Nl(ζ) =

√
2l − 1

2

∫ ζ

−1

Pl−1(t)dt for l = 2 . . . p, and Np+1(ζ) =
1 + ζ

2
, (B.1)

where N1 and Np+1 are the restrictions of hat functions to the element and the {Nl}l=2...p are the Lobatto
polynomials, defined from the Legendre polynomials Pn. Their explicit expressions up to l = 5 are:

P1(t) = t, N2(ζ) =

√
6

4
(ζ2 − 1),

P2(t) =
1

2
(3t2 − 1), N3(ζ) =

√
10

4
ζ(ζ2 − 1),

P3(t) =
1

2
(5t3 − 3t), N4(ζ) =

√
14

16
(ζ2 − 1)(5ζ2 − 1),

P4(t) =
1

8
(35t4 − 30t2 + 3), N5(ζ) =

3
√

2

16
ζ(ζ2 − 1)(7ζ2 − 3).

(B.2)

In our case, the reference element is [0, 1], so the definition of basis functions includes the additional change
of variable ζ = 2ξ − 1, ξ ∈ [0, 1].

Appendix C. Proof of Theorem 2

As often, the proof is constructive: given an arbitrary function u continuous on [0, L] and such that
u|In ∈ C6(In) for all the elements In, we will build an approximation wh ∈ Pk1,4 of u that satisfies the same
inequalities than the infimum of equation (19) but with a different constant Cu. We first (i) specify our
choice of wh, then (ii) study the elementary error associated with this choice and finally (iii) conclude by
summing these errors on all the elements. In this proof, the Cj , with j ∈ N∗, denote positive constants
whose precise evaluation is not needed.

(i) Construction of wh: first recall from (17) that wh is written:

wh =
N∑
n=0

w0
nϕ

0
n +

N∑
n=1

2∑
m=1

(
wm+
n−1ϕ

m+
n−1 + wm−n ϕm−n

)
. (C.1)

Our first requirement is quite intuitive: wh should interpolate u at each node xn, i.e.

wh(xn) = w0
n = u(xn). (C.2)

Four degrees of freedom per element In are yet to be determined, corresponding to the internal functions
[ϕ1−
n , ϕ1+

n−1, ϕ
2−
n , ϕ2+

n−1]. To lighten a bit the notation, we focus on an element In in which we note W =
[w1− w1+ w2− w2+]T the vector of internal values. We also note ũ and w̃ the restrictions of u and wh to
In, taken as functions of the scaled variable ξ = (x− xn−1)/hn ∈ [0, 1]:

ũ(ξ) = u(xn−1 + hnξ),

w̃(ξ) = (1− ξ)ũ(0) + ξũ(1) +
[
w1−ϕ1− + w1+ϕ1+ + w2−ϕ2− + w2+ϕ2+

]
(ξ; k, hn),

(C.3)

where the node interpolation requirement is included in the definition of w̃ and translates into ũ(0) = w̃(0)
and ũ(1) = w̃(1), and the internal functions (also expressed in terms of ξ) are:

ϕ1−(ξ; k, h) = ξ sin(kh(ξ − 1)), ϕ1+(ξ; k, h) = (1− ξ) sin(khξ),

ϕ2−(ξ; k, h) = ξ (cos(kh(ξ − 1))− 1) , ϕ2+(ξ; k, h) = (1− ξ) (cos(khξ)− 1) .
(C.4)
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Pursuing our construction of the local approximation w̃, the internal values gathered in W are fixed by
imposing the equality of the derivatives of ũ and w̃ at ξ = 0, up to the fourth derivative, i.e. w̃(p)(0) =
ũ(p)(0), p = 1 . . . 4. This is written as the linear system:

M ·W = U, with M =


−s β c− 1 0
2c −2 2s −β
3s −β −3c 3
−4c 4 −4s β

 and U =


ũ′(0)− (ũ(1)− ũ(0))

ũ′′(0)/β
ũ(3)(0)/β2

ũ(4)(0)/β3

 . (C.5)

where we used the notations β = khn, c = cosβ and s = sinβ for compactness. The matrix M is always
invertible, as its determinant det(M) = β(6 sinβ−β(2 cosβ+4)) is strictly negative for any β > 0. Therefore,
W and w̃ are uniquely determined by (C.5).

(ii) Evaluation of the elementary error: we then focus on the error e := ũ − w̃. As e(p)(0) = 0 for
p = 0 . . . 4 by construction, we have, using Taylor expansions with integral remainders:

e(ξ) = e(5)(0)
ξ5

5!
+

∫ ξ

0

e(6)(t)

5!
(ξ − t)5 dt and e′(ξ) = e(5)(0)

ξ4

4!
+

∫ ξ

0

e(6)(t)

4!
(ξ − t)4 dt. (C.6)

Moreover, we have e(1) = 0 (still by construction). We can therefore compute e(5)(0) by setting ξ = 1 in
the expression of e(ξ) given above, then express e′(ξ) using only the sixth derivative e(6) as:

e′(ξ) =
1

4!

[
−
(∫ 1

0

e(6)(t)(1− t)5 dt

)
ξ4 +

∫ ξ

0

e(6)(t)(ξ − t)4 dt

]
. (C.7)

Finally, we can bound |e′(ξ)| in [0, 1] by:

|e′(ξ)| ≤ 1

4!

[(∫ 1

0

∣∣∣e(6)(t)(1− t)5
∣∣∣ dt

)
ξ4 +

∫ ξ

0

∣∣∣e(6)(t)(ξ − t)4
∣∣∣ dt

]

≤ 1

4!

[∫ 1

0

∣∣∣e(6)(t)(1− t)5
∣∣∣ dt+

∫ 1

0

∣∣∣e(6)(t)(ξ − t)4
∣∣∣ dt

]
(because ξ4 ≤ 1)

≤ 1

4!

[
C1‖e(6)‖L2(0,1) + C2‖e(6)‖L2(0,1)

]
(using Cauchy–Schwarz inequalities)

≤ C1 + C2

4!
‖e(6)‖L2(0,1).

(C.8)
Consequently, we have ‖e′‖2L2(0,1) ≤ C3‖e(6)‖2L2(0,1). Coming back to the functions u and wh, i.e. after the
change of variable x = xn−1 + hnξ, this inequality translates into:

‖u′ − w′h‖2L2(In) ≤ C3h
10
n ‖u(6) − w(6)

h ‖
2
L2(In). (C.9)

Since (u− wh)(xn−1) = 0 we can apply the Poincaré inequality in In to evaluate the L2 error:

‖u− wh‖2L2(In) ≤ h
2
n‖u′ − w′h‖2L2(In) ≤ C3h

12
n ‖u(6) − w(6)

h ‖
2
L2(In). (C.10)

We now need to work on the norm ‖u(6) − w(6)
h ‖2L2(In) to study its dependency on hn. We begin by the

decomposition:

‖u(6) − w(6)
h ‖

2
L2(In) ≤ ‖u

(6)‖2L2(In) + ‖w(6)
h ‖

2
L2(In) + 2‖u(6)‖L2(In)‖w

(6)
h ‖L2(In)

≤ ‖u(6)‖2L2(In) + ‖w(6)
h ‖

2
L2(In) + 2h1/2

n max
x∈In

∣∣∣u(6)(x)
∣∣∣ ‖w(6)

h ‖L2(In).
(C.11)
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The norm ‖w(6)
h ‖L2(In) deserves attention, as wh|In is defined through the inversion of the linear system

(C.5), in which hn appears both in the matrix M and the right-hand side U . We solved this system using
the symbolic calculus software Maple, collected the leading-order terms arising from the product M−1U
(using the Taylor expansion of the first term of U when necessary), and found:

w1− = −1

2

(
3
u(5)(xn−1)

k5
+ 5

u(3)(xn−1)

k3

)
+

5

4

u′′(xn−1)

k2
hn +O(h2

n),

w1+ = −1

2

(
3
u(5)(xn−1)

k5
+ 5

u(3)(xn−1)

k3

)
− 1

4

(
2
u(4)(xn−1)

k3
+
u′′(xn−1)

k

)
hn +O(h2

n),

w2− = −u
(4)(xn−1)

k4
− 2

u′′(xn−1)

k2
−
(
u(5)(xn−1)

k4
+ 2

u(3)(xn−1)

k2

)
hn +O(h2

n),

w2+ = −u
(4)(xn−1)

k4
− 2

u′′(xn−1)

k2
.

(C.12)

Computing the L2-norm of w
(6)
h finally gives:

‖w(6)
h ‖L2(In) = h1/2

n Fu(xn−1) +O(hn) with Fu(x) := k2
∣∣∣k2u′′(x) + 2u(4)(x)

∣∣∣
≤ C4h

1/2
n Fu(xn−1) for any C4 > 1 and hn small enough,

(C.13)

and (C.11) becomes:

‖u(6) − w(6)
h ‖

2
L2(In) ≤ ‖u

(6)‖2L2(In) + C2
4hn

[
Fu(xn−1)

(
Fu(xn−1) + 2 max

x∈In

∣∣∣u(6)(x)
∣∣∣)] for hn small enough.

(C.14)

(iii) Conclusion on the whole domain: summing the inequality (C.9) over all the elements, one obtains

N∑
n=1

‖u′ − w′h‖2L2(In) ≤ C5h
10

{
LDu +

N∑
n=1

‖u(6)‖2L2(In)

}
for h small enough, (C.15)

where h := maxn hn and Du := maxx∈∪nIn Fu(x)
(
Fu(x) + 2

∣∣u(6)(x)
∣∣) depends only on u. A similar inequal-

ity for the L2 misfit, but with h12 instead of h10, is obtained in the same way by summing the inequality
(C.10). Finally, Theorem 2 is proven by taking the square roots of these inequalities, and then claiming that
the error reached by taking the unknown best interpolant in Pk1,4 is inferior to the one obtained above with
a specific choice of wh.

Remark 7. The assumption u ∈ C6(In) rather than u ∈ H6(In), apart from its physical relevance discussed

after Theorem 2, comes from the need to evaluate ‖w(6)
h ‖L2(In). More precisely, it intervened in (C.11) where

replacing the estimate ‖u(6)‖L2(In) < h
1/2
n maxx∈In

∣∣u(6)(x)
∣∣ by just ‖u(6)‖L2(In) < C for some C > 0 would

have caused the lost of a half-order in the final result.

Remark 8. Our choice for the construction of wh, which implied “asymmetric” requirements (equality of
derivatives at left end of each element), was made to simplify the ensuing computations, and notably the
Taylor expansions (C.6). It is certainly not optimal, in the sense that the bracketed term in (C.15) does not
provide the optimal constant Cu that appears in Theorem 2.
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Appendix D. Elements of proof of Theorem 3

We provide here the main changes compared to the proof for the sine-enriched space, and check that the
key steps are still valid. The internal additional functions of the enriched basis are:

ϕ̃1−(ξ; k, δ, h) = ξe−δh(ξ−1) sin
(
k̃h(ξ − 1)

)
,

ϕ̃1+(ξ; k, δ, h) = (1− ξ)e−δhξ sin
(
k̃hξ

)
,

ϕ̃2−(ξ; k, δ, h) = ξ
(
e−δh(ξ−1) cos

(
k̃h(ξ − 1)

)
− 1
)
,

ϕ̃2+(ξ; k, δ, h) = (1− ξ)
(
e−δhξ cos

(
k̃hξ

)
− 1
)
.

(D.1)

The matrix M̃ and RHS Ũ arising form the requirement of equal derivatives at ξ = 0 are defined similarly
to (C.5), except that the lines of M̃ are not homogeneous in β̃ := k̃hn anymore and therefore Ũj = ũ(j) for

j = 2 . . . 4 (no division by β̃j−1). In particular, the determinant of M̃ is:

D̃(β̃, d) = −2ed(d2 + β̃2)β̃

×
(

2β̃3ed
[
β̃2 + d2 − 4d

]
+ β̃ cos(β̃)

[
β̃4 + 8dβ̃2 − d4

]
+ sin(β̃)

[
β̃4(2d− 3) + 2β̃2d2(3 + d) + d4

])
, (D.2)

where d = δhn. This time, this determinant is not always sign-definite, in particular it might oscillate when
δ < 0 and β̃ varies. This is not surprising, as the sign of δ introduces a “directionality” in the enriched
basis that does not exist for polynomial or sine-enriched bases. For the proof to remain valid we therefore
introduce an additional requirement: when δn < 0, the equality of derivatives must be imposed at ξ = 1
rather than ξ = 0. In this case, by the change of variable ξ̃ = 1− ξ and thanks to the symmetry of the basis
functions (D.1), one sees that we obtain a system identical to the one obtained for δ > 0.

Finally, after solving the linear system, we checked that the estimate (C.13) of ‖w(6)
h ‖L2(In) still holds,

i.e. that ‖w(6)
h ‖L2(In) = (hn)1/2F̃u +O(hn) for some function F̃u that does not depend on hn.
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