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PITMAN TRANSFORMS AND BROWNIAN MOTION IN THE

INTERVAL VIEWED AS AN AFFINE ALCOVE

PHILIPPE BOUGEROL AND MANON DEFOSSEUX

Abstract. Pitman’s theorem states that if {Bt, t ≥ 0} is a one dimensional
Brownian motion, then {Bt − 2 inf0≤s≤tBs, t ≥ 0} is a three dimensional
Bessel process, i.e. a Brownian motion conditioned to remain forever pos-
itive. This paper gives a similar representation for the Brownian motion
conditioned to remain in a given interval. Due to the double barrier con-
dition, this representation is more involved and only asymptotic. One uses
the fact that the interval is an alcove of the Kac-Moody affine Lie algebra

A
(1)
1 , the Littelmann path approach of representation theory and a dihedral

approximation.

Résumé. Le théorème de Pitman affirme que si {Bt, t ≥ 0} est un mou-
vement brownien unidimensionnel, alors {Bt − 2 inf0≤s≤tBs, t ≥ 0} est un
processus de Bessel de dimension trois, c’est-à-dire un brownien conditionné
à rester positif. Nous donnons dans cet article une représentation analogue
pour le brownien conditionné à rester dans un intervalle donné. En raison
de la présence de deux extrémités, cette représentation est plus compliquée
que celle du théorème original. Nous utilisons le fait que l’intervalle est une

alcôve pour l’algèbre de Kac-Moody affine A
(1)
1 , l’approche par le modèle de

chemins de Littelmann de la théorie des représentations et une approximation
diédrale.

couleurs de la corde
dépôt de cette image
cristaux du temps
traces d’espace
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1. Introduction

1.1. The probability transition of the Brownian motion conditioned to stay
positive forever is the Doob transform of the difference of two heat kernels. This
is a consequence of the reflection principle at 0. Pitman’s theorem [33] of 1975
gives the path representation of this process as

PB(t) = Bt − 2 inf
0≤s≤t

Bs,

where B is a standard Brownian motion with B0 = 0. The transform PB is
written with the reflection at 0. Consider now a Brownian motion conditioned
to stay in the interval [0, 1] forever. Is it possible to write it as a path transform
of a Brownian motion B by some kind of folding? The conditioned process can
be seen as the Doob transform of the Brownian motion killed at 0 and at 1. Its
probability transition is an alternating infinite sum which can be obtained by
applying successive reflection principles at 0 and at 1 (method of images). It
is therefore natural to ask if Pitman’s theorem has an analogue for the condi-
tioned process in the interval written with two similar transforms at 0 and 1,
maybe repeated an infinite number of times. The main result of this article is
to show that, to our surprise, this is not exactly the case. A small correction (a
Lévy transform) has to be added: this is due to the non differentiabilty of the
Brownian motion. Interestingly, the same correction also occurs in an asymp-

totic property of the highest weight representations of the affine Lie algebra A
(1)
1 .

Hence there are deep links between the trajectories of the Brownian motion and
representation theory of Kac Moody algebras.

1.2. Let us state our main result. We suppose that µ ∈ [0, 1]. We will give in
Section 2.1 a precise definition of the following process.

Notation 1.1. Zµ is a Brownian motion conditioned to stay in [0, 1] forever
such that Zµ0 = µ.
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We consider, for a continuous real path ϕ : R+ → R such that ϕ(0) = 0, for
t ≥ 0,

L1ϕ(t) = ϕ(t)− inf
0≤s≤t

ϕ(s),

P1ϕ(t) = ϕ(t)− 2 inf
0≤s≤t

ϕ(s).

We call them the classical Lévy and Pitman transforms of ϕ. We introduce

L0ϕ(t) = ϕ(t) + inf
0≤s≤t

(s− ϕ(s)),

P0ϕ(t) = ϕ(t) + 2 inf
0≤s≤t

(s− ϕ(s)).

For n ∈ N, we let P2n = P0,L2n = L0 and P2n+1 = P1,L2n+1 = L1. The aim of
this paper is the following representation theorem (see Theorem 7.5).

Theorem. Let µ ∈ [0, 1] and let Bµ
t = Bt+ tµ be the real Brownian motion with

drift µ starting from 0. For any t > 0, almost surely,

lim
n→∞

tLn+1Pn · · · P1P0B
µ(1/t) = lim

n→∞
tLn+1Pn · · · P2P1B

µ(1/t) = Zµt .

1.3. Briefly, the strategy of the proof is as follows. The first step is to linearize
the problem (the reflection at 1 is not linear): we introduce the process A(µ)

which is the space-time Brownian motion B
(µ)
t = (t, Bµ

t ), t ≥ 0, conditioned to
stay in the affine cone

Caff = {(t, x) ∈ R2; 0 < x < t}.

We show that Zµ is the space component of the time inverted process of A(µ),

i.e. A
(µ)
t = (t, tZµ1/t) in distribution. So we will work essentially with A(µ).

We define a sequence of non-negative random processes ξn(t), t ≥ 0, n ∈ N, by

ξn(t) = − inf
0≤s≤t

{s12N(n) + (−1)n−1Pn−1 · · · P0B
µ(s)}.(1.1)

Then

Pn · · · P0B
µ(t) = Bµ

t + 2

n∑
k=0

(−1)k+1ξk(t),(1.2)

and

Ln+1Pn · · · P0B
µ(t) = Pn · · · P0B

µ(t) + (−1)nξn+1(t).(1.3)

We first suppose that µ 6= 0, 1. Then the random variables

ξn(∞) = lim
t→+∞

ξn(t)

are finite a.s. and their distributions have a simple explicit representation with
independent exponential random variables. The properties of ξn(t), n ∈ N, can
be deduced by conditioning arguments. This allows us to show that for all t ≥ 0
the limit of (1.3) exists a.s. and has the distribution of the space component of

A(µ). We also prove that for t > 0, ξn(t) tends to 2 almost surely when n tends to
+∞. This shows that the limit of (1.2) itself does not exist. The boundary cases
µ = 0, 1, are dealt with using the Cameron–Martin–Girsanov (CMG) theorem.

To prove these results, we approximate the space-time Brownian motion B(µ)

by planar Brownian motions with proper drifts and we approximate A(µ) by these
planar Brownian motions conditioned to remain in a wedge in R2 of dihedral
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angle π/m. The dihedral case has been dealt with in Biane et al. [3] and we use
their results. Due to the need of the correction term, the approximation is not
immediate.

1.4. The article is organized as follows. We always suppose that 0 ≤ µ ≤ 1.
In Section 2 we first define rigorously Zµ. Then we define A(µ) the conditioned
space-time Brownian motion with drift µ in the affine Weyl cone Caff. We prove

in Theorem 2.4 that, as processes, A
(µ)
t = (t, tZµ1/t) in distribution. In Section 3

we recall the Pitman representation theorem for planar Brownian motions in a
dihedral cone and show how they approximate A(µ). In Section 4 we introduce
the string parameters in the dihedral case. The analogous parameters {ξn(t), n ∈
N, t ≥ 0} for the space time Brownian motion B(µ) are defined in Section 5
and called the affine string parameters. When µ 6= 0, 1, then ξn(∞), n ∈ N,
are finite and are called the Verma affine parameters. In Section 6 we study
the highest weight process Λ(µ) which is the limit of the image of B(µ) under
the transformation (1.3). It is shown in Section 7 that Λ(µ) equals A(µ) in
distribution. The representation theorem for the Brownian motion Zµ in [0, 1]

follows. In Section 8 we first compute the conditional distribution of B
(µ)
t given

the sigma-algebra σ{Λ(µ)(s), s ≤ t} and then the distributions of L(µ)(∞) and
ξ1(∞). Up to this point we only use probabilistic arguments with no reference
to algebra.

In Section 9, we introduce the infinite dimensional affine Lie algebra A
(1)
1

and show how our results are related to its highest weight representations. We
show that the conditional distribution of the Brownian motion is a Duistermaat
Heckman measure for a circle action. It describes the semiclassical behaviour
of the weights of a representation when its highest weight is large. The Lévy
correction term also occurs in the behaviour of the elements of large weight of
the Kashiwara crystal B(∞), which is of independent interest.

1.5. We have chosen to present the proof of our probabilistic results without
explicit reference to Kac-Moody algebra, so that it can be read by probabilists.
But let us now explain the ideas of representation theory behind the scenes
because this has been a source of inspiration. This may be helpful for some
readers. This also explain our choice of terminolgy (affine cone, string parameter,
highest weight, ...).

At the heart of our approach is the fact that the interval [0, 1] is an alcove for

the Kac-Moody affine Lie algebra A
(1)
1 and that A(µ) can be seen as a process

conditioned to remain in a Weyl chamber. This is linked to highest weight

representations of A
(1)
1 through Littelmann path approach (see [29]).

To give some details, let us first recall the link between Littelmann path theory
for the Lie algebra sl2(C) and the classical Pitman theorem as explained in Biane
et al. [3]. Consider a real line V = Rα where α is the positive root. A path
η in V is a continuous function η : R+ → V such that η(0) = 0. It can be
written as η(s) = ϕ(s)α with ϕ(s) ∈ R, for s ≥ 0. A dominant path is a path
with values in the Weyl chamber, which is here R+α, so that η is dominant
when ϕ(s) ≥ 0 for all s ≥ 0. We fix some t > 0. An integral path on [0, t] is
a piecewise linear path such that 2ϕ(t) and 2 min0≤s≤t ϕ(s) are in Z. Consider
an irreducible highest weight sl2(C)-module with highest weight λ. It has a
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combinatorial description given by a Kashiwara crystal (see Kashiwara [26]).
Littelmann gives a path realization of this crystal (see Littelmann [29]). One
chooses a dominant integral path π on [0, t], such that π(t) = λ. The Littelmann
module is the set of integral paths η on [0, t] such that Pαη(s) = π(s) for all
s ∈ [0, t], where Pα is the path transform defined by

Pαη(s) = (ϕ(s)− 2 inf
0≤u≤s

ϕ(u))α,(1.4)

when η(s) = ϕ(s)α. One recognizes the Pitman transform.
Let us consider now the Littelmann path theory for the affine Lie algebra

A
(1)
1 . This Kac Moody algebra corresponds to the group of loops of Sl(2,C). Let

V = RΛ0 ⊕ RΛ1 ⊕ Rδ be a 3 dimensional real vector space with basis Λ0,Λ1, δ.
We let α0 = Λ0 −Λ1 + δ, α1 = Λ1 −Λ0. In the dual space Ṽ we define α̃0, α̃1 by
requiring that α̃0(δ) = α̃1(δ) = 0 and that (α̃i(αj))0≤i,j≤1 is the Cartan matrix(

2 −2
−2 2

)
.

The Weyl group W is generated by the linear reflections s0, s1 on V defined by

si(v) = v − α̃i(v)αi,

for v ∈ V and i ∈ {0, 1}. They are reflections along the walls of the Weyl
chamber

CW = {tΛ0 + xΛ1 + yδ, 0 < x < t, y ∈ R} ' Caff × R.

In Littelmann’s theory, a path is now a continuous map η : R+ → V such that
η(0) = 0. One defines path transforms Psi , i ∈ {0, 1}, by

Psiη(t) = η(t)− inf
0≤s≤t

α̃i(η(s))αi.

A dominant path is a path with values in the closure of CW and one can define
integral paths on [0, t]. For a fixed t > 0 and an integral dominant path π on
[0, t], the Littelmann module generated by π is the set of integral paths η on
[0, t] for which there exists n ∈ N such that

PsnPsn−1 · · · Ps1Ps0η(s) = π(s)

when 0 ≤ s ≤ t, where s2k = s0 and s2k+1 = s1 for k ∈ N. This gives a de-
scription of the Kashiwara crystal of highest weight π(t) (see Kashiwara [27],
Littelmann [29]). For an integral path η on [0, t] and more generally for a con-
tinuous piecewise C1 path, there is a k ∈ N such that for all n ≥ k,

Psn · · · Ps0η(s) = Psk · · · Ps0η(s),

for 0 ≤ s ≤ t (see Proposition 7.7). This new path is dominant. One can ask
if, similarly to Pitman’s theorem, at least the limit, when n tends to infinity, of
Psn · · · Ps0η exists when η is replaced by a space-time Brownian motion.

We show in this paper that this is not the case, but a slight modification does
converge in V/Rδ to a space-time Brownian motion conditioned to remain in the
affine cone Caff. It will be enough for us to work in the space V/Rδ, so we will
use a space V without δ.

We call the sequence {ξk(t), k ∈ N} defined in (1.1) the affine string parameters
by analogy with the string parameters in the Littelmann model. For integral
paths, they are the string parameters of the corresponding element in the highest
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weight crystal (see Kashiwara [26], Littelmann [30]). Likewise, we call ξk(∞), k ∈
N, the Verma affine string parameters, by analogy with the string parameters
of the crystal B(∞) of Kashiwara associated with the Verma module of highest
weight 0. The fact that we are able to study the affine string parameters from
the Verma ones is reminiscent of the fact that the highest weight crystals are
obtained from B(∞).

1.6. In conclusion we see that the conditioned Brownian motion in the inter-
val, a priori simple, can be studied here thanks to its links with the infinite

dimensional affine Lie algebra A
(1)
1 . It is an example of integrable probability

in the sense of Borodin and Petrov [5]. It is interesting to remark that we use
an approximation by processes which has no direct relation with group theoretic
diffusions, since the dihedral group is not the Weyl group of a semi-simple Lie
algebra (when m ≥ 7). It would be interesting to study the higher rank case

A
(1)
n , n ≥ 2, which occurs in the analysis of n+1 non colliding Brownian motions

on a circle (see Hobson and Werner [21]) or of the eigenvalues of the Brownian
motion on SU(n+ 1). This requires new ideas.

1.7. We always suppose that 0 ≤ µ ≤ 1.

1.8. We thank Philippe Biane, Persi Diaconis and the referees for their advice.

2. Conditioned Brownian motions

2.1. The conditioned Brownian motion in [0, 1]. We recall some known
facts about the Brownian motion conditioned to stay forever in the interval
[0, 1]. It was first introduced by Knight [28] when the starting point is in (0, 1)
and called the taboo process. It was defined there as the limit when t tends to
infinity of a standard Brownian motion starting in the interval, conditioned to
reach the boundary after time t. To define it rigorously in general, let us first
consider the Brownian motion in (0, 1) killed at the boundary. Its generator is
1
2
d2

dx2
with Dirichlet boundary conditions. Its maximal eigenvalue is −π2/2 with

positive eigenvector

h(x) = sin(πx),

called the ground state. We consider the associated h-Doob process {Zt, t ≥ 0}.
It is the Markov process with transition probability density qt(x, y) given by

qt(x, y) =
sin(πy)

sin(πx)
eπ

2t/2ut(x, y),(2.1)

for x, y ∈ (0, 1), where ut(x, y) is the transition probability density of the killed
Brownian motion. It is the diffusion in [0, 1], with infinitesimal generator given
by

1

2

d2

dx2
+ π cot(πx)

d

dx
.(2.2)

By the reflection principle

ut(x, y) =
∑
k∈Z

(pt(x, y + 2k)− pt(x,−y + 2k)),(2.3)
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for x, y ∈ (0, 1), where pt is the standard heat kernel (see Ito and McKean [23],
p.30). Using for instance the Poisson formula (see Bellman [1]) one has,

ut(x, y) =
∑
n∈N

sin(nπx) sin(nπy)e−π
2n2t/2.(2.4)

One sees that 0 and 1 are entrance non–exit boundaries, by scale function tech-
niques for instance. In other words, (Zt) can start from the boundaries 0 and
1 and does not touch them at positive time. Let us remark that Z can also be
defined by the latitude of the Brownian motion on the 3-dimensional sphere (see
Ito and McKean [23], Section 7.15) or by the argument of an eigenvalue of the
Brownian motion in SU(2). The behaviour at the boundaries is also clear from
these descriptions. When Z0 = 0, the entrance density measure starting from 0
is the limit of qt(x, y) when x tends to 0; hence, by (2.4)

qt(0, y) = sin(πy)
∑
n∈Z

n sin(nπy)e−
t
2
π2(n2−1),(2.5)

for any y ∈ (0, 1). The case Z0 = 1 is symmetric.
For µ ∈ [0, 1], we write (Zµt ) for the process Z when Z0 = µ. and we call it

the conditioned Brownian motion process in [0, 1].

2.2. The conditioned space-time Brownian motion in Caff. Let (Bt) be
the standard real Brownian motion starting from 0 and

B
(µ)
t = (t, Bt + tµ)

be the space-time Brownian motion with drift µ. We now define rigorously the
process A(µ)(t), t ≥ 0, which is the process B(µ) conditioned to stay forever in
the affine cone

Caff = {(t, x) ∈ R+ × R+ : 0 < x < t},
starting from (0, 0). It has been introduced and studied in Defosseux [11, 12],

or also [10]. Let {K(µ)
t , t ≥ 0} be the space-time process B

(µ)
t killed at the

boundary of C̄aff. This is the process in the cone with generator ∂
∂t + 1

2
∂2

∂x2
+µ ∂

∂x
and Dirichlet boundary conditions.

We define a theta function ϕµ on R∗+ × R first when µ 6= 0, 1, by

ϕµ(t, x) =
e−µx

sin(µπ)

∑
k∈Z

sinh(µ(2kt+ x))e−2(kx+k2t),(2.6)

for t > 0, x ∈ R. It follows from (2.3) that

ϕµ(t, x) =

√
π√

2t sin(µπ)
u1/t(µ, x/t)e

t
2

(µ−x/t)2 ,(2.7)

which implies by (2.4) that ϕµ(t, x) = ϕ1−µ(t, t− x). By continuity,

ϕ0(t, x) = ϕ1(t, t− x) =
1

π

∑
k∈Z

(2kt+ x)e−2(kx+k2t).

Proposition 2.1. The function ϕµ is a space-time non negative harmonic func-

tion for the killed process K(µ) on Caff, vanishing on its boundary.
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Proof. The fact that ϕµ is harmonic is clear by computation. The boundary
condition ϕµ(t, 0) = 0, resp. ϕµ(t, t) = 0, follows from the change of variable
from k to −k, resp. k to −1− k. It is non negative by (2.7). �

Let us write K
(µ)
t = (t,Kµ

t ) and let wµt ((r, x), (t+ r, .)) be the density of Kµ
t+r

given Kµ
r = x. Using the Cameron-Martin-Girsanov formula (see [25], Theorem

3.5.1) one has

wµt ((r, x), (t+ r, y)) = eµ(y−x)− t
2
µ2w0

t ((r, x), (t+ r, y))(2.8)

and, by Defosseux ([11], Proposition 2.2),

wµt ((r, x), (t+ r, y))

=
∑
k∈Z

e−2(kx+k2r)(eµ(2kr+x)pµt (x+ 2kr, y)− e−µ(2kr+x)pµt (−x− 2kr, y)),

where pµt is the standard heat kernel with drift µ. We define the Markov process

{A(µ)(t), t ≥ 0} in Caff ∪{(0, 0)} as the Doob transform of K(µ) in the following

way: A(µ)(t) = (t, Aµt ) where the distribution of Aµr+t given Aµr = x has the
density

sµt ((r, x), (r + t, y)) =
ϕµ(r + t, y)

ϕµ(r, x)
wµt ((r, x), (r + t, y)),(2.9)

for (r, x), (r + t, y) ∈ Caff, A(µ)(0) = (0, 0), and the entrance density is given by

sµt ((0, 0), (t, y)) = ϕµ(t, y) sin(
y

t
π)e−

1
2t

(y−µt)2 ,(2.10)

for (t, y) ∈ Caff.

Definition 2.2. The process {A(µ)(t), t ≥ 0} is the space-time Brownian motion
conditioned to stay in Caff.

Recall that ut, resp. qt, is the transition probability density of the killed Brow-
nian motion in [0, 1], resp. of Zµ (see (2.1) and (2.3)).

Lemma 2.3. For 0 < x ≤ r ≤ t and 0 ≤ y ≤ t,

u1/r−1/t(y/t, x/r)e
− 1

2t
y2 = w0

t−r((r, x), (t, y))e−
1
2r
x2 ,

and for 0 ≤ x, y ≤ 1,

qt(x, y) =
1√
2πt

eπ
2t/2 sin(πy)e−

1
2t

(y−x)2ϕx(1/t, y/t).

Proof.

u1/r−1/t(y/t, x/r) =
∑
k∈Z

(p1/r−1/t(y/t+ 2k, x/r)− p1/r−1/t(−y/t− 2k, x/r))

=
∑
k∈Z

pr(0, x)

pt(0, y + 2kt)
(pt−r(x, y + 2kt)− pt−r(x,−y − 2kt))

=
pr(0, x)

pt(0, y)

∑
k∈Z

e−2kx−2k2r(pt−r(x+ 2kt, y)− pt−r(−x− 2kr, y)),

gives the first equality. The second one follows from (2.7) and (2.1). �
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Theorem 2.4. The processes {A(µ)(t), t ≥ 0} and {(t, tZµ1/t), t ≥ 0} have the

same distribution.

Proof. For 0 < t1 < · · · < tn, P(t1Z
µ
1/t1
∈ dx1, · · · , tnZµ1/tn ∈ dxn) equals

q 1
tn

(µ,
xn
tn

)q 1
tn−1

− 1
tn

(
xn
tn
,
xn−1

tn−1
) · · · q 1

t1
− 1
t2

(
x2

t2
,
x1

t1
) dx1 · · · dxn.

Identity (2.1) and the first identity of Lemma 2.3 imply that
n∏
k=2

q 1
tk−1

− 1
tk

(
xk
tk
,
xk−1

tk−1
)

= ce
1

2tn
x2n− 1

2t1
x21 sin(πx1/t1)

sin(πxn/tn)

n∏
k=2

w0
tk−tk−1

((tk−1, xk−1), (tk, xk)),

where c is independent of x1, · · · , xn.We conclude by using the second identity
of Lemma 2.3 for q 1

tn

(µ, xntn ) and (2.8),(2.9), and (2.10). �

This implies that A(µ)(t) is really in the interior of the cone for t > 0.

3. Approximation by planar Brownian motions in dihedral cones

In this section we approach the conditioned process A(µ) by planar Brownian
motions conditioned to stay in a dihedral cone.

Definition 3.1. For m ∈ N∗, the convex dihedral cone Cm, with closure C̄m, is

Cm = {(r cos θ, r sin θ) ∈ R2; r > 0, 0 < θ < π/m}.

3.1. Conditioned Brownian motion in a dihedral cone. We will use the
results of Biane et al. [3],[4], that we first recall. We consider V = R2 identified

with its dual Ṽ , equipped with the usual scalar product 〈., .〉. The dihedral group
I(m) is the finite group generated by two involutions sm0 , s

m
1 with the only rela-

tion (sm0 s
m
1 )m = 1. Notice that the exponent m in sm0 and sm1 is not a power but

only refers to the angle of the cone. One chooses two pairs (αm0 , α̃
m
0 ), (αm1 , α̃

m
1 )

in V × Ṽ , associated with the matrix (α̃mi (αmj ))0≤i,j≤1 given by(
2 −2 cos(π/m)

−2 cos(π/m) 2

)
.

Namely, one takes

αm0 = (2 sin(π/m),−2 cos(π/m)), αm1 = (0, 2),

and α̃m0 = αm0 /2, α̃
m
1 = αm1 /2. The following two linear reflections sm0 , s

m
1 of R2,

smi (v) = v − α̃mi (v)αmi , v ∈ R2,

generate the group I(m). With our convention α̃mi (v) = 〈α̃mi , v〉 for v ∈ V . One
has

Cm = {v ∈ R2; α̃mi (v) > 0, i = 0, 1},

and C̄m is a fundamental domain for the action of I(m) on R2. Let γ ∈ C̄m.
The conditioned planar Brownian motion in Cm with drift γ is intuitively given
by the two-dimensional Brownian motion with drift starting from 0 conditioned
to stay in the cone Cm forever. It is rigorously defined in 5.1 of Biane et al. [4]
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(see Proof of Theorem 5.5). The definition is as follows. Let κ
(γ)
t be the semi

group density of the standard planar Brownian motion in Cm with drift γ killed
at the boundary. The function

ψmγ (v) =
∑

w∈I(m)

(−1)det(w)e〈w(γ)−γ,v〉,(3.1)

for γ ∈ C̄m, v ∈ R2, is harmonic positive in Cm, null on the boundary. We
introduce the Doob transform

r
(γ)
t (v1, v2) =

ψmγ (v2)

ψmγ (v1)
κ

(γ)
t (v1, v2),

where v1, v2 ∈ Cm. Let

hm(v) = =((x+ iy)m)(3.2)

for v = (x, y) ∈ R2 (this is the alternating polynomial associated to the dihedral
group I(m), equal to the product of the roots, see Dunkl and Xu [14], 6.2.3).

Definition 3.2. The conditioned planar Brownian motion A
(γ)
m (t), t ≥ 0, in the

dihedral cone Cm with drift γ ∈ C̄m is defined as follows. It is the continu-
ous Markov process with values in Cm ∪ {0} with transition probability densities

r
(γ)
t , t ≥ 0, such that A

(γ)
m (0) = 0, and with entrance probability density at time t

proportional to

hm(v)
ψmγ (v)

hm(γ)
e−

1
2t
〈v,v〉1Cm(v).

Here, ψmγ (v)/hm(γ) is obtained by analytical continuation when hm(γ) = 0
(see Lemma 5.11 in [4]). In particular for γ = 0 the entrance distribution is
proportional to

h2
m(v)e−

1
2t
〈v,v〉1Cm(v)(3.3)

(see (5.1) of [4]).

Another quick manner to define rigorously A
(γ)
m is to use Dunkl processes

and the approach given by Gallardo and Yor in [17]. One considers the Dunkl
Laplacian with multiplicity one associated with I(m). it is given by

∆̃f(v) = ∆f(v) + 2
∑
α∈R+

(
〈α,∇f(v)〉
〈α, v〉

− f(v)− f(σαv)

〈α, v〉2
),

for f ∈ C2(R2), v ∈ R2, where σα is the orthogonal reflection with respect to
{v ∈ R2, 〈α, v〉 = 0}, and where R+ is the set of positive roots. Here ∆ is the
usual Laplacian and ∇ is the usual gradient. Roesler and Voit ([37], Section
3) show that for any γ ∈ R2, there exists a càd-làg process Dγ(t), t ≥ 0, with

generator ∆̃/2 such that Dγ(0) = γ. Let p : R2 → C̄m be the projection where
C̄m is identified with R2/I(m). Then Yγ(t) = p(Dγ(t)) is a continuous process
called the radial Dunkl process. Its norm is a Bessel process of dimension 2(m+1)
([37], Theorems 4.10, 4.11). According to Gallardo and Yor ([17], Section 3.3),
the conditioned Brownian motion in Cm with drift γ ∈ C̄m starting from 0 is
defined as tYγ(1/t). Its probability transitions are given by (25) of [17], which

shows that it coincides in distribution with A
(γ)
m .
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3.2. Pitman representation in a dihedral cone. Let C0(R2) be the set of
continuous path η : R+ → R2 such that η(0) = 0. The following path transforms
are introduced in [3].

Definition 3.3. The Pitman transforms Pmsmi , i = 0, 1, are defined on C0(R2) by

Pmsmi η(t) = η(t)− inf
0≤s≤t

α̃mi (η(s))αmi ,

for η ∈ C0(R2), t ≥ 0.

For each i ∈ N, we take i modulo 2 when we write αmi , α̃
m
i , s

m
i , · · · . Any

w ∈ I(m) can be written (maybe not uniquely) as

w = smir · · · s
m
i1

for some r ≤ m. It is called reduced when r is as small as possible.

Theorem 3.4 (Biane et al. [3]). Let w = smir · · · s
m
i1

be a reduced decomposition
of w ∈ I(m) where i1, · · · , ir ∈ {0, 1}. Then

Pmw := Pmsimr · · · P
m
sim1

depends only on w and not on its reduced decomposition.

There is a unique longest element wm in I(m). It has two reduced decompo-
sitions, namely

wm = smm−1 · · · sm1 sm0 = smm · · · sm2 sm1 .(3.4)

Proposition 3.5 ([3]). For any path η ∈ C0(R2), the path Pmwmη takes values in

the closed dihedral cone C̄m.

The following important theorem is from Biane et al. [4] when γ = 0.

Theorem 3.6. Let W (γ) be the planar Brownian motion with drift γ ∈ C̄m,
identity covariance matrix, starting from the origin. The process PmwmW

(γ) has

the same distribution as A
(γ)
m .

Proof. For 0 < t1 < · · · < tn, and a bounded measurable function F : Rn → R,
the Cameron–Martin–Girsanov formula (see [25], Theorem 3.5.1) gives

E(F (PmwmW
(γ)(t1), . . . ,PmwmW

(γ)(tn))

= E(F (PmwmW
(0)(t1), . . . ,PmwmW

(0)(tn))e−
1
2
〈γ,γ〉tn+〈γ,W (0)

tn
〉).

By Theorems 5.1 and 5.5 of [4] and (3.3) this equals

C E(F (A(0)
m (t1), . . . , A(0)

m (tn))e−
1
2
〈γ,γ〉tn ψmγ (A

(0)
m (tn))

hm(γ)hm(A
(0)
m (tn))

e〈γ,A
(0)
m (tn)〉),

where C is a constant. This implies the theorem by using Definition 3.2. �
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3.3. Approximation of the conditioned space time process. We consider
the space-time process

B
(µ)
t = (t, Bt + tµ)

where B is a standard real Brownian motion starting from 0. Recall that we
always suppose that 0 ≤ µ ≤ 1. For m ∈ N∗, let W (m

π
,µ) be the planar Brownian

motion with drift (mπ , µ). Hence we can write

W (m
π
,µ)(t) = (βt + t

m

π
,Bt + tµ),

where β is a standard Brownian motions independent of B. Let τm : R2 → R2

be defined by

τm(t, x) = (
πt

m
, x),

for (t, x) ∈ R2.

Our first approximation theorem is the following. Recall that A(µ) is the
conditioned space-time Brownian motion in Caff. We use the standard definition
of convergence in distribution for sequence of continuous processes as in Revuz
and Yor ([36], XIII.1).

Theorem 3.7. In distribution, when m tends to +∞,
(i) τmW

(m
π
,µ) converges to B(µ),

(ii) τmPmwmW
(m
π
,µ) converges to A(µ).

The first statement is clear. We will prove the second one after the follow-
ing proposition. Let {Zµt , t ≥ 0} be the conditioned Brownian motion in [0, 1]
starting from µ.

Proposition 3.8. For m ∈ N∗, let X
(m)
t , t ≥ 0, be the R2-valued continuous

process such that X
(m)
m2t

is the conditioned planar Brownian motion in the cone

Cm, with drift γm = m2eiπµ/m. One writes in polar coordinates

X
(m)
t = R

(m)
t exp iπθ

(m)
t ,

R
(m)
t ≥ 0, θ

(m)
t ∈ [0, 1/m]. Then the process mθ

(m)
t , t > 0, tends to Zµ

1/π2t
and the

process R
(m)
t , t ≥ 0, tends to t in distribution when m tends to +∞.

Proof. As seen above in Section 3.1, it follows from Gallardo and Yor [17] that

Yγm(t) = tX
(m)
m2/t

is a radial multidimensional Dunkl process starting from γm.

Therefore R
(m)
m2t

is a Bessel process of dimension 2(m+ 1) with drift m2, starting
from 0. In other words, one can write

(R
(m)
m2t

)2 = (m2t+Bt(1))2 +

2(m+1)∑
k=2

(Bt(k))2

where Bt(1), · · · , Bt(2(m+1)) are independent standard real Brownian motions.
Since, for any t > 0,

E( sup
0≤s≤t

2(m+1)∑
k=1

Bs/m2(k)2) ≤ 8t(m+ 1)/m2
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tends to 0 as m tends to +∞, the process R
(m)
t , t ≥ 0 converges to t in distribu-

tion. Using the skew product decomposition of Yγm , one can write

πθ
(m)
m2t

= σ(m)(a
(m)
t ), with a

(m)
t =

∫ +∞

t

1

(R
(m)
m2s

)2
ds,

where the process σ(m)(t), t ≥ 0, is a solution of the following stochastic differ-
ential equation

dσ(m)(t) = dBt +m cot(mσ(m)(t))dt

Here B is a Brownian motion independent of R(m), and σ
(m)
0 = µπ/m (see Demni

[13]). One remarks that Zt = m
π σ

(m)(π2t/m2) satisfies

dZt = dβt + π cot(πZt)dt(3.5)

where β is another Brownian motion and Z0 = µ. Therefore Z coincides with

Zµ (see (2.2)). When m tends to +∞, a
(m)
t/m2 is equivalent to 1/tm2; hence

mθ
(m)
t = m

π σ
(m)(a

(m)
t/m2), t > 0, converges in distribution to Zµ

1/tπ2 . �

Proof of (ii) of Theorem 3.7. Let

X
(m)
t =

1

mπ
PmwmW

(m
π
,µ)(π2t).

Since 1
mπW

(m
π
,µ)

m2π2t
is a planar Brownian motion with drift (m2,mπµ), one sees that

X
(m)
m2t

is the conditioned planar Brownian motion in the cone Cm with a drift

equivalent to m2eiπµ/m (see Theorem 3.6). One writes its polar decomposition

as X
(m)
t = R

(m)
t exp iπθ

(m)
t . Using the continuity of the solution of (3.5) with

respect to the initial condition, we see that Proposition 3.8 also holds when the

drift γm is only equivalent to m2eiπµ/m. Therefore mθ
(m)
t tends to Zµ

1/tπ2 and

R
(m)
t tends to t in distribution. As a consequence the process

τmPmwmW
(m
π
,µ)(t) = (π2R

(m)
t/π2 cos(πθ

(m)
t/π2),mπR

(m)
t/π2 sin(πθ

(m)
t/π2)), t ≥ 0,

converges in distribution to (t, tZµ1/t) which is equal in distribution to A(µ) by

Theorem 2.4. �

4. String parameters in the dihedral case

For simplicity of notations, and without loss of generality, one chooses one of
the two decompositions of the longest element wm in the dihedral group I(m),
namely,

wm = smm−1 · · · sm1 sm0 .
For η ∈ C0(R2), 0 ≤ k ≤ m− 1 and 0 ≤ t ≤ +∞, let

xmk (t) = − inf
0≤s≤t

α̃mk (Pmsmk−1
. . .Pmsm1 P

m
sm0
η(s)).

We call

xm(t) = (xm0 (t), xm1 (t), · · · , xmm−1(t))
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the string parameters of the path η on [0, t] and we call xm(∞) its Verma string
parameters. One has, when t < +∞,

Pmwmη(t) = η(t) +

m−1∑
k=0

xmk (t)αmk .(4.1)

Proposition 4.1. When

lim
s→+∞

α̃m0 (η(s)) = lim
s→+∞

α̃m1 (η(s)) = +∞,(4.2)

then for all k, xmk (∞) < +∞ and xmk (t) = xmk (∞) for t large enough.

Proof. Let t0 = max{t ≥ 0, η(t) 6∈ Cm}, and, for n ≥ 0,

tn+1 = max{t ≥ tn, η(t) +
n∑
k=0

xmk (t)αk 6∈ Cm}.

We see by induction that tn < +∞ and that for t > tn, xmn (t) = xmn (∞). �

Let, for 1 ≤ k < m,

amk = sin(kπ/m).

Definition 4.2. The cone Γm in Rm is defined as

Γm = {(x0, · · · , xm−1) ∈ Rm;
x1

am1
≥ x2

am2
≥ · · · ≥ xm−1

amm−1

≥ 0, x0 ≥ 0}.

For λ ∈ C̄m, the polytope Γm(λ) is

Γm(λ) = {(x0, · · · , xm−1) ∈ Γm; 0 ≤ xr ≤ α̃mr (λ−
m−1∑
n=r+1

xnα
m
n ), 0 ≤ r ≤ m− 1}.

Remark the particular role of x0. The following proposition is proved in [4],
Propositions 4.4 and 4.7.

Proposition 4.3. For t > 0, the set of string parameters of paths on [0, t] is
Γm.

Let W (γ) be a planar Brownian motion with drift γ in C̄m starting from 0.

Definition 4.4. We define ξm(t) as the string parameters of W (γ) on [0, t] and
ξm(∞) as its Verma string parameters.

Notice that, a.s., when γ ∈ Cm, W (γ) satisfies (4.2) by the law of large num-

bers, since W
(γ)
t /t converges to an element of Cm when t→ +∞. So its Verma

string parameters are finite by Proposition 4.1. We will need the following propo-
sition.

Proposition 4.5. For ν = 0 and γ, let Fνt = σ(PmwmW
(ν)(s), s ≤ t) and ψ :

C0([0, t],R2) → R be a bounded measurable function. There exists a function
ϕ : R2 → R such that, for both ν = 0 and ν = γ, a.s.,

ϕ(PmwmW
(ν)(t)) =

E(ψ(W
(ν)
s , 0 ≤ s ≤ t)e〈γ−ν,W

(ν)
t 〉|Fνt )

E(e〈γ−ν,W
(ν)
t 〉|Fνt )

.
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Proof. By Biane et al. [4], Theorem 5.5, we know that when ν = 0, the con-

ditional expectation is σ(PmwmW
(ν)(t)) measurable. So the formula defines ϕ in

this case. We have to prove that for this ϕ the formula also holds when ν = γ,
namely that

ϕ(PmwmW
(γ)(t)) = E(ψ(W (γ)

s , 0 ≤ s ≤ t)|Fγt ).(4.3)

Let F : C0([0, t],R2) → R be a bounded measurable function. We define, for
ν = 0, γ,

Uν = F (PmwmW
(ν)
s , 0 ≤ s ≤ t).

By Cameron–Martin–Girsanov,

E(Uγψ(W (γ)
s , 0 ≤ s ≤ t)) = E(U0ψ(W (0)

s , 0 ≤ s ≤ t)e〈γ,W
(0)
t 〉)/E(e〈γ,W

(0)
t 〉).

Besides, since U0 is F0
t -measurable, using the definition of ϕ,

E(U0ψ(W (0)
s , 0 ≤ s ≤ t)e〈γ,W

(0)
t 〉) = E(U0E(ψ(W (0)

s , 0 ≤ s ≤ t)e〈γ,W
(0)
t 〉|F0

t ))

= E(U0ϕ(PmwmW
(0)(t))E(e〈γ,W

(0)
t 〉|F0

t ))

= E(U0ϕ(PmwmW
(0)(t))e〈γ,W

(0)
t 〉).

Hence, by CMG again,

E(Uγψ(W (γ)
s , 0 ≤ s ≤ t)) = E(Uγϕ(PmwmW

(γ)(t)))

which gives (4.3). �

Theorem 4.6. Let Em = (Em0 , . . . , Emm−1) be a random vector in Rm whose
components Emk are independent exponential random variables with respective
parameters γmk = 〈γ, αmk 〉.

(i) When γ ∈ C̄m, for any t > 0, conditionally on the σ-algebra

σ(PmwmW
(γ)(s), s ≤ t),

the random vector (ξm0 (t), . . . , ξmm−1(t)) is distributed as the vector Em conditioned

on the event {Em ∈ Γm(PmwmW
(γ)(t))}.

(ii) When γ ∈ Cm, the random vector (ξm0 (∞), . . . , ξmm−1(∞)) is distributed as
Em conditioned on the event {Em ∈ Γm}.

Proof. Let F : Rm → R be a bounded and continuous function. Let us denote by
ξ0,m(t) the string parameters of W (0). It is shown in Biane et al. [4], Theorem 5.2,
that the distribution of ξ0,m(t) conditionally on F0

t is the normalized Lebesgue

measure on Γm(PmwmW
(0)(t)). Using that, from (4.1),

W
(0)
t = PmwmW

(0)(t)−
m−1∑
k=0

ξ0,m
k (t)αmk ,

one has,

E(F (ξ0,m(t))e〈γ,W
(0)
t 〉|F0

t ) = e〈γ,P
m
wm

W
(0)
t 〉E(F (ξ0,m(t))e−〈γ,

∑m−1
k=0 ξ0,mk (t)αmk 〉|F0

t )

=
1

ct

∫
1Γm(PmwmW (0)(t))(x)F (x)e−〈γ,x〉 dx



16 PHILIPPE BOUGEROL AND MANON DEFOSSEUX

where dx is the Lebesgue measure on Rm and ct is the Lebesgue measure of

Γm(PmwmW
(0)(t))) . If we apply Proposition 4.5 to the function ψ(W

(γ)
s , 0 ≤ s ≤

t) = F (ξm(t)) we see that

E(F (ξm(t))|Fγt ) =

∫
1Γm(PmwmW (γ)(t))(x)F (x)e−〈γ,x〉 dx∫

1Γm(PmwmW (γ)(t))(x)e−〈γ,x〉 dx
,

which proves (i). We now suppose that γ ∈ Cm, so

E(F (ξm(∞))) = lim
t→+∞

E(F (ξm(t)))

= lim
t→+∞

E(E(F (ξm(t))|Fγt ))

= lim
t→+∞

E(

∫
1Γm(PmwmW (γ)(t))(x)F (x)e−〈γ,x〉 dx∫

1Γm(PmwmW (γ)(t))(x)e−〈γ,x〉 dx
)

=

∫
1Γm(x)F (x)e−〈γ,x〉 dx∫

1Γm(x)e−〈γ,x〉 dx
,

since PmwmW
(γ)(t)/t converges to γ as t tends to +∞ and thus Γm(PmwmW

(γ)(t))
tends to Γm for γ ∈ Cm, a.s.. This proves (ii). �

A direct consequence of the theorem is the following:

Corollary 4.7. The conditional distribution of ξm(t) given σ(PmwmW
(γ)(s), s ≤

t) is the one of ξm(∞) given {ξm(∞) ∈ Γm(PmwmW
(γ)(t))}.

Corollary 4.8. We suppose that γ ∈ Cm. Let ξm(∞) be the Verma string

parameters of W (γ). If we let

(ξm0 (∞),
ξm1 (∞)

am1
− ξm2 (∞)

am2
,
ξm2 (∞)

am2
− ξm3 (∞)

am3
, · · · ,

ξmm−1(∞)

amm−1

)

equals to

(
εm0
γm0

,
εm1

γm1 a
m
1

,
εm2

γm1 a
m
1 + γm2 a

m
2

, · · · ,
εmm−1

γm1 a
m
1 + · · ·+ γmm−1a

m
m−1

),

then the εmn , n = 0, 1, · · · ,m − 1 are independent exponential random variables
with parameter 1.

Proof. This follows from Theorem 4.6 since, on Rm+ ,

P(ξm0 (∞) ∈dx0, · · · , ξmm−1(∞) ∈ dxm−1)

= Ce−γ
m
0 x0 dx0

m∏
k=2

e−γ
m
k−1xk−11{xk−1

am
k−1
≥ xk
am
k
} dxk−1

= Ce−γ
m
0 x0dx0

m∏
k=2

e
−(γm1 a

m
1 +···+γmk−1a

m
k−1)(

xk−1
am
k−1
− xk
am
k

)
1{xk−1

am
k−1
≥ xk
am
k
} dxk−1

where by convention xm/a
m
m = 0 and C is a normalizing constant. �

Notice that this is similar to Renyi’s representation of order statistics [35].
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5. Affine string parameters of the space-time Brownian motion

5.1. Pitman and Lévy transforms. The infinite dihedral group I(∞) is the
infinite group generated by two involutions s0, s1 with no relation. In V = R2

identified with its dual Ṽ , let (α0, α̃0), (α1, α̃1) in V × Ṽ be given by
α0 = (0,−2),
α1 = (0, 2),
α̃0 = (1,−1),
α̃1 = (0, 1).

The matrix (α̃i(αj))0≤i,j≤1 is the Cartan matrix(
2 −2
−2 2

)
.

The two linear reflections s0, s1 of R2 defined by

si(v) = v − α̃i(v)αi,

for v ∈ R2, generate the group I(∞). Notice that s0 is a non orthogonal re-
flection. For each k ∈ N, when we write αk, α̃k, sk, · · · , we take k modulo 2, as
above. Thus αk = (−1)kα0 (but α̃k 6= (−1)kα̃0). Notice that

Caff = {(t, x) ∈ R2; 0 < x < t} = {v ∈ V ; α̃i(v) > 0, i = 0, 1}.

We define the Pitman transforms Ps0 and Ps1 on the paths of C0(R2) by

Psiη(t) = η(t)− inf
0≤s≤t

α̃i(η(s))αi,

where η ∈ C0(R2), i = 0, 1. Let T : R2 → R2 be the involutive transformation
T (t, x) = (t, t− x). Then

Ps1T = TPs0 .(5.1)

We will use mainly space-time paths, i.e. paths which can be written as η(t) =
(t, ϕ(t)), t ≥ 0, where ϕ(t) ∈ R. In this case,

Ps0η(t) = (t, ϕ(t) + 2 inf
s≤t

(s− ϕ(s))

Ps1η(t) = (t, ϕ(t)− 2 inf
s≤t

ϕ(s)).

One recognizes in the second component the transforms P0,P1 defined in Section
1.2.

5.2. Affine string parameters. We consider the space-time process B
(µ)
t =

(t, Bt + tµ) where B is a standard real Brownian motion starting from 0. We
define, for t ≤ ∞, ξ(t) = {ξk(t), k ≥ 0} by

ξk(t) = − inf
0≤s≤t

α̃k(Psk−1
. . .Ps1Ps0B(µ)(s)).

Hence

ξ0(t) = − inf
0≤s≤t

α̃0(B(µ)(s)).

Definition 5.1. We call ξ(t) = {ξk(t), k ≥ 0} the affine string parameters of

B(µ) on [0, t], and ξ(∞) = {ξk(∞), k ≥ 0} its Verma affine string parameters.
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We use a terminology inspired by the Kac-Moody affine algebra A
(1)
1 (see in

particular Kac [24], Kashiwara [26], and Section 9 below). One has, for any
n ≥ 0,

Psn · · · Ps0B(µ)(t) = B
(µ)
t +

n∑
k=0

ξk(t)αk.(5.2)

When µ 6= 0, 1, by the law of large numbers, a.s., limt→+∞B
(µ)
t /t = (1, µ) ∈ Caff,

hence

lim
t→+∞

α̃0(B
(µ)
t ) = lim

t→+∞
α̃1(B

(µ)
t ) = +∞,

and by the analogue of Proposition 4.1, ξk(∞) < +∞ for each k ≥ 0.
Recall that, for v = (t, x) ∈ R2,

τmv = (
πt

m
, x).

We will use that for v ∈ R2,

τmv = (
π

m sin π
m

(α̃m0 (v) + α̃m1 (v) cos
π

m
), α̃m1 (v)),(5.3)

so the asymptotics of τmv and (α̃m0 (v) + α̃m1 (v), α̃m1 (v)) are the same as m tends
to +∞. It is easy to see that,

Lemma 5.2. For i = 0, 1,

lim
m→+∞

τmα
m
i = αi,

lim
m→+∞

τ−1
m α̃mi = α̃i,

lim
m→+∞

τm ◦ smi ◦ τ−1
m = si.

Definition 5.3. The dihedral highest weight process is

Λ(µ)
m (t) = PmwmW

(m
π
,µ)(t), t ≥ 0.

By Theorem 3.7, τmW
(m
π
,µ) tends in distribution to B(µ) and τmΛ

(µ)
m tends

to A(µ). When µ 6= 0, 1, we will always suppose that m is large enough to have
(mπ , µ) ∈ Cm. This ensures that each ξmk (∞) is finite.

Proposition 5.4. Almost surely, for all t ≥ 0 and k ∈ N,

lim
m→+∞

ξmk (t) = ξk(t),

and when µ 6= 0, 1,

lim
m→+∞

ξmk (∞) = ξk(∞).

Proof. Let ηm0 = W (m
π
,µ), η0 = B(µ) and, for k ≥ 1,

ηmk = Pmsmk−1
. . .Pmsm0 η

m
0 , ηk = Psk−1

. . .Ps0η0.

We prove by induction on k ∈ N, that for any T > 0, a.s., uniformly on [0, T ],

lim
m→+∞

τmη
m
k (t) = ηk(t)

lim
m→+∞

ξmk (t) = ξk(t).
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This is clear for k = 0. If it holds for k − 1, then, by Lemma 5.2,

τmη
m
k (t) = τmPmsmk−1

ηmk−1(t) = τmη
m
k−1(t) + ξmk−1(t)τmα

m
k−1

converges uniformly to ηk(t). Since one can write

ξmk (t) = − inf
0≤s≤t

α̃mk (ηmk (s)) = − inf
0≤s≤t

τ−1
m (α̃mk )(τmη

m
k (s)),

ξmk (t) converges to ξk(t).
We now suppose that µ 6= 0, 1. First we notice that, a.s., for any C > 0, there

is a time tC > 0 such that, for any m ∈ N,

α̃mi (ηm0 (t)) ≥ C,(5.4)

when t ≥ tC , i = 0, 1. Let us show that a.s., for t large enough (independent of
m), ξmk (∞) = ξmk (t) for all m ∈ N, large enough. This will imply that ξmk (∞)
tends to ξk(∞). Since α̃k(η

m
k (0)) = 0, it is enough to show that almost surely,

there exists Tk > 0 such that for t ≥ Tk, for all m ∈ N, α̃mk (ηmk (t)) ≥ 0. This
follows from (5.4) and from the fact, easily proved by induction on k, that almost
surely, there is a Ck > 0 such that, for all t ≥ 0,m ∈ N, ‖ηmk (t)−ηm0 (t)‖ ≤ Ck. �

Theorem 5.5. For µ 6= 0, 1, one can write ξ0(∞) = ε0/2(1 − µ), and for all
k ≥ 1,

ξk(∞)

k
=

+∞∑
n=k

2εn
n(n+ 1) + (1− 2µ)νn

,

where εn, n ≥ 0, are independent exponential random variables with parameter
1, and where νn = n when n is even and νn = −(n+ 1) when n is odd.

Proof. We consider the independent exponentially distributed random variables
εmn of Corollary 4.8 for the drift γ = (m/π, µ). We have εm0 = γm0 ξ

m
0 (∞) and for

1 ≤ k < m,

εmk = (
k∑

n=1

γmn a
m
n )(

ξmk (∞)

amk
−
ξmk+1(∞)

amk+1

).

One has

γm2k = 〈(m
π
, µ), αm0 〉 = 2(

m

π
sin(

π

m
)− µ cos(

π

m
)),

γm2k+1 = 〈(m
π
, µ), αm1 〉 = 2µ.

When m→ +∞, γm2k → 2(1− µ) and amk /m→ kπ hence

lim
m→+∞

m
k∑

n=1

γmn a
m
n =

1

2
(n(n+ 1) + (1− 2µ)νn).

So it follows from Proposition 5.4 that the variables εn defined by, a.s., for n ≥ 1,

εn := lim
m→+∞

εmk =
n(n+ 1) + (1− 2µ)νn

2
(
ξn(∞)

n
− ξn+1(∞)

n+ 1
)(5.5)

and ε0 = 2(1− µ)ξ0(∞) are independent exponentially distributed random vari-
ables with parameter 1. By definition of the cone Γm, the sequence ξmk (∞)/amk ,
k ≥ 1, is non negative and decreasing. Therefore ξk(∞)/k, k ≥ 1, is also non
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negative and decreasing. We denote by S its limit, which is a non negative
random variable. Thus one has, by (5.5),

ξk(∞)

k
=

+∞∑
n=k

2εn
n(n+ 1) + (1− 2µ)νn

+ S.

Moreover Fatou’s lemma implies that

E(
ξk(∞)

k
) ≤ lim inf

m
E(
ξmk (∞)

k
) = lim inf

m

π

m

m−1∑
n=k

1

am1 γ
m
1 + · · ·+ amn γ

m
n

.(5.6)

Let c = max{1/γmi ,m ∈ N, i = 0, 1}. Since 0 ≤ 2t ≤ sinπt when 0 ≤ t ≤ 1/2,
one has, for k ≤ [m/2],

k∑
n=1

amn γ
m
n ≥

1

c

k∑
n=1

sin(
nπ

m
) ≥

k∑
n=1

2n

cm
≥ k2

cm
,

and, for k > [m/2],
k∑

n=1

amn γ
m
n ≥

[m/2]+1∑
n=1

amn γ
m
n ≥

m

4c
.

Therefore, for N ≤ m− 1,

π

m

m−1∑
n=N

1

am1 γ
m
1 + · · ·+ amn γ

m
n

≤ cπ(

[m/2]∑
n=N

1

n2
+

m∑
n=[m/2]+1

4

m2
)

is as small as we want for N large enough. As one has for every fixed N > 0,

lim
m

π

m

N∑
n=k

1

am1 γ
m
1 + · · ·+ amn γ

m
n

=

N∑
n=k

2

n(n+ 1) + (1− 2µ)νn
,

the lim inf in (5.6) equals
∑+∞

n=k
2

n(n+1)+(1−2µ)νn
and therefore

E(
ξk(∞)

k
) ≤

+∞∑
n=k

2

n(n+ 1) + (1− 2µ)νn
.

This proves that E(S) = 0, which implies that S = 0 a.s. and finishes the
proof. �

An important result for us is the following ( it is maybe unexpected because the
string coordinates xk(t) for C1 paths vanish for k large enough, see Proposition
7.7).

Theorem 5.6. For µ 6= 0, 1, almost surely, limk→+∞ ξk(∞) = 2.

Proof. Since

E(ξk(∞)) =

+∞∑
n=k

2k

n(n+ 1) + (1− 2µ)νn
,

there is a C > 0 such that

|E(ξk(∞))−
+∞∑
n=k

2k

n(n+ 1)
| ≤ Ck

+∞∑
n=k

1

n3
.
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Since
∑+∞

n=k
k

n(n+1) = 1, E(ξk(∞)) tends to 2, as k → +∞. To prove that

ξk(∞) tends to 2 almost surely it suffices to remark that if Xn is a sequence of
i.i.d. centered random variables with a finite fourth moment then, almost surely,
Zk = k

∑+∞
n=kXn/n

2 tends to 0. Indeed, it is easy to see that

E(Z4
k) = k4E(X4

1 )
∑
k≤n

1

n8
+ 2k4E(X2

1 )2
∑
k≤n

1

n4

∑
n<m

1

m4
.

For p > 1,
∑

n>k n
−p ≤ Cpk1−p for some Cp > 0, hence for some C > 0

E(Z4
k) ≤ Ck4(

1

k7
+

1

k6
).

This shows that E(
∑

k Z
4
k) < +∞ which implies that Zk → 0, a.s. �

5.3. Affine Verma weight L(µ)(∞). We consider, for µ 6= 0, 1, and k ≥ 1,

Mk(∞) =
1

2
ξk(∞)αk +

k−1∑
n=0

ξn(∞)αn,

where ξ(∞) = {ξk(∞), k ≥ 0} are the affine Verma string parameters of B(µ).
Notice that, more simply, since αn = (0, (−1)n+12),

Mk(∞) = (0, (−1)k+1ξk(∞) + 2
k−1∑
n=0

(−1)n+1ξn(∞)).

The notation with the αn’s may be strange for the reader; it is explained by its

natural interpretation in A
(1)
1 (see 9.1).

Proposition 5.7. Let µ 6= 0, 1. When k goes to infinity, Mk(∞) converges
almost surely and in L2 to

L(µ)(∞) =
1

2

∞∑
n=0

(
ε2n

n+ 1− µ
α0 +

ε2n+1

n+ µ
α1).

Proof. One has the key relation

M2p+2(∞)−M2p(∞) = (0,−ξ2p(∞) + 2ξ2p+1(∞)− ξ2p+2(∞))

= (0,
ε2p+1

p+ µ
− ε2p

p+ 1− µ
).

Hence {M2p(∞) − E(M2p(∞)), p ≥ 0} is a martingale bounded in L2. Since
E(M2p(∞)) converges, this shows that the sequence {M2p(∞), p ∈ N} converges

a.s. and in L2 and that its limit is L(µ)(∞). As

M2p+1(∞) = M2p(∞) +
1

2
(ξ2p(∞)− ξ2p+1(∞))α0

and ξk(∞) tends to 2 by Theorem 5.6, the sequence {M2p+1(∞), p ∈ N} has the

same limit, namely L(µ)(∞). �

Notice that L(µ)(∞) is not the limit of the series
∑n

k=0 ξk(∞)αk since ξk(∞)
tends to 2 (Theorem 5.6).

Definition 5.8. We call L(µ)(∞) the affine Verma weight of B(µ).
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The terminology is due to the fact, as we will see in Section 9, that −L(µ)(∞)
plays the role of an asymptotic weight in the Verma module of highest weight 0

in the case of the affine Lie algebra A
(1)
1 , modulo δ. In coordinates, L(µ)(∞) can

be written as (0, Dµ(∞)) where

Dµ(∞) =

∞∑
n=0

(
ε2n+1

n+ µ
− ε2n

n+ 1− µ
).(5.7)

For a sequence x = (xk) ∈ RN
+, we let

ω(x) = lim
n→+∞

n−1∑
k=0

xkαk +
1

2
xnαn,(5.8)

and write ω(x) ∈ R2 when this limit exists in R2. When µ 6= 0, 1,

ω(ξ(∞)) = L(µ)(∞).

Definition 5.9. One defines, for λ ∈ C̄aff,

Γ = {x = (xk) ∈ RN :
xk
k
≥ xk+1

k + 1
≥ 0, for all k ≥ 1, x0 ≥ 0, ω(x) ∈ R2},

Γ(λ) = {x ∈ Γ : xk ≤ α̃k(λ− ω(x) +
k∑
i=0

xiαi), for every k ≥ 0}.

We remark that x ∈ Γ is in Γ(λ) if and only if for all k ≥ 0,

α̃k(ω(x)−
k−1∑
i=0

xiαi −
1

2
xkαk) ≤ α̃k(λ).(5.9)

Notice the occurence of the coefficient 1/2 here which will explain the correction
term in the representation theorem. The same coefficient already occurs in the

description of the crystal B(λ) of A
(1)
1 given by Nakashima [32] which is the

discrete analogue of Γ(λ). In a sense Γ will have the role of a continuous Verma
crystal and ω(x) has the role of the weight of x ∈ Γ. In the same way Γ(λ) will
be a kind of continuous crystal of highest weight λ.

Proposition 5.10. When µ 6= 0, 1, the Verma string parameters ξ(∞) of B(µ)

are a.s. in ∪{Γ(λ), λ ∈ Caff} and for each λ ∈ Caff, P(ξ(∞) ∈ Γ(λ)) > 0.

Proof. Since ω(ξ(∞)) = L(µ)(∞) is the limit of Mk(∞), ξ(∞) ∈ Γ(λ) for some
λ large enough. Now

L(µ)(∞)−M2k(∞) =
∞∑
p=k

(M2p+2(∞)−M2p(∞)) = (0, Rk)

where

Rk =
∞∑
n=k

(
ε2n+1

n+ µ
− ε2n

n+ 1− µ
).

Let Tk =
ε2k+1

k+µ and

Sk = Rk+1 −
+∞∑

n=2k+1

2εn
n(n+ 1) + (1− 2µ)νn

.
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Then

L(µ)(∞)−M2k+1(∞) = L(µ)(∞)−M2k(∞)− (M2k+1(∞)−M2k(∞))

= (0, Rk − (ξ2k+1(∞)− ξ2k(∞)))

= (0, Sk + Tk)

since

ξk+1(∞)− ξk(∞) =
ξk+1(∞)

k + 1
− 2kεk
k(k + 1) + (1− 2µ)νk

.

Let a < 0 < b. As the sequences Rn, Sn, Tn converge almost surely to 0, we can
choose n0 ≥ 1 such that

P(Rn, Sn, Tn ∈ [a/2, b/2] for all n ≥ n0) > 0.

One has

P(Rn, Sn + Tn ∈ [a, b], for all n ≥ 0)

≥ P(Rk −Rn0 , Tk + Sk − Sn0 ∈ [a/2, b/2], for 0 ≤ k < n0,

Rn, Sn, Tn ∈ [a/2, b/2], for n ≥ n0)

≥ P(Rk −Rn0 , Tk + Sk − Sn0 ∈ [a/2, b/2], for 0 ≤ k < n0)

× P(Rn, Sn, Tn ∈ [a/2, b/2], for n ≥ n0) > 0.

This allows to finish the proof, since, by (5.9), ξ(∞) ∈ Γ(λ) if and only if, for all
k ≥ 0,

α̃k(L
(µ)(∞)−Mk(∞)) ≤ α̃k(λ)(5.10)

where for a given λ ∈ Caff, α̃k(λ) takes only two positive values. �

In order to prove Proposition 5.14 below, and to study the string parameters
ξk(t) in the next section we need to show some uniform approximations by the
dihedral case. We take here µ 6= 0, 1, and m large enough to ensure that (mπ , µ) ∈
Cm. Let

Mm
k (∞) =

1

2
ξmk (∞)αmk +

k−1∑
n=0

ξmn (∞)αmn ,

for 0 ≤ k ≤ m, with the convention that ξmm(∞) = 0.

Proposition 5.11. When µ 6= 0, 1, for any k ≥ 0, τmM
m
k (∞) converges to

Mk(∞) a.s. when m goes to infinity.

Proof. This follows from Lemma 5.2 and Proposition 5.4. �

Proposition 5.12. When µ 6= 0, 1, one has, in probability,

lim
m→+∞

sup
1≤k≤m

‖τmMm
k (∞)−Mk(∞)‖ = 0.(5.11)

Proof. We use Corollary 4.8 and its notations. For 1 ≤ 2p+ 1 ≤ m,

Mm
2p+2(∞)−Mm

2p(∞) =
1

2
ξm2p+2(∞)αm2p+2 + ξm2p+1(∞)αm2p+1 +

1

2
ξm2p(∞)αm2p.
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Therefore,

α̃m0 (Mm
2p+2(∞)−Mm

2p(∞)) = ξm2p+2(∞)− 2ξm2p+1(∞) cos
π

m
+ ξm2p(∞)

= −
2εm2p+1a

m
2p+1 cos π

m

γm1 a
m
1 + γm0 a

m
2 + · · ·+ γm1 a

m
2p+1

+ am2p(
εm2p+1

γm1 a
m
1 + · · ·+ γm1 a

m
2p+1

+
εm2p

γm1 a
m
1 + · · ·+ γm0 a

m
2p

),

since

am2p+2 − 2am2p+1 cos
π

m
+ am2p = 0.

One deduces that

α̃m0 (Mm
2p(∞)) = 2 sin

π

m

p−1∑
l=0

(
εm2l cos lπm

γm1 sin l
mπ + γm0 sin l+1

m π
−

εm2l+1 cos (l+1)π
m

γm1 sin l+1
m π + γm0 sin l

mπ
)

by using the relations

n∑
k=1

am2k =
sin nπ

m sin (n+1)π
m

sin π
m

,
n∑
k=1

am2k−1 =
sin2 nπ

m

sin π
m

,
n∑
k=1

amk =
sin nπ

2m sin (n+1)π
2m

sin π
2m

.

Similarly, one finds

α̃m1 (Mm
2p(∞)) = −2ξm0 (∞) cos

π

m
+ ξm2p(∞) sin

π

m
tan

pπ

m

+2 sin
π

m

p−1∑
l=1

(
εm2l+1 cos lπm

γm1 sin l+1
m π + γm0 sin l

mπ
−

εm2l cos (l+1)π
m

γm1 sin l
mπ + γm0 sin l+1

m π
).

On the other hand, one has

Mm
2p+1(∞)−Mm

2p(∞) =
1

2
(ξm2p(∞)αm0 + ξm2p+1(∞)αm1 ).

Thus the proposition follows from the next lemma, from (5.5) and from Lemma
5.2. �

Lemma 5.13. Let γm0 , γ
m
1 ,m ∈ N, be real numbers such that γm0 tends to 2(1−µ)

and γm1 tends to 2µ when m tends to +∞. Let, for p ∈ {0, · · · , [m/2]},

Smp = sin
π

m

p−1∑
l=0

(
εm2l cos lπm

γm1 sin l
mπ + γm0 sin l+1

m π
−

εm2l+1 cos (l+1)π
m

γm1 sin l+1
m π + γm0 sin l

mπ
),

Sp =

p−1∑
l=0

(
ε2l

2l + 2(1− µ)
− ε2l+1

2l + 2µ
),

where (εmn )n≥0 is a sequence of independent exponentially distributed random
variables with parameter 1 that converges almost surely to (εn)n≥0 when m goes
to infinity. Then in probability

lim
m→∞

sup
1≤p≤m/2

|Smp − Sp| = 0.
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Proof. We have

sup
1≤p≤m/2

|Smp − Sp| ≤ sup
1≤p≤m/2

|Smp − Sp − E(Smp − Sp)|+ sup
1≤p≤m/2

|E(Smp − Sp)|.
(5.12)

Let us show that the first term of the right-hand side converges to 0 in probability.
One has for N ≤ m/2,

sup
1≤p≤m/2

|Smp − Sp − E(Smp − Sp)| ≤ 2 sup
1≤p≤N

|Smp − Sp − E(Smp − Sp)|(5.13)

+ sup
N≤p≤m/2

|S̃mp − S̃p − E(S̃mp − S̃p)|,

where S̃mp = Smp − SmN and S̃p = Sp − SN , for p ≥ N . The first term of the
right hand-side of (5.13) converges to 0, for any N , when m goes to infinity. As

{S̃mN+k− S̃N+k−E(S̃mN+k− S̃N+k), k = 0, · · · , [m/2]−N} is a martingale, Doob’s
martingale inequality gives, for a > 0,

P( sup
N≤p≤m/2

|S̃mp − S̃p − E(S̃mp − S̃p)| ≥ a) ≤ 1

a2
Var(S̃m[m/2] − S̃[m/2]).(5.14)

Besides, one has

Var(S̃m[m/2] − S̃[m/2]) ≤ 2Var(S̃m[m/2]) + 2Var(S̃[m/2]).

One has

Var(S̃m[m/2]) ≤
[m/2]−1∑
l=N+1

sin2 π/m

(γm1 sin l
mπ + γm0 sin l+1

m π)2
+

sin2 π/m

(γm1 sin l+1
m π + γm0 sin l

mπ)2
,

and

Var(S̃[m/2]) ≤
[m/2]−1∑
l=N+1

1

(2l + 2(1− µ))2
+

1

(2l + 2µ)2
.

As 2x
π ≤ sinx ≤ x for 0 ≤ x ≤ π

2 ,

sin π
m

γm1 sin l
mπ + γm0 sin l+1

m π
≤ π/2

γm1 l + γm0 (l + 1)
,

and
sin π

m

γm1 sin l+1
m π + γm0 sin l

mπ
≤ π/2

γm1 (l + 1) + γm0 l
,

for N ≤ l ≤ m/2 − 1. Thus for any ε > 0, there is a N0 > 0 such that for
all m ≥ 2(N0 + 1), the right hand-side term of (5.14) is smaller than ε. Hence
sup1≤p≤m/2 |Smp −Sp−E(Smp −Sp)| converges in probability to 0. Let us deal with

the second term of the right hand-side of (5.12). One has for 0 ≤ q ≤ p ≤ m/2,

|E(Smp − Smq )| ≤
p−1∑
l=q

π2(γm0 + γm1 )

4(γm1 l + γm0 (l + 1))(γm1 (l + 1) + γm0 l)

and

E(Sp − Sq) =

p−1∑
l=q

2(2µ− 1)

(2l + 2(1− µ))(2l + 2µ)
.
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As for a fixed q, E(Smq ) converges to E(Sq) when m goes to infinity, one obtains
that sup0≤p≤m/2 |E(Smp − Sp)| converges to 0, which finishes the proof of the
lemma. �

Recall that ξm(∞), resp. ξ(∞), are the Verma string parameters of W (m
π
,µ),

resp. B(µ).

Proposition 5.14. Suppose that µ 6= 0, 1. Let (λm) be a sequence of R2 such
that λm ∈ Cm and such that τmλm tends to λ when m tends to∞ where λ ∈ Caff.

The random sets {ξm(∞) ∈ Γm(λm)} converge in probability to {ξ(∞) ∈ Γ(λ)}.

Proof. To prove convergence in probability of a sequence, it is enough to show
that each subsequence has a subsequence which converges almost surely. There-
fore, by Propositions 5.12 and 5.7, working with a subsequence, we can suppose
that the set of ω ∈ Ω for which, as m→ +∞,

sup
1≤k≤m

‖τmMm
k (∞)(ω)−Mk(∞)(ω)‖ → 0,

and for which Mm(∞)(ω) tends to L(µ)(∞)(ω) has probability one. If

Xm
k = Mm

m (∞)−Mm
k (∞), Xk = L(µ)(∞)−Mk(∞),

then, when m tends to +∞ (see (5.3))

sup
0≤k≤m

|α̃mk (Xm
k (ω))− α̃k(Xk(ω))| → 0,(5.15)

and

α̃m(Xm(ω))→ 0.(5.16)

For these ω we will show that

lim sup
m→∞

{ξm(∞) ∈ Γm(λm)} ⊂ {ξ(∞) ∈ Γ(λ)} ⊂ lim inf
m→∞

{ξm(∞) ∈ Γm(λm)}.

Notice that α̃mk (λm) tends to α̃k(λ) for k = 0, 1 by Lemma 5.2. One has ξm(∞) ∈
Γm(λm) if and only if α̃mk (λm − Xm

k ) ≥ 0 for 0 ≤ k < m, and ξ(∞) ∈ Γ(λ) if
and only if α̃k(λ − Xk) ≥ 0 for every k ∈ N. The left inclusion above follows
from (5.15). Now, suppose that ξ(∞)(ω) ∈ Γ(λ). Since λ is fixed and since the
distribution of Xk is continuous,

P(α̃k(λ−Xk) = 0) = 0,

and one can suppose that for all k ≥ 0 (see 5.10),

α̃k(λ−Xk(ω)) > 0.

We choose ε > 0 such that α̃i(λ) > ε, i = 0, 1. Using (5.15), one can choose m0

such that m ≥ m0 implies that

sup
0≤k≤m

α̃mk (Xm
k (ω))− α̃k(Xk(ω)) < ε.

Then, by (5.16), we choose k0 such that k ≥ k0 implies that

α̃k(Xk(ω)) < α̃k(λ)− ε.
As for each k, α̃mk (Xm

k )(ω) converges to α̃k(Xk)(ω) when m goes to infinity, one
takes m1 such that when m ≥ m1,

α̃mk (Xm
k (ω)) < α̃k(λ),
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for k ≤ k0. For m ≥ max(m0,m1) one has for k ≥ k0

α̃mk (Xm
k (ω)) = α̃mk (Xm

k (ω))− α̃k(Xk(ω)) + α̃k(Xk(ω)) < α̃k(λ).

This proves the right inclusion above, and shows the proposition. �

This proposition will be crucial to move from Verma affine string parameters
to affine string parameters in the next section.

6. The highest weight process Λ(µ)

In this section we introduce the highest weight process Λ(µ) associated with
the space-time Brownian motion B(µ) as the limit of its Pitman’s transforms
(with a correction) and show that it coincides in distribution with A(µ). We
define for k ≥ 0 and t ∈ R+,

Mk(t) =
1

2
ξk(t)αk +

k−1∑
n=0

ξn(t)αn,

where ξ(t) = {ξn(t), n ≥ 0} are the affine string parameters of B(µ) on [0, t], and

Mm
k (t) =

1

2
ξmk (t)αmk +

k−1∑
n=0

ξmn (t)αmn ,

where ξm(t) = {ξmn (t), 0 ≤ n < m} are the string parameters of W (m
π
,µ) on [0, t]

(by convention ξmn (t) = 0 when n ≥ m). In particular,

Mm
m (t) =

m−1∑
n=0

ξmn (t)αmn = PmwmW
(m
π
,µ)(t)−W (m

π
,µ)(t).(6.1)

Below we will often use the Cameron Martin Girsanov theorem (see [25] Theorem
3.5.1), abreviated CMG, to reduce the case 0 ≤ µ ≤ 1 to the case where 0 < µ <
1. Each time the reason is the following: on the time interval [0, t] the processes
considered for µ = 0 and µ = 1 are absolutely continuous with the ones for
0 < µ < 1.

Proposition 6.1. For each t ≥ 0, Mk(t) converges in probability when k goes

to infinity. We denote by L(µ)(t) the limit.

Proof. By CMG, one can suppose that µ 6= 0, 1. For every k ≥ 1 and t ≥ 0,
τmM

m
k (t) converges to Mk(t) almost surely when m goes to infinity by Proposi-

tion 5.4 and Lemma 5.2. Let ε > 0. For p, q ∈ N,

P(‖Mp+q(t)−Mp(t)‖ ≥ ε) = lim
m→∞

P(‖τmMm
p+q(t)− τmMm

p (t)‖ ≥ ε)

= lim
m→∞

E(1‖τmMm
p+q(t)−τmMm

p (t)‖≥ε|σ(Λ(µ)
m (s), s ≤ t))

= lim
m→∞

fm(Λ(µ)
m (t)),

where Λ
(µ)
m (t) = PmwmW

(m
π
,µ)(t) and where

fm(λ) = P(‖τmMm
p+q(∞)− τmMm

p (∞)‖ ≥ ε|ξm(∞) ∈ Γm(λ)),

by Corollary 4.7. If λ ∈ Caff and τmλm tends to λ, then by Propositions 5.14
and 5.11, fm(λm) tends to f(λ) where

f(λ) = P(‖Mp+q(∞)−Mp(∞)‖ ≥ ε|ξ(∞) ∈ Γ(λ)).
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Notice that this is well defined by Proposition 5.10. On the other hand we

have seen in Theorem 3.7 that when m tends to infinity, τmΛ
(µ)
m (t) converges in

distribution to A(µ)(t), where A(µ) is the Brownian motion conditioned to remain

in Caff defined in Section 2.2. Therefore E(fm(Λ
(µ)
m (t))) tends to E(f(A(µ)(t))).

This shows that

P(‖Mp+q(t)−Mp(t)‖ ≥ ε)

=

∫
Ω
P(‖Mp+q(∞)−Mp(∞)‖ ≥ ε|ξ(∞) ∈ Γ(A(µ)(t)(ω)))dP(ω).

Since Mp(∞) converges a.s. to L(µ)(∞) (Proposition 5.7) we see that Mp(t), p ∈
N, is a Cauchy sequence for the convergence in probability, and thus converges
in probability. �

We will see in Theorem 6.9 that the convergence in the proposition actually
also holds almost surely.

Proposition 6.2. When µ 6= 0, 1, there is an almost surely finite random time
t ≥ 0 such that L(µ)(t) = L(µ)(∞) for t ≥ t.

Proof. As in the proof of Proposition 4.1 we define t0 = max{t ≥ 0, B
(µ)
t 6∈ Caff},

and, for n ≥ 0,

tn+1 = max{t ≥ tn, B
(µ)
t +

n∑
k=0

ξk(t)αk 6∈ Caff}.

We see by induction that tn < +∞ and that for t > tn, ξn(t) = ξn(∞). Therefore

tn+1 = max{t ≥ tn, B
(µ)
t +

n∑
k=0

ξk(∞)αk 6∈ Caff}.

We know that a.s.,
∑n

k=0 ξk(∞)αk is bounded. Hence t = sup tn < +∞ and for

t ≥ t, ξk(t) = ξk(∞) for all k ≥ 0. So, for t ≥ t, L(µ)(t) = L(µ)(∞). �

Proposition 6.3. For any t ≥ 0, as m tends to ∞, τmM
m
m (t) converges in

probability to L(µ)(t).

Proof. One can suppose that µ 6= 0, 1. In that case, one has for ε > 0,

P(‖τmMm
m (t)− L(µ)(t)‖ > ε) ≤ P(‖τmMm

m (t)−Mm(t))‖ > ε

2
)

+ P(‖Mm(t)− L(µ)(t)‖ > ε

2
).

For the first term, we condition by σ(Λ
(µ)
m (s), s ≤ t) as in the proof of Proposition

6.1 and we use Proposition 5.12. Convergence in probability of Proposition 6.1
gives the convergence of the second term. �

We introduce the following definition,

Definition 6.4. We define the highest weight process Λ(µ) of B(µ) by, for t ≥ 0,

Λ(µ)(t) = B
(µ)
t + L(µ)(t).
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In the analogy with the Littelmann model, for t > 0 fixed, {B(µ)
s , 0 ≤ s ≤ t}

can be considered as a path with weight B
(µ)
t , with highest weight Λ(µ)(t), and

L(µ)(t) as the weight seen from the highest weight. Recall that

Λ(µ)
m (t) = PmwmW

(m
π
,µ)(t) = W

(m
π
,µ)

t +Mm
m (t).(6.2)

Proposition 6.5. In probability,

lim
m→+∞

τmW
(m
π
,µ)

t = B
(µ)
t ,

lim
m→+∞

τmΛ(µ)
m (t) = Λ(µ)(t).

Proof. The first statement is obvious. The second one is then a consequence of
Proposition 6.3 and (6.2). �

Let {A(µ)(t), t ≥ 0} be the conditioned space-time Brownian motion in the
affine Weyl chamber Caff with drift µ starting from the origin, defined in 2.2.

Theorem 6.6. In distribution,

{Λ(µ)(t), t ≥ 0} = {A(µ)(t), t ≥ 0}.

Proof. This follows from Proposition 6.5, and Theorem 3.7. �

This shows in particular that Λ(µ) has a continuous version. Recall that for
any λ ∈ Caff, P(ξ(∞) ∈ Γ(λ)) > 0 by Proposition 5.10.

Proposition 6.7. For µ 6= 0, 1, and f : R2×Γ×R2 → R, bounded and measur-
able,

E(f(B
(µ)
t , ξ(t),Λ(µ)(t))|σ(Λ(µ)(s), s ≤ t)) = g(Λ(µ)(t))

for each t ≥ 0, where

g(λ) = E(f(λ− L(µ)(∞), ξ(∞), λ)|ξ(∞) ∈ Γ(λ)).

Proof. It is enough to prove this when f is a bounded continuous function de-
pending on a finite number of variables. By Corollary 4.7,

E(f(τmΛ(µ)
m (t)− τmMm

m (t), ξm(t),Λ(µ)
m (t))|σ(Λ(µ)

m (s), s ≤ t))) = gm(Λ(µ)
m (t))

where

gm(λ) = E(f(τmλ− τmMm
m (∞), ξm(∞), λ)|ξm(∞) ∈ Γm(λ)).

Let h be a bounded continuous function depending only on a finite number of
variables. Using the convergences in probability of the propositions 6.3 and 6.5,

E(f(Λ(µ)(t)− L(µ)(t), ξ(t),Λ(µ)(t))h(Λ(µ)(s), s ≤ t)))

= lim
m→+∞

E(f(τmΛ(µ)
m (t)− τmMm

m (t), ξm(t), τmΛ(µ)
m (t))h(τmΛ(µ)

m (s), s ≤ t)))

= lim
m→+∞

E(gm(Λ(µ)
m (t))h(τmΛ(µ)

m (s), s ≤ t))).

Since τmΛ
(µ)
m (t) tends to Λ(µ)(t), we also know from Proposition 5.14 that {ξm(∞) ∈

Γm(Λ
(µ)
m (t))} tends to {ξ(∞) ∈ Γ(Λ(µ)(t))} in probability. Therefore the limit

above equals

E(g(Λ(µ)(t))h(Λ(µ)(s), s ≤ t)))
which proves the proposition. �
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Applying the proposition with f(b, ξ, λ) = 1Γ(λ)(ξ) we obtain

Corollary 6.8. Almost surely, ξ(t) belongs to Γ(Λ(µ)(t)).

Theorem 6.9. Mk(t) converges almost surely to L(µ)(t) when k → +∞.

Proof. One can suppose that µ 6= 0, 1. In that case, by Proposition 6.7, one has

E(1{limMk(t)=L(µ)(t)}|σ(Λ(µ)(s), s ≤ t)) = E(1{limMk(∞)=L(µ)(∞)}|ξ(∞) ∈ Γ(Λ(µ)(t))).

As the right hand-side term equals 1 by Proposition 5.7, one obtains that

P(limMk(t) = L(µ)(t)) = E(E(1{limMk(t)=L(µ)(t)}|σ(Λ(µ)(s), s ≤ t))) = 1.

�

7. The representation theorem using Pitman and Lévy transforms

7.1. Representation of the conditioned space-time Brownian motion

A(µ). Let us remind where we stand. For B
(µ)
t = (t, Bt + tµ) we have written

Psn · · · Ps1Ps0B(µ)(t) = B
(µ)
t +

n∑
i=0

ξi(t)αi,

see (5.2), and

Mn+1(t) =
1

2
ξn+1(t)αn+1 +

n∑
i=0

ξi(t)αi.

We have seen that when for t > 0, limk→+∞Mk(t) = L(µ)(t) a.s. and that the

process Λ(µ)(t) = B
(µ)
t + L(µ)(t), t ≥ 0, has the same distribution as the process

A(µ)(t), t ≥ 0. Hence,

Theorem 7.1. For t ≥ 0, almost surely,

lim
n→+∞

Psn · · · Ps1Ps0B(µ)(t) +
1

2
ξn+1(t)αn+1

exists, and the limiting process has the same distribution as {A(µ)(t), t ≥ 0}.

To interpret the correction term, it is worthwhile to introduce the Lévy trans-
form (sometimes called the Skorokhod transform). A theorem of Lévy (see Revuz
and Yor [36], VI.2) states that if β is the standard Brownian motion, then

Lβ(t) = βt − inf
0≤s≤t

βs, t ≥ 0,

has the same distribution as |βt|, t ≥ 0, and that − inf0≤s≤t βs is the local time
of Lβ at 0. We define here the following Lévy transform (sometimes the Lévy

transform of β is defined as
∫ t

0 sign(βs)dβs, this is related to the transform here,
but different).

Definition 7.2. For η ∈ C0(R2) and i = 0, 1, the Lévy transform Lsiη of η is

Lsiη(t) = η(t)− 1

2
inf

0≤s≤t
α̃i(η(s))αi.

Another way to state the former theorem is
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Theorem 7.1 bis. For t ≥ 0,

lim
n→+∞

Lsn+1Psn · · · Ps1Ps0B(µ)(t)

exists a.s. and the limiting process has the same distribution as A(µ).

The following proposition indicates that the presence of the Lévy transform
is due to the bad behavior of A(µ)(t) for t near 0.

Proposition 7.3. For all t > 0, a.s. limk→+∞ ξk(t) = 2.

Proof. When µ 6= 0, 1, ξk(∞) tends to 2 almost surely (Theorem 5.6), and the

proposition follows from Proposition 6.7 by conditioning by σ(Λ(µ)(s), s ≤ t).
The case when µ ∈ {0, 1} follows from the CMG theorem. �

This implies that, for t > 0,

lim
n→+∞

Psn · · · Ps1Ps0B(µ)(t) + (−1)nα1 = A(µ)(t).

So without the Levy correction, the iterates of Pitman’s transform do not con-
verge.

In the whole paper we have chosen to begin by first applying Ps0 to B(µ)

and then Ps1 , in the iterations of Pitman’s transforms. Let us show the non
trivial fact that we obtain the same limit if we begin with Ps1 . More precisely,
if we denote with a tilde the quantities previously defined when we begin by Ps1
instead of Ps0 , one has,

Theorem 7.4. (i) Almost surely,

lim
n→+∞

Lsn+1Psn · · · Ps1Ps0B(µ)(t) = lim
n→+∞

Lsn+1Psn · · · Ps2Ps1B(µ)(t).

(ii) ξ̃(t) defined for B(µ) has the same distribution as ξ(t) defined for B(1−µ).

Proof. For (i) we have to prove that L(µ)(t) = L̃(µ)(t). We have seen in Propo-

sition 6.3 that τmM
m
m (t) converges in probability to L(µ)(t). By the same proof

τmM̃
m
m (t) converges in probability to L̃(µ)(t). Now by (6.2),

Mm
m (t) = PmwmW

(m
π
,µ)(t)−W (m

π
,µ)

t

and by Theorem 3.4

PmwmW
(m
π
,µ) = P̃mwmW

(m
π
,µ).

since

wm = smm−1 · · · sm1 sm0 = smm · · · sm2 sm1 .
Hence Mm

m (t) = M̃m
m (t) and L(µ)(t) = L̃(µ)(t) a.s.. (ii) follows from the relation

(5.1) and the fact that TB(µ) has the same distribution as B(1−µ). �

7.2. Representation of the conditioned Brownian motion in [0, 1]. For a
continuous real path ϕ : R+ → R such that ϕ(0) = 0, we have defined

L0ϕ(t) = ϕ(t) + inf
0≤s≤t

(s− ϕ(s)), P0ϕ(t) = ϕ(t) + 2 inf
0≤s≤t

(s− ϕ(s)),

L1ϕ(t) = ϕ(t)− inf
0≤s≤t

ϕ(s), P1ϕ(t) = ϕ(t)− 2 inf
0≤s≤t

ϕ(s).

For Bµ
t = Bt + tµ, t ≥ 0, the theorem stated in the introduction is
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Theorem 7.5. For any t > 0, almost surely,

lim
n→∞

tLn+1Pn · · · P1P0B
µ(1/t) = lim

n→∞
tLn+1Pn · · · P2P1B

µ(1/t) = Zµt ,

where Zµt , t ≥ 0, is a Brownian motion conditioned to stay in the interval [0, 1]
forever, starting from µ.

Proof. The proof is just the juxtaposition of the theorems 7.1, 7.4 and 2.4. �

Remark that, for any t > 0 and a.s., by this theorem and Proposition 7.3,

lim
n→∞

t(Pn · · · P1P0B
µ(1/t) + (−1)n2) = Zµt .

As an illustration let us show that: if we write L(µ)(∞) = (0, Dµ(∞)) for some
Dµ(∞) ∈ R,

Proposition 7.6. When µ 6= 0, 1, there is a standard Brownian motion β and a
stopping time τ with respect to the filtration {σ(βs, s ≤ t), t ≥ 0} such that τ > 0
a.s. and for 0 ≤ t ≤ τ ,

Zµt = βt + µ+ tDµ(∞).

Proof. Let t ≥ 0 be the random time given by Proposition 6.2. For t > t,

L(µ)(t) = L(µ)(∞) hence A(µ)(t) = B
(µ)
t + L(µ)(∞). Thisx implies the relation

for τ = 1/t and βt = tB1/t, since (t, tZµ1/t) = A(µ)(t). �

Notice that, by (8.7), E(Dµ(∞)) = π cotπµ as expected from the expression
of the drift of the generator 1

2d
2/dx2 + (π cotπx)d/dx of Zµt .

7.3. A property of Pitman transform for piecewise C1 paths. As men-
tioned in the introduction, the need of an infinite number of Pitman transforms
to represent the space-time Brownian motion in Caff is due to its wild behaviour
and in particular to its non differentiability. The situation is much simpler for
regular space-time curves, as shown by the following proposition (recall that
paths in C̄aff are fixed under the Pitman transforms).

Proposition 7.7. Let ϕ : [0, T ]→ R be a continuous piecewise C1 function such
that ϕ(0) = 0 and let η(t) = (t, ϕ(t)). There is an n such that for all t ∈ [0, T ],

Psn · · · Ps1Ps0η(t) ∈ C̄aff,(7.1)

and for all m ≥ n,

Psm · · · Ps1Ps0η(t) = Psm · · · Ps1Ps0η(t).(7.2)

We use the notations of 1.2 and Section 7.2. It is equivalent to proving that
there is an n > 0 such that

0 ≤ Pn · · · P1P0ϕ(t) ≤ t

for all t ∈ [0, T ]. Let τ1(ϕ) = inf{t > 0;ϕ(t) < 0}, τ0(ϕ) = inf{t > 0;ϕ(t) > t},
and let |ϕ′| be the supremum of the left and right derivatives of ϕ on [0, T ].

Lemma 7.8. (1) |(P1ϕ)′| ≤ |ϕ′|, and |(P0ϕ)′| ≤ 2 + |ϕ′|.
(2) When 0 ≤ t ≤ τ1(ϕ) ∧ τ0(ϕ), P1ϕ(t) = P0ϕ(t) = ϕ(t).
(3) There is an n > 0 such that 0 ≤ (Pn · · · P1P0ϕ)′(0) ≤ 1.
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Proof. (1) and (2) are straightforward. For (3): if σ0 and σ1 are the real reflec-
tions given by σ0(x) = −x and σ1(x) = 2 − x, then (Piϕ)′(0) = σi(ϕ

′(0)), for
i = 0, 1 and it is well known that one can bring any real number into [0, 1] by
repeated actions of σ0 and σ1. �

Lemma 7.9. Proposition 7.7 holds when τ1(ϕ) ∧ τ0(ϕ) > 0.

Proof. We first suppose that τ0(ϕ) < τ1(ϕ). Let ϕ1 = P0ϕ,ϕ2 = P1ϕ1, ϕ3 =
P0ϕ2, · · · and a1 = τ0(ϕ), a2 = τ1(ϕ1), a3 = τ0(ϕ2), · · · . By (1) of Lemma 7.8,
|ϕ′n| ≤ |ϕ′|+ 2n. Since ϕ2n(a2n) = 0, and ϕ2n(a2n+1) = a2n+1, we obtain by the
mean value theorem that

a2n+1 − a2n ≥
a2n+1

|ϕ′|+ 4n
.

So the increasing sequence an is bigger that T for n large enough. When τ0(ϕ) >
τ1(ϕ), then τ0(ϕ1) > τ1(ϕ1) and we use the same proof for ϕ1 instead of ϕ by
beginning to apply P1. �

Proof of Proposition 7.7. Using (3) of Lemma 7.8 one can suppose that 0 ≤
ϕ′(0) ≤ 1. When 0 < ϕ′(0) < 1, then τ1(ϕ) ∧ τ0(ϕ) > 0 and we can apply
Lemma 7.9. If ϕ′(0) = 1, let γ = P0ϕ. Then γ′(0) = 1 and γ(t) ≤ t for t ≥ 0.
In that case τ0(γ) ≥ T and τ1(γ) > 0. Indeed otherwise there is a sequence
tn > 0 decreasing to 0 such that γ(tn) ≤ 0 and γ′(0) cannot be 1. So we can
also apply Lemma 7.9. The case ϕ′(0) = 0 is similar. This proves (7.1), which
gives 7.2 since the action of the path transforms Ps0 and Ps1 are trivial for path
in C̄aff. �

8. Some probability distributions

8.1. The conditional distribution of B
(µ)
t given σ(Λ(µ)(s), s ≤ t). We will

compute this conditional distribution by approaching it by the dihedral case.
Let m ≥ 1. Recall the definitions of ψmγ (v) and hm given in (3.1) and (3.2).

Let W (γ) be the standard planar Brownian motion in R2 with drift γ ∈ C̄m.

Lemma 8.1. For ζ ∈ R2 and v = PmwmW
(γ)(t),

E(e〈ζ,W
(γ)
t 〉|σ(PmwmW

(γ)(s), 0 ≤ s ≤ t)) =
ψmζ+γ(v)

ψmγ (v)

hm(γ)

hm(ζ + γ)
e〈ζ,v〉.

Proof. Theorem 5.5 in [4] gives

E(e〈ζ,W
(0)
t 〉|σ(PmwmW

(0)(s), 0 ≤ s ≤ t)) = C
ψmζ (v)

hm(v)hm(ζ)
e〈ζ,v〉,

for v = PmwmW
(0)(t) and a constant C > 0 independent of v and ζ. We conclude

with Proposition 4.5. �

For any l ∈ R and (t, x) ∈ C̄aff we define ϕl as in (2.6) by

ϕl(t, x) =
e−lx

sin(lπ)

∑
k∈Z

sinh(2ktl + xl)e−2(kx+k2t).(8.1)
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Lemma 8.2. Let µm ∈ R2, vm ∈ C̄m be such that

lim
m→+∞

τmvm = (t, x), lim
m→+∞

τmµm = (1, µ),

then

lim
m→∞

ψmµm(vm) =
sin(µπ)

2
ϕµ(t, x),(8.2)

lim
m→∞

(
π

m
)mhm(µm) = sin(µπ).(8.3)

Proof. Let r be the rotation of R2 of angle 2π/m and s be the symmetry s(a, b) =
(a,−b), for (a, b) ∈ R2. Let J(m) = {−[m/2], · · · , [m/2]} when m is odd and
J(m) = {−[m/2] + 1, · · · , [m/2] − 1} ∪ {m/2} when m is even. The dihedral
group I(m) is I(m) = {rk, k ∈ J(m)} o {Id, s}, l(r) = 2, and l(s) = 1. Let
µm = (µm(1), µm(2)) and vm = (vm(1), vm(2)). One has

ψmµm(vm) = e−〈γm,αm〉
∑

k∈J(m)

(e〈r
k(µm),vm〉 − e〈rks(µm),vm〉)

= 2e−µm(2)vm(2)
∑

k∈J(m)

I(m, k)

where

I(m, k) = exp[µm(1)vm(1)(cos
2kπ

m
− 1) + µm(1)vm(2) sin

2kπ

m
]

× sinh[µm(2)vm(2) cos
2kπ

m
− µm(2)vm(1) sin

2kπ

m
)].

For ε > 0, we choose m0 ≥ 0 such that, for m ≥ m0,∑
m/4≤|k|≤m/2

|I(m, k)| ≤ ε,

by using the inequality cos(2k
m π) ≤ 0 when m

4 ≤ |k| ≤
m
2 . Besides, when t ∈

[−π
2 ,

π
2 ], then cos t ≤ 1− t2

π and | sin(t)| ≤ |t|, hence, for |k| ≤ m
4 ,

|I(m, k)| ≤ e−c1k2+c2k

where c1, c2 > 0 do not depend on m. So, one can choose N such that for m ≥ 1∑
N≤|k|≤m/4

|I(m, k)| ≤ ε.

We obtain (8.2) since, for N fixed,

lim
m→+∞

N∑
k=−N

I(m, k) = e−µx
N∑

k=−N
sinh(µ(2kt+ x))e−2(kx+k2t).

The relation (8.3) is immediate. �

For λ = (t, x) ∈ C̄aff, we consider the probability measure ν
(µ)
λ on R2 carried

by the line {(t, y), y ∈ R} which has the Laplace transform∫
e〈ζ,v〉dν

(µ)
λ (v) =

e〈ζ,λ〉ϕζ2+µ(λ)

ϕµ(λ)
,(8.4)
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for ζ = (ζ1, ζ2) ∈ R2. This measure was introduced by Frenkel [16] in his study
of orbital measures (see below Section 9.2).

Theorem 8.3. The conditional distribution of B
(µ)
t given σ(Λ(µ)(s), s ≤ t)) is

the probability measure ν
(µ)

Λ(µ)(t)
.

Proof. By Lemma 8.1 and for µm = (mπ , µ) one has

E(e〈ζ,τmW
(µm)
t 〉|σ(Λ(µ)

m (s), s ≤ t)) =
ψmτmζ+µm(Λ

(µ)
m (t))

ψmµm(Λ
(µ)
m (t))

hm(µm)

hm(τmζ + µm)
e〈τmζ,Λ

(µ)
m (t)〉.

Hence the formula

E(e〈ζ,B
(µ)
t 〉|σ(Λ(µ)(s), s ≤ t)) =

ϕζ2+µ(Λ(µ)(t))

ϕµ(Λ(µ)(t))
e〈ζ,Λ

(µ)(t)〉

is obtained by letting m go to infinity using Proposition 6.5 and Lemma 8.2. �

8.2. Distribution of L(µ)(∞). We suppose that µ 6= 0, 1, and write L(µ)(∞) =
(0, Dµ(∞)). The Laplace transform of Dµ(∞) is, by (5.7), for τ > 0,

E(e−τD
µ(∞)) =

∞∏
n=0

((1 +
τ

(n+ µ)
)(1− τ

(n+ 1− µ)
))−1.

Using the relation

Γ(α)Γ(β)

Γ(α+ γ)Γ(β − γ))
=

+∞∏
n=0

(1 +
γ

n+ α
)(1− γ

n+ β
),(8.5)

(Formula 8.325.1 of [19]) and Γ(z)Γ(1− z) = π/sin (πz), we obtain that

E(e−τD
µ(∞)) =

sin(πµ)

sin(π(µ+ τ))
.(8.6)

In particular,

E(Dµ(∞)) = π cot(πµ).(8.7)

Corollary 8.4. The density of D1/2(∞) is 1/(2π cosh(x/2)).

Proof. One uses that the Fourier transform of 1/(π coshx) is 1/ cosh(λπ/2). �

Notice that the distribution of
∑∞

n=1( ε2n+1

n − ε2n
n+1) appears in Diaconis et al.

[9].

8.3. Distribution of ξ1(∞). We denote the Bessel process of dimension 3 with

drift ν ≥ 0 by ρ(ν). It is the norm of a Brownian motion in R3 with a drift of
length ν.

Corollary 8.5. ξ1(∞) has the same distribution as supt≥0(%
(1−µ)
t − t).

Proof. By Pitman and Rogers [34], %
(1−µ)
t has the same distribution as Ps1B

(1−µ)
t ,

so the claim follows from (2) of Theorem 7.4 when µ 6= 0, 1, and by continuity
when µ = 1. For µ = 0, ξ1(∞) = +∞. �
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When µ = 1, ξ0(∞) = +∞ and

ξ1(∞) =
1

2

+∞∑
n=1

ε2n−1 + ε2n

n2
.

Its distribution is studied in Biane et al. [2] where it is symbolized π2S2/4. Its
Laplace transform is given by, for τ ≥ 0,

E(e−2τξ1(∞)) =
π2τ

sinh2(π
√
τ)
,

and its distribution function is (cf. Table 1 in [2])

F (x) = 1 + 2

+∞∑
k=1

(1− 4k2x)e−2k2x.

In this case the corollary is also given in Example 20 of Salminen and Yor [38].
When µ = 1/2,

ξ1(∞) =

+∞∑
n=1

2εn
n(n+ 1)

.

Proposition 8.6. When µ = 1/2, the Laplace transform of ξ1(∞) is, for τ ≥ 0,

E(e−τξ1(∞)) =
2πτ

cosh(π
√

2τ − 1/4)
,

and its density is

+∞∑
n=0

(−1)n+1n(n+ 1)(2n+ 1)e−n(n+1)x/2.

In distribution,

ξ1(∞) = sup
n>0,i=1,2,3

ε
(i)
n

n
,

where the ε
(i)
n are exponential independent random variables with parameter 1.

Proof. One has

E(e−τξ1(∞)) =
+∞∏
n=1

(1 +
2τ

n(n+ 1)
)−1.

Using the formula

coshπx = (1 + 4x2)
+∞∏
n=1

(1 +
x2

(n+ 1/2)2
),

one obtains

E(e−τξ1(∞)) =
2πτ

cosh(π
√

2τ − 1/4)
.

Let

g(x) = 2

+∞∑
n=0

(−1)n(2n+ 1)e−
x
2

(n+ 1
2

)2 .
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Since 1/ cosh
√

2τ is the Laplace transform of πg(π2x)/2, (e.g. [2]), one has

2τπ

coshπ
√

2τ − 1/4
=

∫ ∞
0

τe−τxex/8g(x) dx =

∫ ∞
0

e−τx(ex/8g(x))′ dx,

by an integration by parts. Computing the derivative (ex/8g(x))′ gives the den-
sity. By integration, the distribution function of ξ1(∞) is

+∞∑
n=0

(−1)n(2n+ 1)e−n(n+1)x/2

which equals
∏∞
n=1(1− e−nx)3 by a formula of Jacobi ([18], Theorem 357). �

9. Asymptotics for representations of the affine algebra A
(1)
1

We will show that some of the results we have obtained have a direct in-
terpretation in term of semi-classical limits of highest weight representations of

the affine Kac Moody Lie algebra A
(1)
1 . The probability measure ν

(µ)
λ defined

in (8.4) is interpreted as a kind of Duistermaat Heckman measure. The affine
string coordinates ξ(∞) describe the asymptotic behaviour of the large weights
of Kashiwara’s infinity crystal B(∞).

9.1. The Kac-Moody algebra A
(1)
1 . We consider the affine Lie algebra A

(1)
1 .

For our purpose, we only need to define and consider a realization of a real
Cartan subalgebra. We introduce two copies of R3 in duality,

hR = SpanR{c, α̃1, d}, h∗R = SpanR{Λ0, α1, δ},

where c = (1, 0, 0), α̃1 = (0, 1, 0), d = (0, 0, 1), and Λ0 = (1, 0, 0), α1 = (0, 2, 0),
δ = (0, 0, 1) in R3. We let α̃0 = (1,−1, 0) and α0 = (0,−2, 1), so that c = α̃0 +α̃1

and δ = α0+α1. Notice that these α0 and α1 project on the ones given in Section
5 by the projection on h∗R/Rδ, identified with RΛ0 ⊕ Rα1. With the notations
of the introduction RΛ0 ⊕ Rα1 = RΛ0 ⊕ RΛ1. These notations are frequently
used in the litterature in this context (for instance in Kac [24]). Usually α0, α1

are called the two positive simple roots of A
(1)
1 and α̃0, α̃1 their coroots. One

considers the set of integral weights

P = {λ ∈ h∗R : λ(α̃i) ∈ Z, i = 0, 1},

and the set of dominant integral weights

P+ = {λ ∈ h∗R : λ(α̃i) ∈ N, i = 0, 1}.

For a dominant integral weight λ, the character of the irreducible representation

V (λ) of A
(1)
1 with highest weight λ is defined as the formal series

charλ =
∑
β∈P

dim(Vβ(λ))eβ,(9.1)

where Vβ(λ) is the weight space corresponding to the weight β. If we let

eβ(h) = eβ(h) for h ∈ hR, and evaluate this formal series at h, the series converges
absolutely or diverges, and it converges when δ(h) > 0. When λ = nΛ0 +mα1

2 ,
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with (m,n) ∈ N2 such that 0 ≤ m ≤ n, a ∈ R, and b > 0, the Weyl-Kac

character formula for A
(1)
1 is

charλ(aα̃1 + bd) =

∑
k∈Z sinh(a(m+ 1) + 2ak(n+ 2))e−b(k(m+1)+k2(n+2))∑

k∈Z sinh(a+ 4ak)e−b(k+2k2)
.

(9.2)

For more details about affine Lie algebras and their representations, see Kac [24].

9.2. An analogue of the Duistermaat Heckman measure. Let

λ = tΛ0 + xα1/2

where x ∈ (0, t) and {λr, r ∈ N∗} be a sequence of dominant integral weights
such that

lim
r→+∞

λr/r = λ.

We consider the irreducible module V (λr) of highest weight λr. Since V (λr) is
infinite dimensional, we put a Boltzman factor on each weight. More precisely

let h
(µ)
r = 1

r (µα̃1 + 2d). As before 0 ≤ µ ≤ 1. We denote by γ
(µ)
r the probability

measure on h∗R given by

γ(µ)
r =

1

charλr(h
(µ)
r )

∑
β∈P

dim(Vβ(λr))e
β(h

(µ)
r ) εr−1β,

where εr−1β is the Dirac measure at r−1β,

Proposition 9.1. The sequence of the push forward probabilities of {γ(µ)
r , r ≥ 1}

by the quotient map from h∗R to h∗R/Rδ converges to ν
(µ)
λ , when r → +∞.

Proof. For any v ∈ hR,∫
h∗R

eβ(v) γ(µ)
r (dβ) =

charλr(r
−1v + h

(µ)
r )

charλr(hr)
.

For τ ∈ R and v = τα̃1, the numerator of the character charλr(r
−1v+h

(µ)
r ) given

by (9.2) converges to

e(τ+µ)x sin(π(τ + µ))ϕ(τ+µ)(t, x)

when r goes to infinity. Besides Lemma 2.7 implies that the denominator of this
character is equivalent to

√
πr

2
e−

1
4
rπ2

sin(π(τ + µ)).

Therefore

lim
r→+∞

∫
h∗R

eτβ(α̃1) γ(µ)
r (dβ) = eτx

ϕτ+µ(t, x)

ϕµ(t, x)
.

Then the proposition follows from Theorem 8.3. �

The Duistermaat Heckman measure for a compact connected Lie group is an
approximation of the distribution of the weights of an irreducible finite dimen-
sional representation when its highest weight is large (see Heckman [20]). So the

theorem above shows that ν
(µ)
λ is an analogue of a normalized DH-measure. For

a compact connected Lie group, the Duistermaat Heckman measure also appears
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as the image of the Liouville measure on a coadjoint orbit by the projection on
the dual of a Cartan subalgebra. Frenkel has shown in [16] that the distribution
of a Brownian motion on su(2) indexed by the time in [0, 1], given the conjugacy
class of the endpoint of its wrapping on SU(2), plays the role of a normalized
Liouville measure on a coadjoint orbit of the loop group L(SU(2)). The image
of this measure by the moment map associated to the action of a maximal torus

of SU(2) on the coadjoint orbit is the measure ν
(µ)
λ when µ = 0 (see Frenkel [16]

and also Defosseux [12]).

9.3. Asymptotics for the crystal B(∞) of A
(1)
1 . The infinity crystal B(∞) of

Kashiwara [26] is the crystal of the Verma module with highest weight 0 of A
(1)
1 .

It gives a combinatorial graph describing precisely this module. This crystal
is important since any irreducible highest weight crystal may be obtained from
B(∞). It is shown in Kashiwara [26], and more explicitely in Nakashima and
Zelevinski [31], that using string parametrizations, a realization of B(∞) is given
by

B(∞) = {x ∈ NN; for some n ∈ N,
x1

1
≥ x2

2
≥ · · · ≥ xn

n
> 0, xk = 0 for k > n}.

Notice that the only condition on x0 is x0 ∈ N. For x ∈ B(∞), we let

ω(x) =

+∞∑
k=0

xkαk ∈ h∗R.

By [31], −ω(x) is the weight of x in the crystal B(∞). For ρ̃ = α̃1/2 + 2d, we let

s(x) =

+∞∑
k=0

xk = ω(x)(ρ̃).

The character char∞ of the Verma module of highest weight 0 is defined as in
(9.1) and is given by (see Kac [24], (9.7.2))

char∞ =
∏
β∈R+

(1− e−β)−1,(9.3)

where

R+ = {α0 + nδ, α1 + nδ, (n+ 1)δ, n ∈ N}(9.4)

is the set of positive roots of A
(1)
1 . As previously, if we let eβ(h) = eβ(h) for

h ∈ hR, and evaluate the formal character at h, it converges when δ(h) > 0. Let
r ∈ R∗+. On each element x of the crystal B(∞) we put the Boltzman weight

e−s(x)/r. We introduce the probability distribution βr on B(∞) by

βr =
1

Zr

∑
x∈B(∞)

e−s(x)/rεx

when εx is the Dirac mass at x and (by Kashiwara [26])

Zr =
∑

x∈B(∞)

e−s(x)/r = char∞(ρ̃/r).
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The following theorem indicates that the affine Brownian model describes a kind

of continuous version of the infinity crystal B(∞) for the affine Lie algebra A
(1)
1 .

Let jr : B(∞)→ RN be given by jr((xk, k ≥ 0)) = (xk/r, k ≥ 0).

Theorem 9.2. The image of βr by the map jr converges in distribution to the
distribution of the Verma parameter ξ(∞) of B(1/2), when r → +∞.

Proof. We first notice that

A∞ = {(λ1, λ2, · · · ); (0, λ1, λ2, · · · ) ∈ B(∞)}
is the set of anti-lecture hall compositions defined in Corteel and Savage [7]. For
λ = (λ1, λ2 · · · , λn, 0, 0, · · · ) ∈ A∞, let |λ| =

∑n
k=1 λk. Then, see Corteel et al.

[7, 8] and (1.2) and (1.3) in Chen et al. [6], for 0 ≤ q < 1, k ∈ N,∑
λ∈A∞

q|λ| =
(−q; q)∞
(q2; q)∞

,(9.5)

∑
λ∈A∞,λ1≤k

q|λ| =
(−q; q)∞(q; qk+2)∞(qk+1; qk+2)∞(qk+2; qk+2)∞

(q; q)∞
,(9.6)

where (a; q)∞ =
∏∞
n=0(1− aqn).

Let X(r) = (X
(r)
k ; k ≥ 0) be a random element with distribution βr. First it

is clear that X
(r)
0 /r converges in distribution to ξ0(∞). Let us now prove that

X
(r)
1 /r converges in distribution to ξ1(∞). It follows from (9.5) and (9.6) that,

for a ≥ 0 and q = e−1/r,

P(X
(r)
1 ≤ ar) =

∑
{x∈B(∞);x1≤[ar]} q

s(x)∑
{x∈B(∞)} q

s(x)
=

∑
{λ∈A∞;λ1≤[ar]} q

|λ|∑
{λ∈A∞} q

|λ|

=
1

1− q
(q; e−[ar]/rq2)∞(e−[ar]/rq; e−[ar]/rq2)∞(e−[ar]/rq2; e−[ar]/rq2)∞.

Since (q; e−[ar]/rq2)∞ is equivalent to (1− q)(e−a; e−a)∞ when q tends to 1, one
has, by Proposition 8.6,

lim
r→∞

P(X
(r)
1 ≤ ra) = (e−a; e−a)3

∞ =
∞∏
n=1

(1− e−na)3 = P(ξ1(∞) ≤ a).

So X
(r)
1 /r converges to ξ1(∞). We now consider the full sequence X

(r)
k /r, k ∈ N.

For any r and n ≥ 1, one has

X
(r)
1

1
≥ X

(r)
2

2
≥ · · · ≥ X

(r)
n

n
≥ 0,

which implies that for any n ∈ N, the collection of distributions of

(
1

r
X

(r)
1 , · · · , 1

r
X(r)
n )r>0

is tight since X
(r)
1 /r converges in distribution. By Cantor’s diagonal argument,

we construct an increasing sequence ϕ(r) ∈ N, r ∈ N, such that the random

variables 1
ϕ(r)X

(ϕ(r))
k , k ≥ 0, converge in finite dimensional distribution when r

goes to infinity. Let us denote by (Rk, k ≥ 0) the limit, and let us prove that
Rk
k has the same distribution as

∑+∞
n=k

2εn
n(n+1) where the εn’s are independent
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exponential random variables with parameter 1. For x ∈ B(∞), one has, since
s(x) = x0 + 1

2

∑+∞
k=2(kxk−1 − (k − 1)xk),

P(X(r) = x) =
e−

1
r
x0

char∞(r−1ρ̃)

∞∏
k=2

e−
1
2r

(kxk−1−(k−1)xk)1{xk−1
k−1

≥xk
k
}

=
e−

1
r
x0

char∞(r−1ρ̃)

∞∏
k=1

e−
k+1
2r

(xk−d k
k+1

xk+1e)e−
1
2r

(kd k−1
k
xke−(k−1)xk)1{xk≥dk

xk+1
k+1
e},

where d·e is the ceiling function. Let Y
(r)
k , k = 0, · · · , n, be independent geomet-

ric random variables with values in N, where Y
(r)

0 has the parameter 1 and Y
(r)
k

has the parameter e−
k+1
2r when k ≥ 1. As,

e−
k
2r ≤ e−

1
2r

(kd k−1
k
xke−(k−1)xk) ≤ 1,

one obtains that for t0, · · · , tn ≥ 0,

C(r, n)(1 +O(
1

r
)) ≤

P(X
(r)
0 ≤ t0, · · · , X(r)

n − d n
n+1X

(r)
n+1e ≤ tn)

P(Y
(r)

0 ≤ t0, · · · , Y (r)
n ≤ tn)

≤ C(r, n),

where C(r, n) is independent of t0, · · · , tn, and tends to 1 when r tends to +∞.
This proves that for any n,

1

r
X

(r)
0 ,

1

r
(X

(r)
k − d

k

k + 1
X

(r)
k+1e), 1 ≤ k ≤ n,

converge jointly to ε0,
2

k+1εk, 1 ≤ k ≤ n, when r goes to infinity. Besides

lim
r→∞

1

ϕ(r)
(X

(ϕ(r))
k − d k

k + 1
X

(ϕ(r))
k+1 e) = Rk −

k

k + 1
Rk+1.

Thus, for k ≥ 1, Rk− k
k+1Rk+1 are independent random variables with the same

distribution as 2
k+1εk. The positive sequence Rk/k is decreasing. Let S be its

limit. We have the identity in distribution, for all k ≥ 1,

Rk
k

=
+∞∑
n=k

2εn
n(n+ 1)

+ S.

We have proved that in distribution R1 = ξ1(∞), so S = 0 which finishes the
proof. �

Recall (Corollary 8.4) that L(1/2)(∞) = D1/2(∞)α1/2 where the density of

D1/2(∞) is 1/(π coshx), and that −ω(x) is the weight of x ∈ B(∞).

Proposition 9.3. When r goes to infinity, in distribution, if X(r) has the dis-
tribution βr,

(1) in the quotient space h∗R/Rδ, the normalized weights ω(X(r))/r converge

to L(1/2)(∞),

(2) the coordinate of ω(X(r))/r along δ goes to +∞.

Proof. One has for any u ∈ hR,

E(e−ω(X(r))(u)) =
char∞(u+ r−1ρ̃)

char∞(r−1ρ̃)
.
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In view of (9.4), the expression (9.3) of the character gives the Laplace transform

of ω(X(r)) and shows that, in distribution,

ω(X(r)) =
∑
n≥0

(G0(n)(α0 + nδ) +G1(n)(α1 + nδ) +G2(n)(n+ 1)δ).

Here Gi(n), i = 0, 1, 2, n ∈ N, are independent random variables such that
G0(n), G1(n) and G2(n), are geometrically distributed with respective parameter

e−(α0+nδ)(r−1ρ̃), e−(α1+nδ)(r−1ρ̃), and e−(n+1)δ(r−1ρ̃), i.e. e−2(n+1/2)/r, e−2(n+1/2)/r

and e−2(n+1)/r. The proposition follows easily. �

Due to the Lévy correction, the image by ω of the limit in law of X(r)

r is not

equal to limit in law of ω(X
(r)

r ), modulo δ.
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