
HAL Id: hal-01860797
https://hal.science/hal-01860797

Submitted on 30 Aug 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the stability of nonautonomous systems
Abderrahman Iggidr, Gauthier Sallet

To cite this version:
Abderrahman Iggidr, Gauthier Sallet. On the stability of nonautonomous systems. Automatica, 2003,
39 (1), pp.167–171. �10.1016/S0005-1098(02)00206-6�. �hal-01860797�

https://hal.science/hal-01860797
https://hal.archives-ouvertes.fr


On theStability ofNonautonomousSystems ⋆

A. Iggidr, G. Sallet

INRIA Lorraine
I.S.G.M.P. Bat. A, Ile du Saulcy
57045 Metz cedex 01, France.

phone : +33 3 87 54 72 80, Fax: +33 3 87 54 72 77

Abstract

In (Kalitine, 1982), the use of semi definite Lyapunov functions for exploring the local stability of autonomous dynamical
systems has been introduced. In this paper we give an extension of the results of (Kalitine, 1982) that allows to study the
local stability of nonautonomous differential systems. We give an application to the Algebraic Riccati Equation.
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1 Introduction

The most efficient tool for the study of the stability of
a given nonlinear system is provided by Lyapunov the-
ory. This theory is based on the use of positive definite
functions that are nonincreasing along the solutions of
the considered system. It can be summarized as follows:
let be given a differential system

{

ẋ(t) = X(x(t)) ,

X(0) = 0
(1)

where X is assumed to be locally Lipschitz continuous
on some neighborhood of the origin of IRn. If there exists
a positive definite function V whose derivative, V̇ , along
the trajectories of system (1) is negative semidefinite
then the system is stable and it is asymptotically stable
if V̇ is negative definite.But finding an appropriate pos-
itive definite Lyapunov function is in general a difficult
task. Thanks to LaSalle’s invariance principle (LaSalle
& Lefschetz, 1961; Krasovski, 1959), the assumption on

V̇ in the asymptotic stability theorem has been consid-
erably relaxed : the definiteness of V̇ is no more required.
It is sufficient to have V̇ ≤ 0 and the largest positively
invariant set contained in the locus V̇ = 0 must be re-
duced to the equilibrium point. This is very useful in
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practice, for it is easier to find Lyapunov functions sat-
isfying these assumptions than it is to find Lyapunov
functions which satisfy the assumptions of the original
Lyapunov Theorem. In (Kalitine, 1982), a new general-
ization of Lyapunov’s theorems for dynamical systems
defined on a locally compact metric space has been de-
rived : the author has relaxed the definiteness require-
ment not only on V̇ but also on the Lyapunov function
used in the stability theorem as well as in the asymp-
totic stability theorem. Roughly speaking, it has been
proved in (Kalitine, 1982) that if there exists a function

V ≥ 0 such that V̇ ≤ 0 and the set {x : V (x) = 0} does
not contain any complete negative orbit except the triv-
ial one x ≡ 0 then the system is Lyapunov stable and it
is asymptotically stable if no solution of the considered
system can stay for all negative time in the set where
V̇ vanishes, other than the trivial one x ≡ 0. This re-
sult has been proved, in the case where the motions are
assumed to define a group, by using the properties of
backward solutions of (1). So the proof can not be used
for discrete-time systems.

According to (Kalitine, 1982) this result has been first
established for ODE (asymptotic stability theorem) and
published in Russian (Boulgakov & Kalitine, 1979). It
has been improved and published in English in (Iggidr,
Kalitine & Outbib, 1996) where some applications to
the stabilization problem has been given as well as the
connection with existing results in the western litera-
ture. Unfortunately, the reference (Kalitine, 1982) has
not been mentioned in (Iggidr, Kalitine &Outbib, 1996).
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So we would like to precise here that, according to (Kali-
tine, 1982), the initial work that has introduced the use
of semi definite Lyapunov functions is (Boulgakov &
Kalitine, 1979).

An extension to a particular class of nonautonomous
differential equations has been given in (Kalitine, 1995),
it concerns systems that can be written:

{

ẋ = f(x, y, t) x ∈ IRp

ẏ = g(x, y, t) y ∈ IRq, t ∈ IR+,
(2)

where f and g are locally Lipschitz with respect to (x, y)
uniformly in t and for which there exists a Lyapunov
function V satisfying a1(‖ y − ϕ(x, t) ‖) ≤ V (x, y, t) ≤
a2(‖ y−ϕ(x, t) ‖) where ai is a positive monotonic func-
tion which is zero at zero and ϕ is continuous function
that is locally Lipschitz with respect to x uniformly in t.

In this paper, we give an other extension to nonau-
tonomous systems. We do not assume any particu-
lar structure but we suppose the existence of an au-
tonomous nonnegative Lyapunov function. Roughly
stated, we prove the following: If for a given system
ẋ = X(x, t), there exists a function V (x) ≥ 0 such that

V̇ (x, t) ≤ 0 then the system is uniformly stable if it is
uniformly asymptotically stable with respect to pertur-
bations belonging to the set where V vanishes and it
is uniformly asymptotically stable if moreover the set
where V̇ vanishes is equal to the set where V vanishes.
Our results and their proofs do not assume any group
structure for the motions so when we write them for
autonomous systems we obtain new formulation of the
results of (Kalitine, 1982) as well as new proofs. We give
an application to the algebraic Riccati Equation.

2 Notations and Preliminaries

We consider the nonautonomous differential equation

ẋ = X(t, x) , (3)

with

X : I × Ω −→ IRn

(t, x) −→ X(t, x)

where I =]τ,+∞[ for some τ ∈ IR+ and Ω is an open
connected set of IRn, containing the origin. X(t, 0) = 0
for all t ∈ I. We assume that X satisfies the following:

Assumption 1 X is locally Lipschitz in x uniformly in
t. That is, for all x ∈ Ω, there exists U x a neighborhood

of x, and Kx ≥ 0 such that

∀x′, x′′ ∈ Ux, ∀t ∈ I :

‖ X(t, x′)−X(t, x′′) ‖≤ Kx ‖ x′ − x′′ ‖

For (t0, x0) ∈ I ×Ω, we denote by Xt(t0, x0) the unique
solution of (3) with initial conditions (t0, x0).

Throughout this paper, we shall use the following nota-
tions :

Bǫ(y) = {x ∈ IRn :‖ x − y ‖< ǫ}, Bǫ(y) = {x ∈ IRn :‖
x− y ‖≤ ǫ}, Bǫ = Bǫ(0) = {x ∈ IRn :‖ x ‖< ǫ}.

IR+ = {t ∈ IR : t ≥ 0} is the set of nonnegative real
numbers and IR− = {t ∈ IR : t ≤ 0} the set of nonposi-
tive real numbers.

K is the set of real-valued functions that are continuous,
zero at zero and strictly increasing.

We first recall the various stability concepts that we need
(see Rouche, Habets & Laloy (1977)).

Definition 2 (uniform stability) The origin of IRn is
an uniformly stable equilibrium point for (3) if for all t0,
Xt(t0, x0) is defined for all t ≥ t0 and if

∀ǫ > 0, ∃η(ǫ), ∀t0 ∈ I, ∀t ≥ t0 ∀x0 ∈ Ω :

‖ x0 ‖< η =⇒ ‖ Xt(t0, x0) ‖< ǫ.

Definition 3 (uniform attractivity) The origin of
IRn is an uniformly attractive equilibrium point if for all
t0, Xt(t0, x0) is defined for all t ≥ t0 and if

∃η > 0, ∀t0 ∈ I, ∀x0 ∈ Bη,

limt→+∞ Xt(t0, x0) = 0

(uniformly with respect to t0 and x0).

i.e.,

∃η > 0, ∀ǫ > 0, ∃T (ǫ) > 0, ∀t0 ∈ I, ∀x0 ∈ Bη,

∀t ≥ t0 + T (ǫ), ‖ Xt(t0, x0) ‖< ǫ.

Definition 4 (uniform asymptotic stability) The
origin is uniformly asymptotically stable if it is uniformly
stable and uniformly attractive.
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3 Main results

3.1 Stability theorems

Theorem 5 If on a neighborhood Ω of the origin there
exists a function V ∈ C1(Ω, IR) such that

• V (x) ≥ 0 for all x ∈ Ω and V (0) = 0.

• V̇ (t, x) = 〈∇V (x), X(t, x)〉 ≤ 0 for all x ∈ Ω and all
t ≥ 0.

• On the positively invariant set M = {x ∈ Ω : V (x) =
0} The restriction of X is uniformly asymptotically
stable.

Then the origin is an uniformly stable equilibrium point
for system (3).

Proof. Suppose that the origin is not uniformly stable.
Then there exist an ǫ > 0 for which we can construct a se-
quence of initial conditions (x0

n)n∈IN ⊂ Bǫ, lim
n→∞

x0
n = 0

such that for each n there exists an initial time t0n ≥ 0
in such a way that the solution of (3) issued from x0

n at
t0n does not stay within Bǫ for all time t ≥ t0n. In other
words, there exists a time tn > 0 for which one has

{

0 ≤ t < tn =⇒‖ Xt0
n
+t(t

0
n, x

0
n) ‖< ǫ ,

‖ Xt0
n
+tn(t

0
n, x

0
n) ‖= ǫ ∀n ∈ IN.

(4)

t0n + tn is nothing but the first exit time from Bǫ for the
solution of (3) with initial condition x0

n at t0n.

The origin being uniformly asymptotically stable on M ,
there exist δ > 0 and T > 0 such that one has

∀t0 ∈ I, ∀ x ∈ M ∩Bδ, ∀t ≥ t0 + T,

‖ Xt(t0, x) ‖<
ǫ
2
.

We take ǫ < δ so that we can write

∀t0 ∈ I, ∀t ≥ t0 + T and ∀y ∈ Bǫ ∩M,

‖ Xt(t0, y) ‖<
ǫ
2
.

(5)

It must be emphasized that the time T depends only on
ǫ and not on y ∈ Bǫ ∩M .

Thanks to Assumption 1 and the compactness ofBǫ (see
for instance Aeyels & Peutman (1998), Lemma 1) , there
exists η > 0 such that

∀(x, y) ∈ Bǫ ×Bǫ , ∀t0 ∈ I, ∀t ∈ [t0, t0 + T ] :

‖ x− y ‖< η =⇒‖ Xt(t0, x)−Xt(t0, y) ‖<
ǫ
2
.

(6)

The sequence (x0
n)n∈IN tends to the origin as n tends to

+∞, so there exists n0 ∈ IN such that ‖x0
n‖ < η for all

n ≥ n0. Thus, by (6), one has

∀t0 ∈ I, ∀t ∈ [t0, t0 + T ], ∀n ≥ n0 :

‖ Xt(t0, x
0
n) ‖<

ǫ
2
.

This is true in particular for t0 = t0n. So, by (4), this
implies that T < tn for all n ≥ n0. Therefore, we have
0 < tn − T < tn for all n ≥ n0. Taking into account (4),
we get

∀n ≥ n0, ‖ Xt0
n
+tn−T (t

0
n, x

0
n) ‖< ǫ.

So, by extracting subsequence we can assume that the
sequence (un)n≥n0

defined by un = Xt0
n
+tn−T (t

0
n, x

0
n)

converges to z ∈ Bǫ as n tends to +∞. Since V is as-
sumed to be continuous, we have

0 ≤ V (z) = lim
n→+∞

V (un)

= lim
n→+∞

V (Xt0
n
+tn−T (t

0
n, x

0
n)) ≤ lim

n→+∞
V (x0

n) = 0.

Hence, z belongs to Bǫ ∩M and then (5) yields

∀t0 ∈ I, ‖ Xt0+T (t0, z) ‖<
ǫ

2
. (7)

Since z = lim
n→+∞

Xt0
n
+tn−T (t

0
n, x

0
n), there exists p ≥ n0

such that

‖ z −Xt0
p
+tp−T (t

0
p, x

0
p) ‖< η.

So, by (6), we get

‖ Xt0
p
+tp(t

0
p + tp − T, z)

−Xt0
p
+tp

(

t0p + tp − T,Xt0
p
+tp−T (t

0
p, x

0
p)
)

‖< ǫ
2
.

Since

Xt0
p
+tp

(

t0p + tp − T,Xt0
p
+tp−T (t

0
p, x

0
p)
)

= Xt0
p
+tp

(

t0p, x
0
p),

we deduce that

‖ Xt0
p
+tp(t

0
p + tp − T, z)−Xt0

p
+tp

(

t0p, x
0
p) ‖<

ǫ

2
.

Combining the latest inequality with (7) and invoking
the triangular inequality leads to

‖ Xt0
p
+tp

(

t0p, x
0
p) ‖< ǫ.

But this is a contradiction to (4). So the origin is uni-
formly stable.
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Theorem 6 If on a neighborhood Ω of the origin there
exist a function V ∈ C1(Ω, IR) and a function a ∈ K
such that

• V (x) ≥ 0 for all x ∈ Ω and V (0) = 0.

• V̇ (t, x) = 〈∇V (x), X(t, x)〉 ≤ −a(V (x)) for all x ∈ Ω
and all t ≥ 0.

• On the positively invariant set M = {x ∈ Ω : V (x) =
0} The restriction of X is uniformly asymptotically
stable.

Then the null solution of (3) is uniformly asymptotically
stable.

Proof. System (3) being uniformly asymptotically sta-
ble onM, there exists δ > 0 such that the following holds:

∀ǫ > 0, ∃Tǫ > 0, ∀t0 ∈ I, ∀x0 ∈ Bδ ∩M,

∀t ≥ t0 + Tǫ, ‖ Xt(t0, x0) ‖< ǫ.
(8)

Thanks to Theorem 5, the origin is uniformly stable so
one can find γ > 0 in such a way that Xt(t0, Bγ) ⊆ Bδ

for all t0 and all t ≥ t0. To prove the uniform attractivity
of the origin, we shall show that the following holds:

∀ǫ > 0, ∃Tǫ > 0, ∀t0 ∈ I, ∀x0 ∈ Bγ ,

∀t ≥ t0 + Tǫ, ‖ Xt(t0, x0) ‖< ǫ.

To this end, let ǫ be any positive real number. By uniform
stability, it is possible to find η > 0 satifying

∀t0 ∈ I, ∀t ≥ t0, Xt(t0, Bη) ⊆ Bǫ. (9)

Using (8), we can write

∃Tη > 0, ∀t0 ∈ I, ∀z ∈ Bδ ∩M ∀t ≥ t0 + Tη,

‖ Xt(t0, z) ‖<
η
2
.

(10)

On the one hand, Assumption 1 implies the existence of
α > 0 satisfying :

∀(x, y) ∈ Bδ ×Bδ , ∀t0 ∈ I :‖ x− z ‖< α =⇒

‖ Xt0+Tη
(t0, x)−Xt0+Tη

(t0, z) ‖<
η
2
.

(11)

On the other hand, we know (LaSalle (1976), Theorem2)
that all the solutions of (3) starting in Bγ converge uni-

formly (as t goes to infinity) to M ∩Bδ. Hence, the fol-
lowing holds:

∃Tα > 0, ∀t0 ∈ I, ∀x0 ∈ Bγ ∀t ≥ t0 + Tα,

d(Xt(t0, x0), Bδ ∩M) < α.

This implies

∃Tα > 0, ∀t0 ∈ I, ∀x0 ∈ Bγ , ∃z ∈ Bδ ∩M :

‖ Xt0+Tα
(t0, x0)− z ‖< α.

(12)

Combining (11) and (12), we get

∥

∥

∥
Xt0+Tα+Tη

(

t0 + Tα, Xt0+Tα
(t0, x0)

)

−Xt0+Tα+Tη

(

t0 + Tα, z
)∥

∥

∥
< η

2

This can also be written

‖ Xt0+Tα+Tη
(t0, x0))

−Xt0+Tα+Tη
(t0 + Tα, z) ‖<

η
2
.

(13)

By (10), we have ‖ Xt0+Tα+Tη
(t0 + Tα, z) ‖< η

2
. This

with (13) leads to

‖ Xt0+Tα+Tη
(t0, x0) ‖< η.

Thanks to uniform stability (9), we deduce that

∀t ≥ t0 + Tα + Tη,
∥

∥

∥
Xt

(

t0 + Tα + Tη, Xt0+Tα+Tη
(t0, x0)

)∥

∥

∥
< ǫ.

SinceXt

(

t0+Tα+Tη, Xt0+Tα+Tη
(t0, x0)

)

= Xt(t0, x0),

we have then proved the following

∃γ > 0, ∀ǫ > 0, ∃Tǫ = Tα + Tη > 0,

∀t0 ∈ I, ∀x0 ∈ Bγ , ∀t ≥ t0 + Tǫ, ‖Xt(t0, x0)‖ < ǫ.

This shows that system (3) is uniformly asymptotically
stable. The proof is thereby completed.

Remark 7 In the proof of Theorem 5, we do not use the
fact that V isC1, all what we need is that V is continuous
and that it is not increasing along the solutions of the
system. We stated the result with the assumption that
V is C1 because in this case it is easy to see if V is not
increasing.

Remark 8 Our result does not require any regularity
assumption on the Jacobian matrix of V evaluated in 0.
If the jacobian matrix of V at the origin is of full rank
then

V (x) = 0 ⇐⇒ x = (y, z) and z = φ(y).
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Hence, in this case, system (3) can be written

{

ẏ = f(x, y, t)

ż = g(x, y, t).

And so, in this case, our result can be derived from (Kali-
tine, 1995).

Remark 9 Theorem 5 extend the results of (Aeyels &
Sepulchre, 1992) to nonautonomous systems that admit
autonomous first integrals.

3.2 Autonomous systems

If we write Theorem 5 and its proof for an autonomous
system

{

ẋ(t) = X(x(t)) ,

X(0) = 0
(14)

where X is assumed to be locally Lipschitz continuous.
Then we obtain the following formulation of the results
of (Kalitine, 1982) as well as a new proof.

Theorem 10 If on a neighborhood Ω of the origin there
exists a function V ∈ C1(Ω, IR) such that

• V (x) ≥ 0 for all x ∈ Ω and V (0) = 0.

• V̇ (x) = X.V (x) = 〈∇V (x), X(x)〉 ≤ 0 for all x ∈ Ω.
• The restriction of X is asymptotically stable on the

positively invariant set M = {x ∈ Ω : V (x) = 0}.

Then the origin is a Lyapunov stable equilibrium point
for system (14).

Thanks to LaSalle Invariance Principle, the hypotheses
of Theorem 6 can be weakened for autonomous systems
: we do not need to have V̇ (x) ≤ −a(V (x)). Hence this
theorem can be formulated as follows:

Theorem 11 If on a neighborhood Ω of the origin there
exists a function V ∈ C1(Ω, IR) such that

• V (x) ≥ 0 for all x ∈ Ω and V (0) = 0.

• V̇ (x) = X.V (x) = 〈∇V (x), X(x)〉 ≤ 0 for all x ∈ Ω.
• The restriction of X is asymptotically stable on L the

largest positively invariant set contained in {x ∈ Ω :

V̇ (x) = 0}.

Then the origin is an asymptotically stable equilibrium
point for system (14).

4 Algebraic Riccati Equation

Here we give an application to the Algebraic Riccati
Equation. 1 It is well known that if (A,B) is stabilizable
and (C,A) is detectable then there exists a unique solu-
tion P , positive semi-definite matrix, to the celebrated
Algebraic Riccati Equation (ARE) :

PA+ATP − PBR−1BTP + CTC = 0 (15)

with R a symmetric positive definite matrix.

Furthermore it is shown that the matrix A−BR−1BTP
is Hurwitz (see Wonham, 1985, Theorem 12.2). The re-
mark that this result is true with (C,A) detectable is
due to Kŭcera (Kŭcera, 1972). We prove here, in an el-
ementary manner, the following result :

Proposition 12 If P is a symmetric positive semi-
definite solution of (15), with (C,A) detectable, then
A−BR−1BTP is a Hurwitz matrix.

Proof. We consider the following function V (x) =
xTPx. V is a semidefinite positive Lyapunov function
for

ẋ = (A−BR−1BTP )x. (16)

Indeed, V̇ (x) = xT(PA+ATP−2PBR−1BTP )x. Using

the fact that P is a solution of (15), we get V̇ (x) =
−‖Cx‖2 − 〈R−1BTPx,BTPx〉.

SinceR is positive definite, we have V̇ (x) ≤ 0. It remains
to show that thematrixA−BR−1BTP is asymptotically
stable on L the largest invariant set by A− BR−1BTP

contained in M = {x : V̇ (x) = 0}. But M = {x : Cx =
0 and BTP )x = 0}. Hence system (16) is governed on
M by ẋ = Ax. Thus it is clear that the largest invariant
set contained inM is contained in the unobservable sub-
space N = {x ∈ IRn : Cx = CAx = . . . = CAn−1x =
0}.

Detectability implies that A is asymptotically stable on
N . Since L ⊂ N , this implies that A is asymptotically
stable on L which ends the proof.

It is worthwhile to compare this proof with the classical
proof in the literature (Sontag, 1990; Wonham, 1985).

Remark 13 It is known (see Brockett (1970)) that
there is only one positive semidefinite solution of the
ARE (15) that yields a stable closed loop system. Hence
our proposition proves immediately that detectability
implies uniqueness of the positive semidefinite solution
of the ARE (15).

1 This example has been presented in (Iggidr, Kalitine &
Sallet, 1999).
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Remark 14 Usually, in the literature, one can find
proofs of this result with the pair (C,A) observable and
the use of LaSalle’s Invariance Principle (see Anderson
& Moore (1971)). Our result avoid the use of positive
definite solution of the ARE.

Remark 15 Since we do not have any hypothesis on
the matrix B, our result (Proposition 12) contains the
celebrated Lyapunov criterion :

If P ≥ 0, (C,A) detectable and PA+ATP + CTC = 0
then A is stable.

Once more we do not need P > 0 and the proof is ele-
mentary (compare with Wonham (1985)).
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