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Abstract—Random projections have been recently imple-
mented in Nonnegative Matrix Factorization (NMF) to speed-up
the NMF computations, with a negligible loss of performance. In
this paper, we investigate the effects of such projections when the
NMF technique uses the fast Nesterov gradient descent (NeNMF).
We experimentally show the randomized subspace iteration to sig-
nificantly speed-up NeNMF.

1 Introduction
Modern latent variable analysis methods—e.g., sparse ap-
proximation, robust principal component analysis, dictionary
learning—have been massively investigated for more than two
decades and were successfully applied to signal, image, or
video processing, and to machine learning. Among these tech-
niques, Nonnegative Matrix Factorization (NMF) attracted a lot
of interest from the scientific community since the pioneering
work in [1, 2]. Indeed, it usually provides more interpretable
results than methods without any sign constraint (e.g., indepen-
dent component analysis) [3] and it was successfully applied to
many fields, e.g., audio signals [4], hyperspectral unmixing [5],
or environmental data processing [6]. NMF consists of esti-
mating two n × p and p × m nonnegative matrices G and F ,
respectively, from a n×m nonnegative matrix X such that [7]

X ' G · F. (1)

NMF usually consists of solving alternating subproblems, i.e.,

Ĝ = arg min
G≥0
||X −G · F ||F , (2)

F̂ = arg min
F≥0
||X −G · F ||F , (3)

using, e.g., Multiplicative Updates (MU) [2], Hierarchical Al-
ternating Least Squares (HALS) [8], Alternating Nonnega-
tive Least Squares (ANLS) [9], or Projected Gradient (PG)
[10]. Additionally, some authors incorporated some extra-
information in the NMF model [7], e.g., weights [11, 12], spar-
sity assumptions [13, 14], sum-to-one constraints [15], specific
matrix structures [16, 17], or information [10, 14, 18–21]. With
the Big Data era, computational time reduction of NMF is par-
ticularly investigated, e.g., through optimal solvers [22], dis-
tributed strategies [23], online estimation [24], or randomiza-
tion [25–27]. The latter consists of reducing the size of some
matrices through random projections—see, e.g., [28] for a com-
prehensive review—and thus to speed up the NMF computa-
tions1. However, the methods in [25–27] are based on MU,
PG, or HALS. In this paper, we aim to investigate the benefits
of compressing the data when a fast NMF solver using Nes-
terov iterations (NeNMF) [22] is used. Indeed, this approach
was found to be among the fastest techniques in [29]2.

1The authors in [26,27] also proposed randomized techniques for separable
NMF, which is out of the scope of this paper.

2See for example the CPU-time consumptions of [29] at https://
github.com/andrewssobral/lrslibrary.

The remainder of the paper reads as follows. We re-
call the principles of NMF with Nesterov gradient descent in
Sect. 2. Section 3 introduces our proposed compressed NeNMF
method3 whose performance is investigated in Sect. 4. Lastly,
we conclude and discuss about future directions in Sect. 5.

2 NMF with Nesterov iterations
We firstly briefly recall the principles of the NeNMF method
using Nesterov optimal gradient [22]. As explained above, for
a fixed n × m nonnegative data matrix X , NMF consists of
finding both the n× p and p×m matrices G and F which pro-
vide the best low-rank approximation of X (1). NeNMF [22]
iteratively and alternately solves (2) and (3) by applying in an
inner loop the Nesterov accelerated gradient descent [30]. To
update a factor, say F , the latter initializes Y0 , F t—where t
is an NeNMF outer iteration index—and considers a series αk
defined as α0 = 1, and αk+1 =

1+
√

4α2
k+1

2 , ∀k ∈ N. For each
inner loop index k, the Nesterov gradient descent then com-
putes an update Fk of F with a single gradient descent of Yk,
and then slides it in the direction of Fk−1—with weights from
the series αk—to derive Yk+1. Using the Karush-Kuhn-Tucker
conditions, a stopping criterion—considering both a maximum
number Maxiter of iterations and a gradient bound—is proposed
in [22], thus yielding F t+1 = YK , where YK is the last iterate
of the above inner iterative gradient descent. The same strategy
is applied to G. As shown in [22, 29], NeNMF is among the
fastest state-of-the-art NMF techniques and is less sensitive to
the matrix size than classical techniques, e.g., MU or PG.

3 NeNMF with random projections
We now introduce the principles of random projections for
NMF. Assuming that the original data matrixX is low-rank, the
key idea consists of estimating a smaller matrix—with the same
main properties than X—whose reduced size allows to fasten
the computations. While random projections were initially pro-
posed for singular value decompositions [28], they were more
recently applied to NMF in, e.g., [25–27]. Starting from a tar-
get rank ν (with p ≤ ν � min(n,m)), the initial random
projection technique consists of drawing scaled4 Gaussian ran-
dom matrices L ∈ Rν×n and R ∈ Rm×ν whose product on the
left side of X and G, or on the right side of X and F , respec-
tively, allows to compress the matrices. The whole strategy is
shown in Algorithm 1. Please note that as L andR have no sign
constraint, the matrices XL, GL, XR, and FR can get negative
entries, so that the update rules in Algorithm 1 are instances of
semi-NMF [31]. Lastly, the NMF stopping criterion might be a
target approximation error, e.g., a reached CPU time.

3The Matlab code used in this paper is available at https://gogs.
univ-littoral.fr/puigt/Faster-than-fast_NMF.

4Denoting Ω a ν×n random matrix, its scaled versionL readsL = Ω/
√
ν.
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Figure 1: Vanilla and compressed NeNMF performance over CPU time (top) and iterations (bottom). Left: n = 500. Middle: n = 5000. Right: n = 10000.

Algorithm 1 Compressed NMF strategy

Require: initial and compression matrices G, F , L, and R.
Define XL , L ·X and XR , X ·R
repeat

Define FR , F ·R
Solve (2) by resp. replacing X and F by XR and FR
Define GL , L ·G
Solve (3) by resp. replacing X and G by XL and GL

until a stopping criterion

Actually, the design of randomized compression matrices L
and R can be improved, e.g., using randomized power itera-
tions or its stable variant named randomized subspace itera-
tion [28]. Applied to NMF, the former was proposed in [26]—
under the name of "structured random projection"—while the
later is summarized in Algorithm 2. In this configuration, L
and R exhibit orthonormal columns and rows, respectively. To
the best of the authors’ knowledge, randomized subspace iter-
ation was never applied to NMF before and we investigate its
behaviour in this paper.

As explained above, the NMF techniques applied to dense
matricesX in [25–27] were using MU, PG, and HALS, respec-
tively. In this paper, we propose to replace them by Nesterov
iterations. The main interest of such an investigation consists
of seeing whether/when random projections provide some ben-
efits to NMF using an optimal solver.

4 Experimental validation

To investigate the performance of the proposed method, we
draw random nonnegative matrices G and F , with p = 15 and
n = m (with n� p), such thatX is a square low-rank matrix5.
In our tests, we set n to 500, 5000, and 10000, respectively. For
each tested value of n, we draw 40 different theoretical matri-
ces G and F . We also add noise to the observed matrices so
that the signal-to-noise ratio is around 30 dB.

We only investigate the performance of the NeNMF method
without or with the randomized subspace iteration6. The target
rank of the random matrices is set to ν = 25. The tested meth-

5We also tested other ranks in some preliminary work without noticing any
major differences.

6In preliminary tests, we compared its performance with MU-NMF, PG-
NMF, and HALS-NMF and found it to be much faster. Moreover, we also
found the standard random projections [25] to provide a lower enhancement
than both other compression techniques, which is consistent with [26] for ran-
domized power iteration. Lastly, we found the randomized subspace iteration
to slightly outperform the randomized power iteration. Due to space restric-
tions, we cannot reproduce these results in this paper.

Algorithm 2 Randomized subspace iterations for NMF

Require: a target rank ν (with p ≤ ν � min(n,m)) and an
integer q (e.g., q = 4)
Draw Gaussian random matrices ΩL ∈ Rm×ν and ΩR ∈
Rν×n

Form X(0)
L , X · ΩL and X(0)

R , ΩR ·X
Compute their respective orthonormal bases Q(0)

L and Q(0)
R ,

by QR decomposition of X(0)
L and X(0)

R , respectively
for k = 1 to q do

Define X̃(k)
L , XT ·Q(k−1)

L and X̃(k)
R , Q

(k−1)
R ·XT

Derive their respective orthonormal bases Q̃(k)
L and Q̃(k)

R

Compute X(k)
L , X · Q̃(k)

L and X(k)
R , Q̃

(k)
R ·X

Derive their respective orthonormal bases Q(k)
L and Q(k)

R

end for
Derive L , Q̃

(q)
L and R , Q̃

(q)
R , respectively.

ods are run during 15 s and, at each NMF iteration, we estimate
the relative reconstruction error (RRE), defined as

RRE , ||X −G · F ||F / ||X||F , (4)

over the CPU time. All the methods are run using Matlab
R2016a on a laptop with an Intel Core i7-4800MQ Quad Core
processor, and 32 GB RAM memory.

Figure 1 shows the achieved performance by the vanilla
NeNMF and its compressed extension, for the different tested
values of n and when the maximum number of iterations per
NeNMF inner loop is set to Maxiter = 500. In addition to the
RRE evolution over the CPU time, we also plot the RRE versus
the NMF iterations. The fast RRE decreasing which is visible
in the early iterations in each plot shows the interest of applying
random projections to an already fast NMF technique7.

5 Conclusion
In this paper, we proposed an NMF method which com-
bines random projections and optimal gradient descent. The
proposed method is shown to be (much) faster than vanilla
NeNMF. In future work, we aim to apply random projections
to weighted [34] and informed [14] NMF.

Acknowledments. F. Yahaya gratefully acknowledges the
Région Hauts-de-France to partly fund his PhD fellowship.

7It should be noticed that the compressed NeNMF is sensitive to the value
of Maxiter. Indeed, when Maxiter = 100 in [32], both the compressed and
vanilla NeNMF are faster (in terms of CPU time but not w.r.t. iterations) but
the RRE is not always decreasing with the compressed version. This issue
might be solved by adaptive restart strategies for example [33].
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