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# SYNCHRONIZATION AND FLUCTUATIONS FOR INTERACTING STOCHASTIC SYSTEMS WITH INDIVIDUAL AND COLLECTIVE REINFORCEMENT 

P.-Y. Louis ${ }^{1}$, M. Mirebrahimi ${ }^{23}$


#### Abstract

The Pólya urn is the paradigmatic example of a reinforced stochastic process. It leads to a random (non degenerated) time-limit. The Friedman urn is a natural generalization whose a.s. time-limit is not random anymore. In this work, in the stream of previous recent works, we introduce a new family of (finite) systems of reinforced stochastic processes, interacting through an additional collective reinforcement of mean field type. The two reinforcement rules strengths (one componentwise, one collective) are tuned through (possibly) different rates $n^{-\gamma}$. In the case the reinforcement rates are like $n^{-1}$, these reinforcements are of Pólya or Friedman type as in urn contexts and may thus lead to limits which may be random or not. Different parameter regimes needs to be considered.

We state two kind of results. First, we study the time-asymptotics and show that $L^{2}$ and almost sure convergence always holds. Moreover all the components share the same time-limit (so called synchronization). We study the nature of the limit (random/deterministic) according to the parameters' regime considered. Second, we study fluctuations by proving central limit theorems. Scaling coefficients vary according to the regime considered. This gives insights into the different rates of convergence.
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## 1. Introduction

In urn models, it is well known that the bicolor Pólya reinforcement rule [19] (reinforcement of the chosen color) leads to a random limiting a.s. proportion where as the Friedman rule (reinforcement of the chosen color as well as the non chosen color) leads to a deterministic limiting proportion. This somewhat surprising fact is explained hereafter through a theorem stated in [12]. This work is motivated by the study of asymptotic time behavior of models of (discrete time) stochastic processes interacting through a reinforcement rule. When two rules, one individual, one collective (meaning all the components are involved), compete (in a sense precised hereafter) through different rates, is there one leading ? In particular, is there loss of synchronization? Moreover, in the case were Pólya and Friedman reinforcement rule compete, through the system, in case of synchronization, may the shared time-limit be random?

The first model of this class was introduced in [7] as a finite system of interacting Pólya urns, where each urn is updated through the Pólya urn using its own proportion or using the proportion averaged over the system. Synchronization was proved in the sense of the a.s. convergence (in

[^0]time) of each system's component to a common random limit. Some variations are considered in [16]. Fluctuations were then proved through central limit theorems (CLT) in [6]. The case of interacting Friedman urn was considered in [20]. Generalizing the reinforcement rate $r_{n}$ from $r_{n} \sim n^{-1}$ to $r_{n} \sim_{n \rightarrow \infty} n^{-\gamma}$ leads to systems of interacting stochastic algorithms. In [5] several cases of reinforcement (like Pólya/Friedman) were considered. A.s. synchronization was stated and speed of convergence studied through functional central limit theorems (FCLT). In parameters' regime where the time limit is random, synchronization happens quicker then convergence to the time limit. The kind of interaction was generalized from mean field to network based interaction in [1]. The empirical means are studied in $[2,3]$.
As emphasized in the previous works, there are many applicative contexts these models may be useful for. Urn models are well known [17] to have applications in economy, in clinical trials adaptive design [15], random netowkrs [13]. In the general case $r_{n} \sim_{n \rightarrow \infty} n^{-\gamma}$, each component dynamics is nothing but a stochastic algorithm [4] with many applications in the framework of stochastic optimisation (see for instance [10]). In [5] and in [1] an interpretation of these processes as opinion dynamics was presented.

In the family of models we are introducing (1) and studying in this paper, we are considering a (finite) system of reinforced stochastic processes. There are two kind of reinforcement, one depending only on the component $\xi_{n+1}^{l}(i)$, one creating the interaction $\xi_{n+1}^{g}$ and depending on the average over all components. This is modeling a collective reinforcement effect to be confronted with an individual reinforcement. For the sake of simplicity, we choose to consider a mean field interaction. Each reinforcement has its own rate $r_{n}^{l}$ (resp. $r_{n}^{g}$ ). Each rate may have its own asymptotic behaviour: $r_{n}^{l} \sim n^{-\gamma_{1}}$ (resp. $r_{n}^{g} \sim n^{-\gamma_{2}}$ ) up to constants. If $\gamma_{1}<\gamma_{2}$ (for instance), one may expect the collective reinforcement to be negligeable. The system could behave like a system with independent components, leading to a possible loss of synchronization. We prove later this is not happening: $L^{2} /$ a.s. synchronization holds (meaning, each component dynamics share the same random time limit) like in [7] Additionnal issues we are addressing are: nature of the almost sure time limit distribution according to the type of reinforcement (deterministic/random, diffuse or atomic), fluctuations with respect to this limit, which are studied through CLT. We prove, according to the parameters' cases, that the rate of synchronization is quicker or the same as the speed of convergence to the limit. In the models considered in [5], synchronization quicker than convergence towards the asymptotics value $Z_{\infty}$ holds only in cases where $\operatorname{Var}\left(Z_{\infty}\right)>0$. In the following models it may happen even when $Z_{\infty}$ is determinisitc.

The paper is organized as follows. In section 2 we define the new family of models. In section 3 we prove that $L^{2}$ and a.s. convergence holds towards a limit $Z_{\infty}$ shared by all the components (synchronization). Two main cases are to be distinguished: Theorems 3.1 and 3.2 deals with cases where $Z_{\infty}=\frac{1}{2}$ (the word synchronisation is abusive in this situation) where as Theorem 3.4 deals with $Z_{\infty}$ random. In section 4, in the different cases, we prove central limit theorems about the fluctuations of $Z_{n}-Z_{\infty}$ and $Z_{n}-Z_{n}(i)$. Scaling factors are worth of interest. Th. 4.1 consider the case where each individual and collective reinforcement leads to a deterministic limiting value. Theorem 4.2 consider the special case when $\gamma_{1}=\gamma_{2}=1$ reminiscent of the Friedman urn context, in the regime where fluctuations are not gaussian $\left(\lambda_{1}+\lambda_{2}<\frac{1}{4}\right)$. Theorem 4.3 deals with the mixed cases where individual and reinforcement type are of different nature. Th. 4.4 consider the case where the individual and the collective reinforcement leads to a random limit. Section 5 is dedicated to the proof of the synchronization. Sections $6,7,8$ and 9 deal respectively with the proofs of the CLTs. An appendix A holds for the sake of completeness.

## 2. Model definition and framework

Let us define the following new model. For $i \in\{1, \ldots, N\}$ and $n \in \mathbb{N}$, we consider the stochastic dynamics defined through the recursive relation

$$
\begin{equation*}
Z_{n+1}(i)=\left(1-r_{n}^{l}-r_{n}^{g}\right) Z_{n}(i)+r_{n}^{l} \xi_{n+1}^{l}(i)+r_{n}^{g} \xi_{n+1}^{g} \tag{1}
\end{equation*}
$$

where $Z_{0}(i)=\frac{1}{2}$ and where $\xi_{n+1}^{l}(i)$ and $\xi_{n+1}^{g}$ denote local and collective reinforcements random variables. Given $\mathcal{F}_{n}$, they have independent Bernoulli distributions with

$$
\begin{array}{r}
\mathbb{P}\left(\xi_{n+1}^{l}(i)=1 \mid \mathcal{F}_{n}\right)=\psi_{1}\left(Z_{n}(i)\right):=\left(1-2 \lambda_{1}\right) Z_{n}(i)+\lambda_{1}  \tag{2}\\
\mathbb{P}\left(\xi_{n+1}^{g}=1 \mid \mathcal{F}_{n}\right)=\psi_{2}\left(Z_{n}\right):=\left(1-2 \lambda_{2}\right) Z_{n}+\lambda_{2}
\end{array}
$$

where $\psi_{k}:[0,1] \longrightarrow[0,1](k \in\{1,2\})$ with $Z_{n}:=\frac{1}{N} \sum_{i=1}^{N} Z_{n}(i)$ (so called mean field) and where $\lambda_{1}, \lambda_{2} \in[0,1]$ are parameters. The local (resp. collective) reinforcement rate are such that $r_{n}^{l} \sim \frac{D_{1}}{n^{\gamma_{1}}}$ (resp. $r_{n}^{g} \sim \frac{D_{2}}{n^{\gamma_{2}}}$ ). The symbol $\sim$ has the usual meaning $\lim _{n \rightarrow \infty} n^{\gamma} r_{n}=1$ whereas we will use the symbol $\simeq$ to mean $\lim _{n \rightarrow \infty} n^{\gamma} r_{n}$ is a constant.

In all the paper, we assume that $\frac{1}{2}<\gamma_{i} \leq 1$ for $i \in\{1,2\}$ in order to satisfy the usual assumptions about $r_{n}^{l}\left(\right.$ resp. $\left.r_{n}^{g}\right)$ :

$$
\sum r_{n}^{l}=+\infty, \quad \sum\left(r_{n}^{l}\right)^{2}<+\infty
$$

We are choosing the transformations $\psi_{1}$ and $\psi_{2}$ as linear. For the sake of simplicity, we are choosing to symetrize the model with respect to $\frac{1}{2}$. For the same reason, according to the previously cited works, it is enough to consider the starting conditions all equal to $\frac{1}{2}$.
Remark 2.1. In the particular case when $\gamma_{1}=\gamma_{2}=\gamma$, we can rewrite the model such as

$$
Z_{n+1}(i)=\left(1-2 r_{n}\right) Z_{n}(i)+r_{n} \tilde{\xi}_{n+1}(i)
$$

where $\tilde{\xi}_{n+1}(i)=\xi_{n+1}^{l}(i)+\xi_{n+1}^{g}$, therefore $\tilde{\xi}_{n+1}(i) \in\{0,1,2\}$. The other probabilities may be computed in an analogous way. The reinforcement rate remains $r_{n} \sim D n^{-\gamma}$.

Remark 2.2. As mentioned earlier, please notice that when $\gamma_{1}=1$, we find a reinforcement of Pólya type $\left(\lambda_{1}=0\right)$ or of Friedman type $\left(\lambda_{1} \neq 0\right)$. The same remark hold for the collective reinforcement effect tuned through $\gamma_{2}, \lambda_{2}$.

Remark 2.3. In this paper the parameters $\lambda_{1}, \lambda_{2}$ are kept fixed. Cases where $\lambda_{j}$ may converge to 0 depending on $n, N$ will be considered in a forthcoming work. Remark, in the particular case when $\lambda_{1}=\lambda_{2}=\frac{1}{2}$, there is no reinforcement in the model anymore. Moreover, when $\lambda_{1} \neq \frac{1}{2}$ and $\lambda_{2}=\frac{1}{2}$, although we still have reinforcement at each component individually, we are loosing the interaction.

It is then straightforward, to compute the following relationships that will be used frequently in this paper:

$$
\begin{equation*}
\mathbb{E}\left(Z_{n+1}(i)-Z_{n}(i) \mid \mathcal{F}_{n}\right)=\lambda_{1} r_{n}^{l}\left(1-2 Z_{n}(i)\right)+\lambda_{2} r_{n}^{g}\left(1-2 Z_{n}\right)+r_{n}^{g}\left(Z_{n}-Z_{n}(i)\right) \tag{3}
\end{equation*}
$$

and by averaging over $i$ in $\{1, \ldots, N\}$, we have

$$
\begin{equation*}
\mathbb{E}\left[Z_{n+1} \mid \mathcal{F}_{n}\right]=\left(1-2 \lambda_{1} r_{n}^{l}-2 \lambda_{2} r_{n}^{g}\right) Z_{n}+\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g} \tag{4}
\end{equation*}
$$

## 3. Main Results: CONVERGENCE AND SYNCHRONIZATION

In this section we study convergence of $\left(Z_{n}\right)_{n}$ and the synchronization phenomenon. Indeed we obtain different kind of time-limit (deterministic or random) for $\left(Z_{n}\right)_{n}$ according to the nullness of $\lambda_{1}, \lambda_{2}$. Moreover $L^{2}$ and a.s. synchronization are proven to always hold.
3.1. Case of a deterministic time-asymptotics. We call deterministic, the case when the time limit $Z_{\infty}(n \rightarrow \infty)$ is not random. This behavior corresponds to cases where at least one of the following assumptions is true $\lambda_{1}>0$ or $\lambda_{2}>0$. The mean field process $\left(Z_{n}\right)_{n}$ is not a martingale. In order to investigate the behavior of the interacting system, we first consider the time limits of the variances $\operatorname{Var}\left(Z_{n}(i)\right)$ and $\operatorname{Var}\left(Z_{n}\right)$. Second we show that $L^{2}$-synchronization holds i.e. $\lim _{n \rightarrow \infty} \operatorname{Var}\left(Z_{n}(i)-Z_{n}\right)=0$. We get the rates of convergence too. Finally, we prove that the synchronization holds almost surely and the deterministic limit is $Z_{\infty}:=\frac{1}{2}$

Theorem 3.1. For any $\lambda_{1}>0$ and $\lambda_{2}>0$ following results hold, where $C$ denotes a generic constant:
i) asymptotics of variances $(n \rightarrow \infty)$ :
$\mathbb{V} \operatorname{ar}\left(Z_{n}\right) \sim \frac{C}{n^{\gamma}}$ and $\mathbb{V} \operatorname{ar}\left(Z_{n}(i)\right) \sim \frac{C}{n^{\gamma}}$ where $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)$;
ii) behavior of the $L^{2}$-distance between $Z_{n}$ and $Z_{n}(i)$ when $n \rightarrow \infty$ :
a) if $\gamma_{1} \leq \gamma_{2}$, then $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \sim \frac{C}{n^{\gamma_{1}}}$,
b) if $\gamma_{2}<\gamma_{1}$, then $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \sim \frac{C}{n^{2 \gamma_{1}-\gamma_{2}}}$;
iii) almost sure convergence holds i.e.
$\forall i \in\{1, \ldots, N\}, \quad \lim _{n \rightarrow+\infty} Z_{n}(i)=\lim _{n \rightarrow+\infty} Z_{n}=\frac{1}{2}:=Z_{\infty}$ a.s.
Two others choices of parameters $\lambda_{1}, \lambda_{2}$ lead to the following results.
Theorem 3.2. In the following cases: either ( $\lambda_{1}>0$ and $\lambda_{2}=0$ ) or ( $\lambda_{1}=0$ and $\lambda_{2}>0$ ) it holds $\lim _{n \rightarrow+\infty} Z_{n}(i)=\lim _{n \rightarrow+\infty} Z_{n}=\frac{1}{2}$ a.s. Moreover, the following table summarizes the $L^{2}$ speed of convergence with $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)$ and where $C$ denotes a generic constant.

|  | $\lambda_{1} \neq 0, \lambda_{2}=0$ | $\lambda_{1}=0, \lambda_{2} \neq 0$ |
| :---: | :---: | :---: |
| $\gamma_{1} \leq \gamma_{2}$ | $\mathrm{~V} \operatorname{ar}\left(Z_{n}\right) \sim \frac{C}{n^{\gamma_{1}}}$ | $\mathbb{V} \operatorname{ar}\left(Z_{n}\right) \sim \frac{C}{n^{2 \gamma_{1}-\gamma_{2}}}$ |
|  | $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \sim \frac{C}{n^{\gamma_{1}}}$ | $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \sim \frac{C}{n^{2} \gamma_{1}-\gamma_{2}}$ |
| $\gamma_{2}<\gamma_{1}$ | $\mathbb{V} \operatorname{ar}\left(Z_{n}\right) \sim \frac{C}{n^{2 \gamma_{2}-\gamma_{1}}}$ | $\mathbb{V} \operatorname{ar}\left(Z_{n}\right) \sim \frac{C}{n^{\gamma_{2}}}$ |
|  | $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \frac{C}{n^{2 \gamma_{1}-\gamma_{2}}}$ | $\mathbb{E}\left[Z_{n}-Z_{n}(i)\right]^{2} \frac{C}{n^{2 \gamma_{1}-\gamma_{2}}}$ |

Remark 3.3. (Comparison of convergence and synchronization rates)
In the case $\lambda_{1}>0, \lambda_{2}>0$, When $\gamma_{1}<\gamma_{2}$, the $L^{2}$ convergence rate of $\left(Z_{n}\right)_{n}$ to $\frac{1}{2}$ and the $L^{2}$ rate of convergence of $\left(Z_{n}(i)-Z_{n}\right)_{n}$ to 0 are the same. However, when $\gamma_{2}<\gamma_{1}$, we obtain that synchronization happen faster than convergence.

Moreover in the case $\lambda_{1}>0, \lambda_{2}=0$ and when $\gamma_{1}<\gamma_{2}$, the speed of convergence and synchronization are the same $\left(n^{-\gamma_{1}}\right)$. While when $\gamma_{2}<\gamma_{1}$, the synchronization is faster than convergence.

Similarly, in the case $\lambda_{1}=0, \lambda_{2}>0$ and when $\gamma_{2}<\gamma_{1}$, the speed of convergence and synchronization are the same $\left.\left(n^{-\left(2 \gamma_{1}-\gamma_{2}\right.}\right)\right)$, while when $\gamma_{2}<\gamma_{1}$, the speed of synchronization is faster than convergence $n^{-\left(2 \gamma_{1}-\gamma_{2}\right)}$ and $n^{-\gamma_{2}}$ respectively).
3.2. Case of a common shared random time-asymptotics. Differently to the previous cases, the case $\lambda_{1}=\lambda_{2}=0$ yields $\left(Z_{n}\right)_{n}$ is a martingale. We will prove it leads to a random timeasymptotics $Z_{\infty}\left(\operatorname{Var}\left(Z_{\infty}\right)>0\right)$. We will study the system's time-asymptotics behaviour in a similar way as in the previous cases. First we show that $\lim _{n \rightarrow \infty} \operatorname{Var}\left(Z_{n}\right) \neq 0$. Second we prove that $L^{2}$-synchronization holds. Third we state the almost sure synchronization holds.

Theorem 3.4. For $\lambda_{1}=\lambda_{2}=0$,
(i) it holds $(n \rightarrow \infty) \mathbb{V} \operatorname{ar}\left(Z_{n}\right)-e^{-\zeta\left(2 \gamma_{2}\right)} \sim \frac{C}{n^{2 \gamma-1}}$, where $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)$ and $C$ denotes a generic constant, and $\zeta(s):=\sum_{n=1}^{\infty} n^{-s}$ is Riemann's zeta function. In particular $\left(Z_{n}\right)_{n}$ converges a.s. to a non-degenerated random limit denoted by $Z_{\infty}\left(\mathbb{V} \operatorname{ar}\left(Z_{\infty}\right)>0\right)$.
(ii) The $L^{2}$-distance between the mean field $Z_{n}$ and each component $Z_{n}(i)$ behaves as follows,

$$
\mathbb{E}\left[Z_{n}(i)-Z_{n}\right]^{2} \sim \frac{C}{n^{2 \gamma_{1}-\gamma_{2}}}
$$

and synchronization holds almost surely. It means, for all $i \in\{1, \ldots, N\}$,
$\lim _{n \rightarrow \infty} Z_{n}(i)=Z_{\infty}$ a.s.

## 4. Main results: fluctuations through CLT

In this section we study the fluctuations of $\left(Z_{n}(i)-Z_{n}\right)_{n}$ (synchronization) w.r.t 0 and also fluctuations of $\left(Z_{n}\right)_{n}$ w.r.t its limit $Z_{\infty}$. These are studied by stating Central Limit Theorems. Pay attention different scaling hold according to ( $\gamma_{1}, \gamma_{2}$ ) relationship. We follow the proof's techniques initiated for these models in [6] based on Theorem A. 3 in Appendix leading to stable convergence results.

We first study cases where $Z_{\infty}=\frac{1}{2}$. The Theorems 4.1, 4.2 deals with the case $\lambda_{1}>0$ and $\lambda_{2}>0$. Moreover, we show that there is a non gaussian limit distribution for some special regime when $0<\left(\lambda_{1}+\lambda_{2}\right)<\frac{1}{4}$. The Theorem 4.3 describe the results of the cases where exactly one of the $\lambda_{j}$ is 0 .

Finally we state the behaviour when $\operatorname{Var}\left(Z_{\infty}\right)>0$. with Theorem 4.4.
Theorem 4.1. Let $\lambda_{1}>0, \lambda_{2}>0$; let $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)$. The following statements hold, where $C$ denotes a generic constant (depending on $N$ and $\lambda_{j}$ ).
i) It holds
a) when $\gamma_{1} \leq \gamma_{2}, n^{\frac{\gamma_{1}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow[n \rightarrow \infty]{\text { stably }} \mathcal{N}(0, C)$,
b) when $\gamma_{2}<\gamma_{1}, n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-Z_{n}(i)\right) \underset{n \rightarrow \infty}{\text { stably }} \mathcal{N}(0, C)$.
ii) For $\gamma<1$, it holds

$$
n^{\frac{\gamma}{2}}\left(Z_{n}-\frac{1}{2}\right) \underset{n \rightarrow \infty}{\text { stably }} \mathcal{N}(0, C)
$$

iii) For $\gamma=1$ (meaning $\gamma_{1}=\gamma_{2}=1$ ),
a) for $\left(\lambda_{1}+\lambda_{2}\right)>\frac{1}{4}, \sqrt{n}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow[n \rightarrow \infty]{\text { stably }} \mathcal{N}(0, C)$.
b) for $\left(\lambda_{1}+\lambda_{2}\right)=\frac{1}{4}, \frac{\sqrt{n}}{\sqrt{\ln n}}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow[n \rightarrow \infty]{\text { stably }} \mathcal{N}(0, C)$.

Theorem 4.2. Let $\lambda_{1}>0, \lambda_{2}>0$. When $\gamma_{1}=\gamma_{2}=1$ and when $\left(\lambda_{1}+\lambda_{2}\right)<\frac{1}{4}$, the following statement holds

$$
n^{4\left(\lambda_{1}+\lambda_{2}\right)}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow[n \rightarrow \infty]{\text { a.s. } / \mathcal{L}^{1}} \tilde{X},
$$

for some real random variable $\tilde{X}$ such that $\mathbb{P}(\tilde{X} \neq 0)>0$.
Two other main cases leads to following results.
Theorem 4.3. In the following cases: either $\left(\lambda_{1}>0, \lambda_{2}=0\right)$ or $\left(\lambda_{1}=0, \lambda_{2}>0\right)$, the stable convergence towards some Gaussian distribution holds for the quantities $\left(Z_{n}-Z_{n}(i)\right)_{n}$ and $\left(Z_{n}-\frac{1}{2}\right)_{n}$. The following tables summarizes the different scaling of convergence according to the relationship between $\gamma_{1}, \gamma_{2}$ and where $C$ denotes a generic constant. The first table deals with $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)<1$.

|  | $\lambda_{1} \neq 0, \lambda_{2}=0$ | $\lambda_{1}=0, \lambda_{2} \neq 0$ |
| :---: | :---: | :---: |
| $\gamma_{1} \leq \gamma_{2}$ | $n^{\frac{\gamma_{1}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ | $n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ |
|  | $n^{\frac{\gamma_{1}}{2}}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ | $n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ |
| $\gamma_{2}<\gamma_{1}$ | $n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ | $n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ |
|  | $n^{\frac{2 \gamma_{2}-\gamma_{1}}{2}}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ | $n^{\frac{\gamma_{2}}{2}}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C)$ |

The following second table deals with $\gamma=1$.

$$
\begin{array}{|c|c|c|}
\hline \lambda_{i}=0, \lambda_{j}>\frac{1}{4} & \lambda_{i}=0, \lambda_{j}=\frac{1}{4} & \lambda_{i}=0, \lambda_{j}<\frac{1}{4} \\
\hline \sqrt{n}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { stably }} \mathcal{N}(0, C) & \frac{\sqrt{n}}{\sqrt{\ln n}}\left(Z_{n}-\frac{1}{2}\right) \stackrel{\text { stably }}{\longrightarrow} \mathcal{N}(0, C) & n^{4\left(\lambda_{1}+\lambda_{2}\right)}\left(Z_{n}-\frac{1}{2}\right) \xrightarrow{\text { a.s. } / \mathcal{L}^{1}} \tilde{X} \\
\hline
\end{array}
$$

Theorem 4.4. Assume $\lambda_{1}=\lambda_{2}=0$.
(i) It holds

$$
n^{\frac{2 \gamma_{1}-\gamma_{2}}{2}}\left(Z_{n}-Z_{n}(i)\right) \xrightarrow[n \rightarrow \infty]{\text { stably }} \mathcal{N}\left(0, C Z_{\infty}\left(1-Z_{\infty}\right)\right)
$$

(ii) With $\gamma:=\min \left(\gamma_{1}, \gamma_{2}\right)$, it holds

$$
n^{\frac{2 \gamma-1}{2}}\left(Z_{n}-Z_{\infty}\right) \xrightarrow[n \rightarrow \infty]{\text { stably }} \mathcal{N}\left(0, C Z_{\infty}\left(1-Z_{\infty}\right)\right)
$$

Remark 4.5. (analogous to Theorem 3.2 in [6]). We have $\mathbb{P}\left(Z_{\infty}=0\right)+\mathbb{P}\left(Z_{\infty}=1\right)<1$ and $\mathbb{P}\left(Z_{\infty}=z\right)=0$ for each $z \in(0,1)$. Indeed, it guarantees that these limit Gaussian kernels are not degenerate.

Proof. (of Remark 4.5) The first part immediately follows from the relation $\mathbb{E}\left[Z_{\infty}^{2}\right]<\mathbb{E}\left[Z_{\infty}\right]$ by Lemma 5.3. The second part is a consequence of the almost sure conditional convergence stated in Th. 4.4 (ii) (for details see proof of Theorem 2.5 in [5]).

## 5. Proof of A.s. Synchronization and rates of convergences

This section is devoted to the proofs of Th. 3.1, Th. 3.2, Th. 3.4. Cases need indeed to be distinguished according to the nullness of $\lambda_{1}, \lambda_{2}$.
5.1. First results about the variances. Using (3) and (4), we compute the recursive equations satisfied by variance of $Z_{n}(i)$ and $Z_{n}$ :

$$
\begin{aligned}
& \operatorname{Var}\left(Z_{n+1}(i) \mid \mathcal{F}_{n}\right)=\operatorname{Var}\left[\left(1-r_{n}^{l}-r_{n}^{g}\right) Z_{n}+r_{n}^{l} \xi_{n+1}^{l}(i)+r_{n}^{g} \xi_{n+1}^{g} \mid \mathcal{F}_{n}\right] \\
& =\left(r_{n}^{l}\right)^{2}\left[\left(1-2 \lambda_{1}\right)^{2}\left(Z_{n}(i)-Z_{n}(i)^{2}\right)+\lambda_{1}-\lambda_{1}^{2}\right]+\left(r_{n}^{g}\right)^{2}\left[\left(1-2 \lambda_{2}\right)^{2}\left(Z_{n}-Z_{n}^{2}\right)+\lambda_{2}-\lambda_{2}^{2}\right]
\end{aligned}
$$

then using the usual decomposition $(*)$, we have

$$
\begin{align*}
& \operatorname{Var}\left(Z_{n+1}(i)\right) \stackrel{*}{=} \mathbb{E}\left[\operatorname{Var}\left(Z_{n+1}(i) \mid \mathcal{F}_{n}\right)\right]+\operatorname{Var}\left[\mathbb{E}\left(Z_{n+1}(i) \mid \mathcal{F}_{n}\right)\right] \\
& \quad=\left(r_{n}^{l}\right)^{2}\left[\left(1-2 \lambda_{1}\right)^{2}\left(Z_{n}(i)-Z_{n}(i)^{2}\right)+\lambda_{1}-\lambda_{1}^{2}\right]+\left(r_{n}^{g}\right)^{2}\left[\left(1-2 \lambda_{2}\right)^{2}\left(Z_{n}-Z_{n}^{2}\right)+\lambda_{2}-\lambda_{2}^{2}\right] \\
& \quad+\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)^{2} \operatorname{Var}\left(Z_{n}(i)\right)+\left(1-2 \lambda_{2}\right)^{2}\left(r_{n}^{g}\right)^{2} \operatorname{Var}\left(Z_{n}\right)+2\left(1-2 \lambda_{2}\right)\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right) r_{n}^{g} \operatorname{Var}\left(Z_{n}\right) \tag{5}
\end{align*}
$$

where in the last equation we used the fact that $\operatorname{Cov}\left(Z_{n}(i), Z_{n}\right)=\operatorname{Var}\left(Z_{n}\right)$ by symmetry. Moreover,

$$
\begin{aligned}
& \left.\operatorname{Var}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)\right)=\frac{\left(r_{n}^{l}\right)^{2}}{N^{2}} \sum_{i=1}^{N} \operatorname{Var}\left(\xi_{n+1}^{l}(i) \mid \mathcal{F}_{n}\right)+\left(r_{n}^{g}\right)^{2} \operatorname{Var}\left(\xi_{n+1}^{g} \mid \mathcal{F}_{n}\right) \\
& \quad=\frac{\left(r_{n}^{l}\right)^{2}}{N}\left[\left(1-2 \lambda_{1}\right)^{2}\left(Z_{n}-\frac{1}{N} \sum_{i=1}^{N} Z_{n}(i)^{2}\right)+\lambda_{1}-\lambda_{1}^{2}\right]+\left(r_{n}^{g}\right)^{2}\left[\left(1-2 \lambda_{2}\right)^{2}\left(Z_{n}-Z_{n}^{2}\right)+\lambda_{2}-\lambda_{2}^{2}\right]
\end{aligned}
$$

thus,

$$
\begin{align*}
& \operatorname{Var}\left(Z_{n+1}\right)=\left(1-2 \lambda_{1} r_{n}^{l}-2 \lambda_{1} r_{n}^{g}\right)^{2} \operatorname{Var}\left(Z_{n}\right) \\
& +\frac{\left(r_{n}^{l}\right)^{2}}{N}\left[\left(1-2 \lambda_{1}\right)^{2}\left(\mathbb{E}\left(Z_{n}\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} Z_{n}^{2}(i)\right)+\lambda_{1}-\lambda_{1}^{2}\right] \\
&  \tag{6}\\
& \quad+\left(r_{n}^{g}\right)^{2}\left[\left(1-2 \lambda_{2}\right)^{2}\left(\mathbb{E}\left(Z_{n}\right)-\mathbb{E}\left(Z_{n}^{2}\right)\right)+\lambda_{2}-\lambda_{2}^{2}\right] .
\end{align*}
$$

Furthermore we can rewrite the equation (1) as

$$
\begin{equation*}
Z_{n+1}-Z_{n}=r_{n}^{l}\left(\frac{1}{N} \sum_{i=1}^{N} \xi_{n+1}^{l}(i)-Z_{n}\right)+r_{n}^{g}\left(\xi_{n+1}^{g}-Z_{n}\right), \tag{7}
\end{equation*}
$$

also we can obtain easily

$$
\begin{gathered}
\mathbb{E}\left(\left.\frac{1}{N} \sum_{i=1}^{N} \xi_{n+1}^{l}(i) \right\rvert\, \mathcal{F}_{n}\right)=\left(1-2 \lambda_{1}\right) Z_{n}+\lambda_{1}, \\
\mathbb{E}\left(\xi_{n+1}^{g} \mid \mathcal{F}_{n}\right)=\left(1-2 \lambda_{2}\right) Z_{n}+\lambda_{2} .
\end{gathered}
$$

Finally, remark that defining

$$
\begin{gathered}
\Delta M_{n+1}^{l}:=\frac{1}{N} \sum_{i=1}^{N} \xi_{n+1}^{l}(i)-\mathbb{E}\left(\left.\frac{1}{N} \sum_{i=1}^{N} \xi_{n+1}^{l}(i) \right\rvert\, \mathcal{F}_{n}\right) \\
\Delta M_{n+1}^{g}:=\xi_{n+1}^{g}-\mathbb{E}\left(\xi_{n+1}^{g} \mid \mathcal{F}_{n}\right),
\end{gathered}
$$

leads to

$$
\begin{gather*}
\Delta M_{n+1}^{l}=\frac{1}{N} \sum_{i=1}^{N} \xi_{n+1}^{l}(i)-\left[\left(1-2 \lambda_{1}\right) Z_{n}(i)+\lambda_{1}\right]  \tag{8}\\
\Delta M_{n+1}^{g}=\xi_{n+1}^{g}-\left[\left(1-2 \lambda_{2}\right) Z_{n}(i)+\lambda_{2}\right] . \tag{9}
\end{gather*}
$$

Using (7), (8) and (9), the following relationship holds

$$
\begin{equation*}
Z_{n+1}-\frac{1}{2}=\left(Z_{n}-\frac{1}{2}\right)\left[1-2 r_{n}^{l} \lambda_{1}-2 r_{n}^{g} \lambda_{2}\right]+r_{n}^{l} \Delta M_{n+1}^{l}+r_{n}^{g} \Delta M_{n+1}^{g} . \tag{10}
\end{equation*}
$$

Remark 5.1. The assumption $\forall i \in\{1, . . N\}, Z_{0}(i)=\frac{1}{2}$ leads to $\forall n \in \mathbb{N}, \mathbb{E}\left(Z_{n}\right)=\mathbb{E}\left(Z_{n}(i)\right)=\frac{1}{2}$ since

$$
\mathbb{E}\left(Z_{n+1}(i)\right)=\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right) \mathbb{E}\left(Z_{n}(i)\right)+\left(1-2 \lambda_{2}\right) r_{n}^{g} \mathbb{E}\left(Z_{n}\right)+\left(\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g}\right)
$$

Thus from (6) we obtain

$$
\begin{align*}
\operatorname{Var}\left(Z_{n+1}\right) & =\left[1-4\left(\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g}-2 \lambda_{1} \lambda_{2} r_{n}^{l} r_{n}^{g}-\lambda_{1}^{2}\left(r_{n}^{l}\right)^{2}-\lambda_{2}^{2}\left(r_{n}^{g}\right)^{2}+\frac{\left(r_{n}^{g}\right)^{2}}{4}\left(1-2 \lambda_{2}\right)\right)\right] \operatorname{Var}\left(Z_{n}\right) \\
& +\frac{\left(r_{n}^{l}\right)^{2}}{N}\left[\left(1-2 \lambda_{1}\right)^{2}\left(\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right)+\lambda_{1}-\lambda_{1}^{2}\right]+\frac{\left(r_{n}^{g}\right)^{2}}{4} \tag{11}
\end{align*}
$$

and from (5) it follows

$$
\begin{align*}
\operatorname{Var}\left(Z_{n+1}(i)\right) & \left.=\left[\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)^{2}-\left(r_{n}^{l}\right)^{2}\left(1-2 \lambda_{1}\right)^{2}\right)\right] \operatorname{Var}\left(Z_{n}(i)\right) \\
& +\left(r_{n}^{l}\right)^{2}\left[\frac{1}{2}-\lambda_{1}+\lambda_{1}^{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}\right]+\left(r_{n}^{g}\right)^{2}\left[\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}\right] \\
& +2\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right) r_{n}^{g}\left(1-2 \lambda_{2}\right) \operatorname{Var}\left(Z_{n}\right) \tag{12}
\end{align*}
$$

Remark 5.2. When $\gamma_{1}=\gamma_{2}=\gamma$,

$$
\begin{aligned}
\mathbb{E}\left(Z_{n+1}(i) \mid \mathcal{F}_{n}\right) & =\left(1-2 r_{n}\right) Z_{n}(i)+r_{n} \mathbb{E}\left[\tilde{\xi}_{n+1}(i) \mid \mathcal{F}_{n}\right] \\
& =\left(1-\left(1+2 \lambda_{1}\right) r_{n}\right) Z_{n}(i)+\left(1-2 \lambda_{2}\right) r_{n} Z_{n}+\left(\lambda_{1}+\lambda_{2}\right) r_{n}
\end{aligned}
$$

and

$$
\mathbb{E}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)=\left(1-2 r_{n}\right) Z_{n}+\frac{r_{n}}{N} \sum_{i=1}^{n} \mathbb{E}\left(\tilde{\xi}_{n+1}(i) \mid \mathcal{F}_{n}\right)=\left(1-2\left(\lambda_{1}+\lambda_{2}\right) r_{n}\right) Z_{n}+\left(\lambda_{1}+\lambda_{2}\right) r_{n}
$$

Moreover,

$$
\begin{align*}
\mathbb{V} \operatorname{ar}\left(Z_{n+1}(i)\right) & =r_{n}^{2}\left(\frac{1}{2}-\lambda_{1}+\lambda_{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}+\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}\right) \\
& +\left[\left(1-r_{n}\left(2 \lambda_{1}+1\right)\right)^{2}-r_{n}\left(1-2 \lambda_{1}\right)^{2}\right] \mathbb{V} \operatorname{ar}\left(Z_{n}(i)\right) \\
& +\left[\left(1-2 \lambda_{2}\right)^{2}+r_{n}\left(1-r_{n}\left(2 \lambda_{1}+1\right)\right)\left(1-2 \lambda_{1}\right)\right] \mathbb{V} \operatorname{ar}\left(Z_{n}\right) \tag{13}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\mathbb{V} \operatorname{ar}\left(Z_{n+1}\right)=\left(1-4\left[\left(\lambda_{1}+\lambda_{2}\right) r_{n}\right.\right. & \left.\left.-\left(\lambda_{1}+\lambda_{2}\right)^{2} r_{n}^{2}\right]-\left(1-2 \lambda_{2}\right)^{2} r_{n}^{2}\right) \mathbb{V} \operatorname{ar}\left(Z_{n}\right) \\
& +\frac{r_{n}^{2}}{N}\left[\left(1-2 \lambda_{1}\right)^{2}\left(\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right)+\lambda_{1}-\lambda_{1}^{2}+\frac{N}{4}\right] . \tag{14}
\end{align*}
$$

Finally we get

$$
\begin{equation*}
Z_{n+1}-\frac{1}{2}=\left(Z_{n}-\frac{1}{2}\right)\left[1-2 r_{n}\left(\lambda_{1}+\lambda_{2}\right)\right]+r_{n} \Delta \tilde{M}_{n+1}(i) \tag{15}
\end{equation*}
$$

where $\Delta \tilde{M}_{n+1}(i)=\Delta M_{n+1}^{l}(i)+\Delta M_{n+1}^{g}$.
Lemma 5.3. When $\lambda_{1}=\lambda_{2}=0$, for every $n \geq 0, \mathbb{V} \operatorname{ar}\left(Z_{n}\right)<\frac{1}{4}$. Moreover, it holds

$$
\sup _{n} \mathbb{E}\left(Z_{n}^{2}\right)=\mathbb{E}\left(Z_{\infty}^{2}\right)<\frac{1}{2}
$$

Proof. Obviously $\operatorname{Var}\left(Z_{n}\right) \leq \frac{1}{4}$. We need to show that $\operatorname{Var}\left(Z_{n}\right)<\frac{1}{4}$. For this purpose, using (11) with $\lambda_{1}=\lambda_{2}=0$ gives:

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\left(r_{n}^{g}\right)^{2}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{\left(r_{n}^{g}\right)^{2}}{4}+\frac{\left(r_{n}^{l}\right)^{2}}{2 N}-\left(r_{n}^{l}\right)^{2}\left(\frac{1}{N} \sum_{i=1}^{N} \mathrm{E}\left(Z_{n}(i)^{2}\right)\right)
$$

Since $\mathbb{E}\left(Z_{n}^{2}(i)\right) \leq \frac{1}{2}$ we get,

$$
\operatorname{Var}\left(Z_{n+1}\right) \geq\left(1-\left(r_{n}^{g}\right)^{2}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{\left(r_{n}^{g}\right)^{2}}{4}
$$

Defining $x_{n}:=\frac{1}{4}-\operatorname{Var}\left(Z_{n}\right) \geq 0$, the goal is equivalent to

$$
x_{n+1} \leq\left(1-\left(r_{n}^{g}\right)^{2}\right) x_{n}
$$

from which it follows

$$
x_{n} \leq x_{0} \prod_{k=0}^{n-1}\left(1-\left(r_{k}^{g}\right)^{2}\right) x_{n}
$$

Since by assumption, $\sum_{n}\left(r_{n}^{g}\right)^{2}<+\infty$, we obtain $\lim _{n \rightarrow \infty} x_{n} \neq 0$. Moreover, from $\mathbb{E}\left(Z_{n+1}^{2} \mid \mathcal{F}_{n}\right)=$ $Z_{n}^{2}+\operatorname{Var}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)$, we get $\mathbb{E}\left(Z_{n+1}^{2} \mid \mathcal{F}_{n}\right) \geq Z_{n}^{2}$. Thus, $Z_{n}^{2}$ is submartingale. Consequently $\sup _{n} \mathbb{E}\left(Z_{n}^{2}\right)=$ $\lim _{n} \mathbb{E}\left(Z_{n}^{2}\right)=\mathbb{E}\left(Z_{\infty}^{2}\right)<\frac{1}{2}$.
5.2. Proofs of $L^{2}$ and a.s. convergence results. We now prove the theorems of section 3 about convergence and synchronization. Recall, we use the notation $a_{n} \sim b_{n}$ when $\lim _{n} \frac{a_{n}}{b_{n}}=1$.
Proof. ((i) of Theorem 3.1)
First consider the equation (11) which behaves like

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda}{n^{\gamma}}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma}}+\mathbf{o}\left(\frac{1}{n^{2 \gamma}}\right),
$$

where $\lambda=\left\{\begin{array}{ll}\lambda_{1} & \text { if } \gamma_{1}<\gamma_{2} \\ \lambda_{2} & \text { if } \gamma_{1}>\gamma_{2}\end{array}\right.$.

- If $\gamma_{1}<\gamma_{2}$ then $C_{N, \lambda}=K_{n} / 4 \lambda_{1}$ where

$$
K_{n}=\frac{1}{N}\left(\left(1-2 \lambda_{1}\right)^{2}\left(\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}^{2}(i)\right)\right)+\lambda_{1}-\lambda_{1}^{2}\right)
$$

is bounded and not equal zero. Indeed, using $\mathbb{E}\left(Z_{n}^{2}\right)<\frac{1}{2}$, we get

$$
\sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)=\mathbb{E}\left(Z_{n}^{2}(j)\right)+\sum_{i=1, i \neq j}^{N-1} \mathbb{E}\left(Z_{n}(i)^{2}\right)<\frac{1}{2}+\frac{N-1}{2}=\frac{N}{2}
$$

thus, by Lemma A.1, $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda}}{n^{\gamma 1}}$.

- If $\gamma_{1}>\gamma_{2}$ then $C_{N, \lambda}=K_{n} / 4 \lambda_{2}$ where $K_{n}=\frac{1}{4}$ that is bounded clearly, so we obtain that $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda}}{n^{\prime} \gamma_{2}}$.
- Hence in both cases $\lim _{n \rightarrow \infty} \operatorname{Var}\left(Z_{n}\right)=0$.

In order to investigate the behaviour of $\operatorname{Var}\left(Z_{n}(i)\right)$, consider (12) in the three following cases and use

$$
\begin{aligned}
& \operatorname{Var}\left(Z_{n+1}(i)\right)=\left[1-4 \lambda_{1} r_{n}^{l}-2 r_{n}^{g}+\right.\left.4 \lambda^{2}\left(r_{n}^{l}\right)^{2}+4 \lambda_{1} r_{n}^{l} r_{n}^{g}-\left(r_{n}^{l}\right)^{2}\left(1-2 \lambda_{1}\right)^{2}\right] \operatorname{Var}\left(Z_{n}(i)\right) \\
&+\left(r_{n}^{l}\right)^{2}\left[\frac{1}{2}-\lambda_{1}+\lambda_{1}^{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}\right]+\left(r_{n}^{g}\right)^{2}\left[\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}\right] \\
&+\left[\left(1-2 \lambda_{2} r_{n}^{g}-2 \lambda_{1}\left(1-2 \lambda_{2}\right) r_{n}^{l} r_{n}^{g}\right)\left(1-2 \lambda_{2}\right) r_{n}^{g}\right] \operatorname{Var}\left(Z_{n}\right) .
\end{aligned}
$$

- When $\gamma_{1}<\gamma_{2}$ we have $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda}}{n^{\gamma 1}}$ so,

$$
\begin{aligned}
\operatorname{Var}\left(Z_{n+1}(i)\right) & =\left[1-4 \lambda_{1} r_{n}^{l}+\mathbf{o}\left(r_{n}^{l}\right)\right] \operatorname{Var}\left(Z_{n}(i)\right) \\
& +\left(r_{n}^{l}\right)^{2}\left[\frac{1}{2}-\lambda_{1}+\lambda_{1}^{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}\right]+\mathbf{o}\left(\left(r_{n}^{l}\right)^{2}\right)
\end{aligned}
$$

then $C_{N, \lambda}=K_{n} / 4 \lambda_{1}$ where $K_{n}=\left(\frac{1}{2}-\lambda_{1}+\lambda_{1}^{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}\right)$ which implies $\operatorname{Var}\left(Z_{n}(i)\right) \sim \frac{C_{N, \lambda}}{n^{\gamma 1}}$.

- When $\gamma_{2}<\gamma_{1}$ we have $\operatorname{Var}\left(Z_{n}\right) \sim \frac{1}{n^{\gamma_{2}}}$ so,

$$
\begin{aligned}
\operatorname{Var}\left(Z_{n+1}(i)\right) & =\left[1-2 r_{n}^{g}+\mathbf{o}\left(r_{n}^{g}\right)\right] \operatorname{Var}\left(Z_{n}(i)\right) \\
& +\left(r_{n}^{g}\right)^{2}\left[\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}\right]+\left(1-2 \lambda_{2}\right) \frac{1}{n^{2 \gamma_{2}}}
\end{aligned}
$$

then $C_{N, \lambda}=K_{n} / 2$ in which $K_{n}=\left[\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}+\left(1-2 \lambda_{2}\right)\right]$. It implies by Lemma A. 1 $\operatorname{Var}\left(Z_{n}(i)\right) \sim \frac{C_{N, \lambda}}{n^{\gamma_{2}}}$.

- When $\gamma_{1}=\gamma_{2}$, using (14) we have

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-2\left(\lambda_{1}+\lambda_{2}\right) r_{n}-N\left(1-2 \lambda_{2}\right)^{2} r_{n}^{2}\right) \operatorname{Var}\left(Z_{n}\right)+r_{n}^{2} K_{n}
$$

where $C_{N, \lambda_{1}, \lambda_{2}}=K_{n} / 2\left(\lambda_{1}+\lambda_{2}\right)$ where

$$
K_{n}=\frac{1}{N}\left(\left(1-2 \lambda_{1}\right)^{2}\left(\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right)+\lambda_{1}-\lambda_{1}^{2}+\frac{N}{4}\right)
$$

which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{1}, \lambda_{2}}}{n^{\gamma}}$. Moreover, using (13) and the fact that $\operatorname{Var}\left(Z_{n}\right) \sim \frac{1}{n^{\gamma}}$,

$$
\operatorname{Var}\left(Z_{n+1}(i)\right)=\left[\left(1-r_{n}\left(2 \lambda_{1}+1\right)\right)^{2}-r_{n}\left(1-2 \lambda_{1}\right)^{2}\right] \operatorname{Var}\left(Z_{n}(i)\right)+r_{n}^{2} K_{n}
$$

then $C_{N, \lambda_{1}, \lambda_{2}}$ where
$K_{n}=\left[\frac{1}{2}-\lambda_{1}+\lambda_{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}+\frac{1}{2}-\lambda_{2}+\lambda_{2}^{2}-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}\right]+\left[\left(1-2 \lambda_{2}\right)^{2}+r_{n}\left(1-r_{n}\left(2 \lambda_{1}+1\right)\right)\left(1-2 \lambda_{1}\right)\right]$ which implies $\operatorname{Var}\left(Z_{n}(i)\right) \sim \frac{1}{n^{\gamma}}$.

Proof. (proof of (ii) Theorem 3.1)
Consider the following recursive equation satisfied, for any $i \in\{1, \ldots, N\}$ by the $L^{2}$-distance between one component and the mean field. With

$$
x_{n}:=\mathbb{E}\left[\left(Z_{n}(i)-Z_{n}\right)^{2}\right]=\operatorname{Var}\left(Z_{n}(i)-Z_{n}\right),
$$

it holds

$$
\begin{aligned}
x_{n+1} & \stackrel{*}{=} \mathbb{E}\left(\operatorname{Var}\left[\left.\left(1-r_{n}^{l}-r_{n}^{g}\right)\left(Z_{n}(i)-Z_{n}\right)+r_{n}^{l}\left(\xi_{n}^{l}(i)-\frac{1}{N} \sum_{j} \xi_{n}^{l}(j)\right) \right\rvert\, \mathcal{F}_{n}\right]\right) \\
& +\operatorname{Var}\left[Z_{n}(i)-2 \lambda_{1} r_{n}^{l} Z_{n}(i)+r_{n}^{g}\left(Z_{n}(i)-\left(1-2 \lambda_{2}\right) Z_{n}\right)-Z_{n}\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)\right] \\
& =\left(r_{n}^{l}\right)^{2} \mathbb{E}\left[\operatorname{Var}\left(\left.\xi_{n}^{l}(i)-\frac{1}{N} \sum_{i} \xi_{n}^{l}(i) \right\rvert\, \mathcal{F}_{n}\right)\right]+\operatorname{Var}\left[\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)\left(Z_{n}(i)-Z_{n}\right)\right] \\
& =\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)^{2} \operatorname{Var}\left(Z_{n}(i)-Z_{n}\right) \\
& +\left(r_{n}^{l}\right)^{2}\left(\left(1-\frac{1}{N}\right)^{2}+\left(\frac{N-1}{N^{2}}\right)\right) \mathbb{E}\left[\operatorname{Var}\left(\xi_{n}^{l}(i) \mid \mathcal{F}_{n}\right)\right] \\
& =\left(1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right)^{2} x_{n} \\
& \left.+\frac{N-1}{N}\left(r_{n}^{l}\right)^{2}\left[\left[\left(1-2 \lambda_{1}\right) \mathbb{E}\left(Z_{n}(i)\right)+\lambda_{1}\right]-\left[\frac{\left(1-2 \lambda_{1}\right)^{2}}{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)+\lambda_{1}^{2}+2 \lambda_{1}\left(1-2 \lambda_{1}\right) \mathbb{E}\left(Z_{n}\right)\right)\right]\right] .
\end{aligned}
$$

Therefore we obtain

$$
\begin{equation*}
x_{n+1}=\left(1-4 \lambda_{1} r_{n}^{l}-2 r_{n}^{g}+4 \lambda_{1}^{2}\left(r_{n}^{l}\right)^{2}+\left(r_{n}^{g}\right)^{2}+2 \lambda_{1} r_{n}^{l} r_{n}^{g}\right) x_{n}+\left(r_{n}^{l}\right)^{2} \varepsilon_{n}, \tag{16}
\end{equation*}
$$

where $\varepsilon_{n}=\frac{N-1}{N}\left(\frac{1}{2}-\left[\frac{\left(1-2 \lambda_{1}\right)^{2}}{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)+\lambda_{1}-\lambda_{1}^{2}\right]\right)$ is bounded and not equal zero for $N>1$.
(a) For $\gamma_{1}<\gamma_{2}$ the relation (16) gives $x_{n+1}=\left[1-4 \lambda_{1} r_{n}^{l}-\mathbf{o}\left(r_{n}^{l}\right)\right] x_{n}+\left(r_{n}^{l}\right)^{2} \varepsilon_{n}$ that can be written as $x_{n+1}=\left(1-\frac{4 \lambda_{1}}{n \gamma_{1}}\right) x_{n}+\frac{\varepsilon_{n}}{n^{2} \gamma_{1}}$ which implies $x_{n} \sim \frac{C_{N, \lambda_{1}}}{n^{\gamma_{1}}}$ where $C_{N, \lambda_{1}}=\varepsilon_{n} / 4 \lambda_{1}$.

Also for $\gamma_{1}=\gamma_{2}$ we have from (16)

$$
x_{n+1}=\left[\left(1-r_{n}-2 \lambda_{1} r_{n}\right)^{2}\right] x_{n}+r_{n}^{2} \varepsilon_{n}=\left[1-\left(2+4 \lambda_{1}\right) r_{n}+\mathbf{o}\left(r_{n}\right)\right] x_{n}+r_{n}^{2} \varepsilon_{n}
$$

which implies $x_{n} \sim \frac{C_{N, \lambda_{1}}}{n \gamma}$ where $C_{N, \lambda_{1}}=\varepsilon_{n} / 2+4 \lambda_{1}$.
(b) When $\gamma_{2}<\gamma_{1}, x_{n+1}=\left(1-\frac{2}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}}$ where $C_{N, \lambda_{1}}=\varepsilon_{n} / 2$ implies $x_{n} \sim \frac{C_{N, \lambda_{1}}}{n^{2 \gamma_{1}-\gamma_{2}}}$.

Thus in all cases, $\lim _{n \rightarrow \infty} \mathbb{E}\left[\left(Z_{n}(i)-Z_{n}\right)^{2}\right]=0$.
Proof. ((iii) Theorem 3.1)
Now to prove that the convergence is towards $\frac{1}{2}$ a.s, we use (10) and consider

$$
\begin{aligned}
& \mathbb{E}\left[\left.\left(Z_{n+1}-\frac{1}{2}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right] \\
& =\left(Z_{n}-\frac{1}{2}\right)^{2}\left[1+4\left(r_{n}^{l}\right)^{2} \lambda_{1}^{2}+4\left(r_{n}^{g}\right)^{2} \lambda_{2}^{2}-4 r_{n}^{l} \lambda_{1}-4 r_{n}^{g} \lambda_{2}+4 r_{n}^{l} r_{n}^{g} \lambda_{1} \lambda_{2}\right] \\
& \quad+\left(r_{n}^{l}\right)^{2} \mathbb{E}\left[\left(\Delta M_{n+1}^{l}\right)^{2} \mid \mathcal{F}_{n}\right]+\left(r_{n}^{g}\right)^{2} \mathbb{E}\left[\left(\Delta M_{n+1}^{g}\right)^{2} \mid \mathcal{F}_{n}\right] \\
& =\left(Z_{n}-\frac{1}{2}\right)^{2}\left[1-4 r_{n}^{l} \lambda_{1}-4 r_{n}^{g} \lambda_{2}+\mathbf{o}\left(r_{n}^{l}\right)+\mathbf{o}\left(r_{n}^{g}\right)\right] \\
& \quad+\left(r_{n}^{l}\right)^{2}\left[4 \lambda_{1}^{2}\left(Z_{n}-\frac{1}{2}\right)^{2}+\mathbb{E}\left[\left(\Delta M_{n+1}^{l}\right)^{2} \mid \mathcal{F}_{n}\right]\right]+\left(r_{n}^{g}\right)^{2}\left[4 \lambda_{2}^{2}\left(Z_{n}-\frac{1}{2}\right)^{2}+\mathbb{E}\left[\left(\Delta M_{n+1}^{g}\right)^{2} \mid \mathcal{F}_{n}\right]\right] .
\end{aligned}
$$

Thus, $\mathbb{E}\left[\left.\left(Z_{n+1}-\frac{1}{2}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right] \leq\left(Z_{n}-\frac{1}{2}\right)^{2}+\left(r_{n}^{l}\right)^{2} W_{n}^{l}+\left(r_{n}^{g}\right)^{2} W_{n}^{g}$ where

$$
\begin{aligned}
& W_{n}^{l}:=\left(r_{n}^{l}\right)^{2}\left[4 \lambda_{1}^{2}\left(Z_{n}-\frac{1}{2}\right)^{2}+\mathbb{E}\left[\left(\Delta M_{n+1}^{l}\right)^{2} \mid \mathcal{F}_{n}\right]\right] \\
& W_{n}^{g}:=\left(r_{n}^{g}\right)^{2}\left[4 \lambda_{2}^{2}\left(Z_{n}-\frac{1}{2}\right)^{2}+\mathbb{E}\left[\left(\Delta M_{n+1}^{g}\right)^{2} \mid \mathcal{F}_{n}\right]\right] .
\end{aligned}
$$

By assumption $\frac{1}{2}<\gamma_{1} \leq 1$ and $\frac{1}{2}<\gamma_{2} \leq 1$, so $\left(Z_{n+1}-\frac{1}{2}\right)^{2}$ is a positive super-martingale and almost sure convergence holds. It is enough to consider $L^{2}$ convergence in order to identify the (deterministic) limit. We consider

$$
\begin{aligned}
\mathbb{E}\left(\mathbb{E}\left(\left.\left(Z_{n+1}-\frac{1}{2}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right)\right) & =\mathbb{E}\left(Z_{n}-\frac{1}{2}\right)^{2}\left[1-4 r_{n}^{l} \lambda_{1}-4 r_{n}^{g} \lambda_{2}+4 r_{n}^{l} r_{n}^{g} \lambda_{1} \lambda_{2}\right] \\
& +\left(r_{n}^{l}\right)^{2} K_{n}^{l}+\left(r_{n}^{g}\right)^{2} K_{n}^{g}
\end{aligned}
$$

and let $y_{n}:=\mathbb{E}\left(Z_{n}-\frac{1}{2}\right)^{2}$, thus

$$
y_{n+1}=\left(1-4 r_{n}^{l} \lambda_{1}-4 r_{n}^{g} \lambda_{2}+\lambda_{1}^{2}\left(r_{n}^{l}\right)^{2}+\lambda_{2}^{2}\left(r_{n}^{g}\right)^{2}+4 r_{n}^{l} r_{n}^{g} \lambda_{1} \lambda_{2}\right) x_{n}+\left(r_{n}^{l}\right)^{2} K_{n+1}^{l}+\left(r_{n}^{g}\right)^{2} K_{n+1}^{g}
$$

where $0 \leq K_{n+1}^{l}:=\mathbb{E}\left[\left(\Delta M_{n+1}^{l}\right)^{2}\right] \leq K, 0 \leq K_{n+1}^{g}:=\mathbb{E}\left[\left(\Delta M_{n+1}^{g}\right)^{2}\right] \leq K$, by $\lambda_{i} \leq K$ and by lemma A.1, $\lim _{n \rightarrow \infty} x_{n}=0$. So, $\lim \mathbb{E}\left(Z_{n}-\frac{1}{2}\right)^{2}=0$. Using the fact that $\left(Z_{n}\right)_{n}$ converges a.s., then $Z_{n} \xrightarrow{\text { a.s. }} \frac{1}{2}$. The proof of the case when $\gamma_{1}=\gamma_{2}$ is essentially the same as above using (15). Indeed,

$$
\begin{aligned}
\mathbb{E}\left[\left.\left(Z_{n+1}-\frac{1}{2}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right] & =\left(Z_{n}-\frac{1}{2}\right)^{2}\left[1-2 r_{n}\left(\lambda_{1}+\lambda_{2}\right)\right]^{2}+r_{n}^{2} \mathbb{E}\left[\Delta \tilde{M}_{n+1}(i)^{2} \mid \mathcal{F}_{n}\right] \\
& +2\left(Z_{n}-\frac{1}{2}\right)\left[1-2 r_{n}\left(\lambda_{1}+\lambda_{2}\right)\right] r_{n} \mathbb{E}\left[\Delta \tilde{M}_{n+1}(i) \mid \mathcal{F}_{n}\right]
\end{aligned}
$$

Thus $\mathbb{E}\left[\left.\left(Z_{n+1}-\frac{1}{2}\right)^{2} \right\rvert\, \mathcal{F}_{n}\right] \leq\left(Z_{n}-\frac{1}{2}\right)^{2}+r_{n}^{2} \tilde{W}_{n}$, where

$$
\tilde{W}_{n}=r_{n}^{2}\left(4\left(\lambda_{1}+\lambda_{2}\right)^{2}\left(Z_{n}-\frac{1}{2}\right)^{2}+\mathbb{E}\left[\left(\Delta \tilde{M}_{n+1}(i)\right)^{2} \mid \mathcal{F}_{n}\right]\right)
$$

To prove the a.s. synchronization, since $L^{2}$-synchronization holds, it is enough to show a.s convergence exists for $\left(Z_{n}(i)\right)_{n}$. We can obtain that $\left(Z_{n}(i)\right)_{n}$ is quasi-martingale, i.e. satisfies

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \mathbb{E}\left|\mathbb{E}\left[Z_{n+1}(i) \mid \mathcal{F}_{n}\right]-Z_{n}(i)\right|<+\infty \tag{17}
\end{equation*}
$$

Indeed using (3) and the fact that $\left(Z_{n}(i)\right.$ goes to $\frac{1}{2}$ in $L^{2}$, we obtain the convergence using the following inequality and bounding the expectation with the second moment,

$$
\sum_{n} \mathbb{E}\left|\mathbb{E}\left(Z_{n+1}(i)-Z_{n}(i) \mid \mathcal{F}_{n}\right)\right| \leq 2 \lambda_{1} r_{n}^{l} \mathbb{E}\left|Z_{n}(i)-\frac{1}{2}\right|+2 \lambda_{2} r_{n}^{g} \mathbb{E}\left|Z_{n}-\frac{1}{2}\right|+r_{n}^{g} \mathbb{E}\left|Z_{n}-Z_{n}(i)\right| .
$$

Proof. (Theorem 3.2)
We shall consider two different situations of $\lambda_{j}$ and different relationships between $\gamma_{j}$.

- Case $\lambda_{1} \neq 0, \lambda_{2}=0$.

First consider to the recursive equation (11) of $\operatorname{Var}\left(Z_{n}\right)$.

- When $\gamma_{1}<\gamma_{2}$,

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{1}}{n^{\gamma_{1}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{1}}}\right)\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma_{1}}},
$$

where

$$
K_{n}=\frac{1}{N}\left(\frac{1}{2}-\frac{\left(1-2 \lambda_{1}\right)^{2}}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)-\left(\lambda_{1}-\lambda_{1}^{2}\right)\right)
$$

where $C_{N, \lambda_{1}}=K_{n} / 4 \lambda_{1}$, it implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda}}{n \gamma_{1}}$. It thus means $\left(Z_{n}\right)_{n}$ converges to a constant. Using similar argument in proof of Theorem 3.1(ii), we can proof that $\lim _{n \rightarrow \infty} Z_{n}=\frac{1}{2}$ a.s. To show it, using (10) and let $\lambda_{2}=0$, then the result is obtained.
To study the synchronization, consider to the $L^{2}$-distance (16) which behaves as follows

$$
x_{n+1}=\left(1-\frac{4 \lambda_{1}}{n^{\gamma_{1}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{1}}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}},
$$

where $\varepsilon_{n}=\frac{N-1}{N}\left(\frac{1}{2}-\left[\frac{\left(1-2 \lambda_{1}\right)^{2}}{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)+\lambda_{1}-\lambda_{1}^{2}\right]\right)$ and where $C_{N, \lambda_{1}}=\varepsilon_{n} / 4 \lambda_{1}$. One can then derive $x_{n} \sim \frac{C_{N, \lambda}}{n^{\gamma 1}}$ which implies $\lim _{n \rightarrow \infty} x_{n}=0$. Using a similar argument as in Theorem 3.1(ii), we get that synchronization holds a.s.

- When $\gamma_{1}=\gamma_{2}(=: \gamma)$, so (11)

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{1}}{n^{\gamma}}+\mathbf{o}\left(\frac{1}{n^{\gamma}}\right)\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma}},
$$

where $C_{N, \lambda_{1}}=K_{n} / 4 \lambda_{1}$ which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{1}}}{n^{\gamma}}$. Using (15) and let $\lambda_{2}=0$ then the conclusion of a.s. follows.
To study the $L^{2}$-distance's behavior, consider (16)

$$
x_{n+1}=\left(1-\frac{\left(1-2 \lambda_{1}\right)}{n^{\gamma}}+\mathbf{o}\left(\frac{1}{n^{\gamma}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma}},
$$

where $C_{N, \lambda_{1}}=\varepsilon_{n} /\left(1-2 \lambda_{1}\right)$ which implies $x_{n} \sim \frac{C_{N, \lambda_{1}}}{n \gamma}$, synchronization holds a.s.

- When $\gamma_{2}<\gamma_{1}$. Let us consider the recursive equation (11),

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{1}}{n^{\gamma_{1}}}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma_{2}}},
$$

where $C_{N, \lambda_{1}}=K_{n} / 4 \lambda_{1}$ which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{1}}}{n^{2 \gamma_{2}-\gamma_{1}}}$ which implies $\left(Z_{n}\right)_{n}$ converges to a constant. Again by similar argument as before, we get $\lim _{n \rightarrow \infty} Z_{n}=\frac{1}{2}$ a.s. Moreover considering the $L^{2}$-distance's (16) behaves,

$$
x_{n+1}=\left(1-\frac{2}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}},
$$

where $C_{N, \lambda_{1}}=\varepsilon_{n} / 2$ which implies $x_{n} \sim \frac{C_{N, \lambda_{1}}}{n^{2 \gamma_{1}-\gamma_{2}}}$, synchronization holds a.s.

- Case $\lambda_{1}=0, \lambda_{2} \neq 0$.
- When $\gamma_{1}<\gamma_{2}$,

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{2}}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma_{1}}},
$$

where $C_{N, \lambda_{2}}=K_{n} / 4 \lambda_{2}$ and $K_{n}=\frac{1}{N}\left\{\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right\}$ which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{2}}}{n^{2 \gamma_{1}-\gamma_{2}}}$, thus means $Z_{n}$ converges to constant. Using similar argument in proof of Th. 3.1(ii), we can prove
that $\lim _{n \rightarrow \infty} Z_{n}=\frac{1}{2}$ a.s. To show it, using (10) and let $\lambda_{1}=0$, then the result is obtained. To study the synchronization, consider the $L^{2}$-distance which behaves as follows

$$
x_{n+1}=\left(1-\frac{2}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}},
$$

where $C_{N, \lambda_{2}}=\varepsilon_{n} / 2$ which implies $x_{n} \sim \frac{C_{N, \lambda_{2}}}{n^{2 \gamma_{1}-\gamma_{2}}}$, synchronization holds a.s.

- When $\gamma_{2}<\gamma_{1}$. Let us consider the recursive equation (11),

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{2}}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma_{2}}},
$$

where $C_{N, \lambda_{2}}=K_{n} / 4 \lambda_{2}$ which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{2}}}{n^{\gamma_{2}}}$ which implies $Z_{n}$ converges to constant then again by similar argument Th. 3.1(ii) hence $\lim _{n \rightarrow \infty} Z_{n}=\frac{1}{2}$ a.s. To study the synchronization, consider the $L^{2}$-distance which behaves as follows

$$
x_{n+1}=\left(1-\frac{2}{n^{\gamma_{2}}}\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}},
$$

where $C_{N, \lambda_{2}}=\varepsilon_{n} / 2$ which implies $x_{n} \sim \frac{C_{N, \lambda_{2}}}{n^{2 \gamma_{1}-\gamma_{2}}}$, synchronization holds almost surely.

- When $\gamma_{1}=\gamma_{2}$. It holds

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{4 \lambda_{2}}{n^{\gamma}}+\mathbf{o}\left(\frac{1}{n^{\gamma}}\right)\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma}},
$$

where $C_{N, \lambda_{2}}=K_{n} / 4 \lambda_{2}$ which implies $\operatorname{Var}\left(Z_{n}\right) \sim \frac{C_{N, \lambda_{2}}}{n^{\gamma}}$. Using (14) and let $\lambda_{1}=0$ then the conclusion of a.s. is obtained.
To study the $L^{2}$-distance's behavior,

$$
x_{n+1}=\left(1-\frac{1}{n^{\gamma}}+\mathbf{o}\left(\frac{1}{n^{\gamma}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma}},
$$

which implies $x_{n} \sim \frac{C_{N, \lambda_{2}}}{n^{\gamma}}$, synchronization holds a.s.
Proof. ((i) of Theorem 3.4)
If $\lambda_{1}=\lambda_{2}=0$ then $\left(Z_{n}\right)_{n}$ is a bounded martingale. Therefore, it converges a.s. to a random variable $Z_{\infty}$. Let us consider

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{1}{4 N n^{2 \gamma_{2}}}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2} \min \left(\gamma_{1}, \gamma_{2}\right)},
$$

where
a) If $\gamma_{1}<\gamma_{2}$ then $C_{N}=4 N K_{n}$ and $K_{n}=\frac{1}{N}\left[\left(\frac{1}{2}-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right)\right]$. Using lemma A.1, we get $\operatorname{Var}\left(Z_{n}\right)-e^{-\sum_{n=0}^{\infty} \frac{1}{n^{2} \gamma_{2}}} \sim \frac{C_{N}}{n^{2 \gamma_{1}-1}}$.
b) $C_{N}=4 N K_{n}$ and $K_{n}=\frac{1}{4}$ when $\gamma_{2}<\gamma_{1}$, so $\operatorname{Var}\left(Z_{n}\right)-e^{-\sum_{n=0}^{\infty} \frac{1}{n^{2} \gamma_{2}}} \sim \frac{C_{N}}{n^{2 \gamma_{2}-1}}$. Also when $\gamma_{1}=\gamma_{2}$,

$$
\operatorname{Var}\left(Z_{n+1}\right)=\left(1-\frac{1}{n^{2 \gamma}}\right) \operatorname{Var}\left(Z_{n}\right)+\frac{K_{n}}{n^{2 \gamma}},
$$

 $C_{N}=K_{n}$.

Proof. ((ii) Theorem 3.4)
To study the synchronization phenomenon, consider the $L^{2}$-distance

$$
x_{n+1}=\left(1-2 r_{n}^{g}+\left(r_{n}^{g}\right)^{2}\right) x_{n}+\left(r_{n}^{l}\right)^{2} \varepsilon_{n}=\left(1-\frac{2}{n^{\gamma_{2}}}+\mathbf{o}\left(\frac{1}{n^{\gamma_{2}}}\right)\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma_{1}}}
$$

where $\varepsilon_{n}=\frac{N-1}{N}\left\{\mathbb{E}\left(Z_{n}\right)-\left[\frac{1}{N} \mathbb{E}\left(Z_{n}(i)^{2}\right)\right]\right\}$ and then $C_{N}=\varepsilon_{n} / 2$. Thus, $x_{n} \sim \frac{C_{N}}{n^{2} \gamma_{1}-\gamma_{2}}$, hence the $L^{2}$-synchronization holds as $n \rightarrow \infty$. Moreover when $\gamma_{1}=\gamma_{2}, x_{n+1}=\left(1-\frac{2}{n^{\gamma}}\right) x_{n}+\frac{\varepsilon_{n}}{n^{2 \gamma}}$ which implies $x_{n} \sim \frac{C_{N}}{n^{\gamma}}$. To show that synchronization holds a.s., we shall show that the a.s. limit of $\left(Z_{n}(i)\right)_{n}$ exists. We observe that $\left.-Z_{n}(i)\right)_{n}$ is a quasi-martingale, since $\mathbb{E}\left(Z_{n+1}(i)-Z_{n}(i) \mid \mathcal{F}_{n}\right)=$ $r_{n}^{g}\left(Z_{n}-Z_{n}(i)\right)$. As bounded quasi-martingale, it converges a.s.

## 6. Proofs of the CLTs (Theorem 4.1)

We now prove the central limit theorems to study fluctuations. Recall we are using the notation $a_{n} \simeq b_{n}$ when $\lim _{n} \frac{a_{n}}{b_{n}}=c s t$.

Define $X_{k}=Z_{k}-Z_{k}(i)$. Set $L_{0}=X_{0}$ and define

$$
\begin{equation*}
L_{n}:=X_{n}-\sum_{k=0}^{n-1}\left(\mathbb{E}\left[X_{k+1} \mid \mathcal{F}_{k}\right]-X_{k}\right) \tag{18}
\end{equation*}
$$

Then it follows:

$$
\begin{equation*}
X_{n+1}=\left[1-2 \lambda_{1} r_{n}^{l}-r_{n}^{g}\right] X_{n}+\Delta L_{n+1} \tag{19}
\end{equation*}
$$

where $\Delta L_{n+1}=L_{n+1}-L_{n}$. Note that $L_{n}$ is an $\mathcal{F}_{n}$-martingale by construction. Iterating the above relation, we can write

$$
\begin{equation*}
X_{n}=c_{1, n} X_{1}+\sum_{k=1}^{n-1} c_{k+1, n} \Delta L_{k+1} \tag{20}
\end{equation*}
$$

where $c_{n, n}=1$ and $c_{k, n}=\prod_{h=k}^{n-1}\left[1-2 \lambda_{1} r_{h}^{l}-r_{h}^{g}\right]$ for $k<n$.

## Proof. ((i)(a)Theorem 4.1)

If $\gamma_{1}<\gamma_{2}$, it is easy to check that $\lim _{n \rightarrow \infty} n^{\frac{\gamma_{1}}{2}} c_{1, n}=0$ since,
$c_{1, n}=\prod_{h=1}^{n-1}\left[1-2 \lambda_{1} r_{h}^{l}-\mathbf{o}\left(r_{h}^{l}\right)\right] \sim \exp \left(\frac{-2 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}\right)$.

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-2 \lambda_{1}}{1-\gamma_{1}}\left(n^{1-\gamma_{1}}-k^{1-\gamma_{1}}\right)\right]}-1\right|=0 \tag{21}
\end{equation*}
$$

So it is enough to prove the convergence $n^{\frac{\gamma_{1}}{2}} \sum_{k} c_{k+1, n} \Delta L_{n+1} \rightarrow \mathcal{N}\left(0,(1-1 / N) / 16 \lambda_{1}\right)$. First, let us define $U_{n, k}=n^{\frac{\gamma_{1}}{2}} c_{k+1, n} \Delta L_{k+1}$ and $\mathcal{G}_{n, k}=\mathcal{F}_{k+1}$. Thus $\left\{U_{n, k}, \mathcal{G}_{n, k}: 1 \leq k \leq n\right\}$ is a squareintegrable martingale difference array.
Indeed we have $\mathbb{E}\left(U_{n, k}^{2}\right)<+\infty$ and $\mathbb{E}\left(U_{n, k+1} \mid \mathcal{G}_{n, k}\right)=n^{\frac{\gamma_{1}}{2}} c_{k+1, n} \mathbb{E}\left(\Delta L_{k+1} \mid \mathcal{F}_{k+1}\right)=0$. Then, using the Theorem recalled as A.3, through the following statements for $U_{n, k}=n^{\frac{\gamma_{1}}{2}} c_{k+1, n} \Delta L_{k+1}$.

1) $\max _{1 \leq k \leq n}\left|U_{n, k}\right| \rightarrow 0$.
2) $\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right]$ is bounded in $n$.
3) $\sum_{k=1}^{n} U_{n, k}^{2} \rightarrow(1-1 / N) / 16 \lambda_{1}$ a.s.

Considering 1), since $\Delta L_{n+1}-\left(X_{n+1}-X_{n}\right) \sim 2 \lambda_{1} X_{n} / n^{\gamma_{1}},\left|\Delta L_{n+1}\right|=\mathcal{O}\left(n^{-\gamma_{1}}\right)$.
For 2), use (21) and 1) to obtain

$$
\begin{aligned}
\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right] & \leq \mathbb{E}\left[\sum_{k=1}^{n} U_{n, k}^{2}\right] \\
& =n^{\gamma_{1}} \sum_{k=1}^{n} c_{k+1, n}^{2} \mathbb{E}\left[\left(\Delta L_{k+1}\right)^{2}\right] \\
& \simeq n^{\gamma_{1}} \sum_{k=1}^{n} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}}\left(n^{1-\gamma_{1}}-k^{1-\gamma_{1}}\right)} \mathcal{O}\left(k^{-2 \gamma_{1}}\right) \\
& =n^{\gamma_{1}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}} \sum_{k=1}^{n-1} e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} k^{1-\gamma_{1}}} \mathcal{O}\left(k^{-2 \gamma_{1}}\right)+\frac{n^{2} \mathcal{O}\left(n^{-2 \gamma_{1}}\right)}{n} .
\end{aligned}
$$

Thus, $\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right]$ is bounded in $n$.
Let us now consider 3). We have

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n^{\gamma_{1}} \sum_{k} c_{k+1, n}^{2}\left(\Delta L_{n+1}\right)^{2} \simeq n^{\gamma_{1}} \sum_{k=1}^{n} \frac{k^{-2 \gamma_{1}} e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} k^{1-\gamma_{1}}}}{e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}}}\left(\Delta L_{k+1}\right)^{2} k^{2 \gamma_{1}} .
$$

From 1) we obtain

$$
\begin{aligned}
\Delta L_{k+1}^{2} & =\left(X_{k+1}-X_{k}+2 \lambda_{1} r_{k}^{l} X_{k}\right)^{2} \\
& =\left(\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)+2 \lambda_{1} r_{k}^{l}\left(Z_{k}-Z_{k}(i)\right)\right)^{2} \\
& =\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]^{2}+4 \lambda_{1}^{2}\left(r_{k}^{l}\right)^{2}\left(Z_{k}-Z_{k}(i)\right)^{2} \\
& +\left(r_{k}^{l}\right)\left(Z_{k}-Z_{k}(i)\right)\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right] .
\end{aligned}
$$

Since $Z_{n} \sim Z_{n}(i)$ a.s. and $X_{k}^{2}=\mathcal{O}\left(k^{-2 \gamma_{1}}\right)$ so,

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n^{\gamma_{1}} \sum_{k=1}^{n} c_{k+1, n}^{2}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right] .
$$

Let $V_{k}=k^{2 \gamma_{1}}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$ and setting the $b_{n}=\frac{1}{n^{\gamma_{1}}} e^{+4 \lambda_{1} \frac{n^{1-\gamma_{1}}}{1-\gamma_{1}}}$ and $a_{k}=\frac{k^{2} \gamma_{1}}{c_{1, n}^{2}} e^{-4 \lambda_{1} \frac{k^{1}-\gamma_{1}}{1-\gamma_{1}}}$. Hence, by Lemma A.2, it holds $\frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}} \xrightarrow[n \rightarrow \infty]{ } \frac{1}{4 \lambda_{1}}$. Indeed,

$$
\begin{aligned}
& \frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}}=\frac{n^{\gamma_{1}}}{e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}}} \sum_{k=1}^{n} k^{-2 \gamma_{1}} e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} k^{1-\gamma_{1}}} \\
& \simeq n^{\gamma_{1}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}} \int_{1}^{n} u^{-2 \gamma_{1}} e^{4 \lambda_{1} \frac{u^{1-\gamma_{1}}}{1-\gamma_{1}}} d u \\
& =n^{\gamma_{1}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}} \int_{1}^{n} \frac{u^{-\gamma_{1}}}{4 \lambda_{1}} 4 \lambda_{1} u^{-\gamma_{1}} e^{4 \lambda_{1} \frac{u^{1-\gamma_{1}}}{1-\gamma_{1}}} d u \\
& =n^{\gamma_{1}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}}\left[\left(\frac{u^{-\gamma_{1}}}{4 \lambda_{1}} e^{4 \lambda_{1} \frac{u^{1-\gamma_{1}} \frac{1}{1-\gamma_{1}}}{)_{1}}}\right)_{1}^{n}+\frac{\gamma_{1}}{4 \lambda_{1}} \int_{1}^{n} u^{-\gamma_{1}-1} e^{4 \lambda_{1} \frac{u^{1-\gamma_{1}}}{1-\gamma_{1}}} d u\right] \\
& =\frac{1}{4 \lambda_{1}}+\frac{\gamma_{1} n^{\gamma_{1}}}{4 \lambda_{1}} e^{-4 \lambda_{1}} \frac{n^{1-\gamma_{1}}}{1-\gamma_{1}} \int_{1}^{n} \frac{1}{u^{1+\gamma_{1}}} e^{4 \lambda_{1} \frac{u^{1-\gamma_{1}}}{1-\gamma_{1}}} d u=\frac{1}{4 \lambda_{1}}
\end{aligned}
$$

implies that $\sum_{k=1}^{n} U_{n, k}^{2}$ converges to $\frac{V}{4 \lambda_{1}}$ a.s., where $V$ is deterministic such that $\mathbb{E}\left(V_{k+1} \mid \mathcal{F}_{k}\right) \rightarrow V$. Indeed, we compute

$$
\begin{aligned}
& \mathbb{E}\left(k^{2 \gamma_{1}}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)= \\
& k^{2 \gamma_{1}}\left(\left(r_{k}^{l}\right)^{2} \mathbb{E}\left(\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)+\left(r_{k}^{g}\right)^{2} \mathbb{E}\left(\left(\xi_{k+1}^{g}-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)\right. \\
& \left.\quad+2 r_{k}^{l} r_{k}^{g} \mathbb{E}\left(\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)\left(\xi_{k+1}^{g}-Z_{k}(i)\right) \mid \mathcal{F}_{k}\right)\right) \\
& =k^{2 \gamma_{1}}\left(\left(r_{k}^{l}\right)^{2}\left(\operatorname{Var}\left(\xi_{k+1}^{l}(i) \mid \mathcal{F}_{k}\right)+\mathbb{E}\left(\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)\right)+\left(r_{k}^{g}\right)^{2}\left(\operatorname{Var}\left(\xi_{k+1}^{g} \mid \mathcal{F}_{k}\right)+\mathbb{E}\left(\left(\xi_{k+1}^{g}-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)\right)\right. \\
& \left.\quad+2 r_{k}^{l} r_{k}^{g} \mathbb{E}\left(\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)\left(\xi_{k+1}^{g}-Z_{k}(i)\right) \mid \mathcal{F}_{k}\right)\right)
\end{aligned}
$$

behaves like $k^{2 \gamma_{1}}\left(\frac{\left(r_{k}^{l}\right)^{2}}{4}+\frac{\left(r_{k}^{g}\right)^{2}}{4}\right)$ when $k \rightarrow \infty$. Similary,

$$
\begin{aligned}
\mathbb{E}\left[k^{2 \gamma_{1}}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right] & =k^{2 \gamma_{1}}\left(\left(r_{k}^{l}\right)^{2} \mathbb{E}\left[\left.\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right)^{2} \right\rvert\, \mathcal{F}_{k}\right]+\left(r_{k}^{g}\right)^{2} \mathbb{E}\left[\left(\xi_{k+1}^{g}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right]\right. \\
& \left.+2 r_{k}^{l} r_{k}^{g} \mathbb{E}\left[\left.\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right)\left(\xi_{k+1}^{g}-Z_{k}\right) \right\rvert\, \mathcal{F}_{k}\right]\right) \\
& =k^{2 \gamma_{1}}\left(\left(r_{k}^{l}\right)^{2}\left(\operatorname{Var}\left[\left.\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i) \right\rvert\, \mathcal{F}_{k}\right]+\mathbb{E}^{2}\left(\left.\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k} \right\rvert\, \mathcal{F}_{k}\right)\right)\right. \\
& +\left(r_{k}^{g}\right)^{2}\left(\operatorname{Var}\left[\xi_{k+1}^{g} \mid \mathcal{F}_{k}\right]+\mathbb{E}^{2}\left(\xi_{k+1}^{g}-Z_{k} \mid \mathcal{F}_{k}\right)\right) \\
& \left.+2 r_{k}^{l} r_{k}^{g} \mathbb{E}\left[\left.\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right)\left(\xi_{k+1}^{g}-Z_{k}\right) \right\rvert\, \mathcal{F}_{k}\right]\right)
\end{aligned}
$$

behaves like $k^{2 \gamma_{1}}\left(\frac{\left(r_{k}^{l}\right)^{2}}{4 N}+\frac{\left(r_{k}^{g}\right)^{2}}{4}\right)$ when $k \rightarrow \infty$; and

$$
\begin{aligned}
& \mathbb{E}\left[k^{2 \gamma_{1}}\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right) \mid \mathcal{F}_{k}\right]= \\
& k^{2 \gamma_{1}}\left(\left(r_{k}^{l}\right)^{2} \mathbb{E}\left[\left.\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right) \right\rvert\, \mathcal{F}_{k}\right]+\left(r_{k}^{g}\right)^{2} \mathbb{E}\left[\left(\xi_{k+1}^{g}-Z_{k}(i)\right)\left(\xi_{k+1}^{g}-Z_{k}\right) \mid \mathcal{F}_{k}\right]\right)
\end{aligned}
$$ behaves like $k^{2 \gamma_{1}}\left(\frac{\left(r_{k}^{l}\right)^{2}}{4 N}+\frac{\left(r_{k}^{g}\right)^{2}}{4}\right)$. It follows

$$
\begin{aligned}
\mathbb{E}\left(V_{k+1} \mid \mathcal{F}_{k}\right)=k^{2 \gamma_{1}}\left[\left(r_{k}^{l}\right)^{2}( \right. & \operatorname{Var}\left[\xi_{k+1}^{l}(i) \mid \mathcal{F}_{k}\right]+\operatorname{Var}\left[\left.\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i) \right\rvert\, \mathcal{F}_{k}\right] \\
& \left.\left.-2 \mathbb{E}\left[\left.\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right) \right\rvert\, \mathcal{F}_{k}\right]\right)\right] \xrightarrow{\text { a.s }} \frac{1}{4}\left(1-\frac{1}{N}\right) .
\end{aligned}
$$

Thus, $V_{k} \xrightarrow{\text { a.s }} \frac{1}{4}\left(1-\frac{1}{N}\right)$.
The proof of next parts and the other theorems follows along the same lines as above. We sketch the essential arguments below.

- Case $\gamma_{1}=\gamma_{2}(=: \gamma)$. We obtain that $c_{1, n} \sim \exp \left[\frac{-\left(1+2 \lambda_{1}\right)}{1-\gamma} n^{1-\gamma}\right]$.

Therefore $\lim _{n \rightarrow \infty} n^{\frac{\gamma}{2}} c_{1, n}=0$. So,

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-\left(1+2 \lambda_{1}\right)}{1-\gamma}\left(n^{1-\gamma}-k^{1-\gamma}\right)\right]}-1\right|=0
$$

and that 1), 2) (as in proof of (i)(a)) hold.
So it is enough to prove that $\sum_{k=1}^{n} U_{n, k}^{2} \rightarrow(1-1 / N) / 4\left(1+2 \lambda_{1}\right)$. By Lemma A. 2 and letting $b_{n}=\frac{1}{n^{\gamma}} e^{\frac{2\left(1+2 \lambda_{1}\right)}{1-\gamma} n^{1-\gamma}}$ and $a_{k}=\frac{k^{2 \gamma}}{c_{1, n}^{2}} e^{-\frac{2\left(1+2 \lambda_{1}\right)}{1-\gamma} k^{1-\gamma}}$, thus $\frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}} \rightarrow \frac{1}{2\left(1+2 \lambda_{1}\right)}$.
Then consider

$$
\begin{aligned}
& \mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right)=k^{2 \gamma} r_{k}^{2 \gamma} \mathbb{E}\left[\left(\tilde{\xi}_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right] \xrightarrow{a . s} \\
& \quad \frac{\left(1-2 \lambda_{1}\right)}{2}+\lambda_{1}\left(1-\lambda_{1}\right)-\frac{\left(1-2 \lambda_{1}\right)^{2}}{4}-\lambda_{1}\left(1-2 \lambda_{1}\right) \\
& \quad+\frac{\left(1-2 \lambda_{2}\right)}{2}+\lambda_{2}\left(1-\lambda_{2}\right)-\frac{\left(1-2 \lambda_{2}\right)^{2}}{4}-\lambda_{2}\left(1-2 \lambda_{2}\right)=\frac{1}{2} .
\end{aligned}
$$

Similary, $\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right)=k^{2 \gamma} r_{k}^{2 \gamma} \mathbb{E}\left[\left.\left(\frac{1}{N} \sum_{i} \tilde{\xi}_{k+1}(i)-Z_{k}(i)\right)^{2} \right\rvert\, \mathcal{F}_{k}\right] \xrightarrow{\text { a.s }} \frac{1}{2 N}$, and $\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)\left(Z_{k+1}-Z_{k}\right) \mid \mathcal{F}_{k}\right)=k^{2 \gamma} r_{k}^{2 \gamma} \mathbb{E}\left[\left.\left(\tilde{\xi}_{k+1}(i)-Z_{k}(i)\right)\left(\frac{1}{N} \sum_{i} \tilde{\xi}_{k+1}(i)-Z_{k}\right) \right\rvert\, \mathcal{F}_{k}\right] \xrightarrow{a . s} \frac{1}{2 N}$, thus $V_{k} \xrightarrow{a . s} \frac{1}{2}\left(1-\frac{1}{N}\right)$.

- Case $\gamma_{1}=\gamma_{2}=1$.

We obtain $c_{1, n}:=\prod_{h}^{n}\left[1-\left(1+2 \lambda_{1}\right) r_{h}\right] \sim n^{-\left(1+2 \lambda_{1}\right)}$. Then $\sqrt{n} c_{1, n} \sim n^{-1-2 \lambda_{1}+\frac{1}{2}} \rightarrow 0$. So it is enough to prove that $\sqrt{n} \sum_{k} c_{k+1, n} \Delta L_{n+1} \rightarrow \mathcal{N}\left(0,(1-1 / N) / 2\left(1+4 \lambda_{1}\right)\right)$. This can be proved by usual three conditions for $U_{n, k+1}=\sqrt{n} \sum_{k} c_{k+1, n} \Delta L_{n+1}$ : 1), 2) (as in previous proofs) and 3) $\sum_{k=1}^{n} U_{n, k}^{2} \rightarrow(1-1 / N) / 2\left(1+4 \lambda_{1}\right)$.

To investigate these conditions, first consider to 1$)$. Since $\Delta L_{n+1}=X_{n-1}-X_{n}+\left(1+2 \lambda_{1}\right) X_{n} / n$, $\left|\Delta L_{n+1}\right|=\mathcal{O}\left(n^{-1}\right)$.

For 2), use (21) and 1) to obtain

$$
\begin{aligned}
\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right] & \leq \mathbb{E}\left[\sum_{k=1}^{n} U_{n, k}^{2}\right] \\
& \simeq \frac{1}{n^{1+4 \lambda_{1}}} \sum_{k=1}^{n-1} \frac{k^{2} \mathcal{O}\left(k^{-2}\right)}{k^{-4 \lambda_{1}}}+\frac{n^{2} \mathcal{O}\left(n^{-2}\right)}{n}
\end{aligned}
$$

Thus, $\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right]$ is bounded in $n$. Let us now consider 3$)$. We have

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n \sum_{k} c_{k+1, n}^{2}\left(\Delta L_{n+1}\right)^{2} \simeq \frac{1}{n^{1+4 \lambda_{1}}} \sum_{k=1}^{n} \frac{k^{2}\left(\Delta L_{n+1}\right)^{2}}{k^{-4 \lambda_{1}}}
$$

From 1) we obtain

$$
\begin{aligned}
\Delta L_{n+1}^{2} \simeq\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]^{2} & +r_{k}^{2}\left(Z_{k}-Z_{k}(i)\right)^{2} \\
& +r_{k}^{2}\left(Z_{k}-Z_{k}(i)\right)\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]
\end{aligned}
$$

Since $Z_{n} \xrightarrow{a . s} Z_{n}(i)$ and $X_{k}^{2}=\mathcal{O}\left(k^{-2}\right)$ so,

$$
\sum_{k=1}^{n} U_{n, k}^{2} \xrightarrow{a . s} n \sum_{k=1}^{n} c_{k+1, n}^{2}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]
$$

We use Lemma A. 2 with $b_{n}=n^{1+4 \lambda_{1}}$ and $a_{k}=k^{-4 \lambda_{1}}$.
Let $U_{k}=k^{2}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$.
So $\frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}} \rightarrow \frac{1}{1+4 \lambda_{1}}$. This implies that $\sum_{k=1}^{n} U_{n, k}^{2}$ converges to $\frac{U}{1+4 \lambda_{1}}$ a.s., where $V$ is deterministic such that $\mathbb{E}\left(V_{k+1} \mid \mathcal{F}_{k}\right) \longrightarrow V$. Indeed, $\mathbb{E}\left(k^{2}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{1}{2}$. Similarly, $\mathbb{E}\left(k^{2}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{1}{2 N}$, and $\mathbb{E}\left(k^{2}\left(Z_{k+1}(i)-Z_{k}(i)\right)\left(Z_{k+1}-Z_{k}\right) \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{1}{2 N}$.
Thus, $V_{k} \xrightarrow{\text { a.s }} \frac{1}{2}\left(1-\frac{1}{N}\right)$.
[(i)(b) Theorem 4.1]

- Case $\gamma_{2}<\gamma_{1}$. Since $c_{1, n}=\prod_{h=1}^{n-1}\left[1-r_{h}^{g}-\mathbf{o}\left(r_{h}^{g}\right)\right] \sim \exp \left[\frac{-1}{1-\gamma_{2}} n^{1-\gamma_{2}}\right]$ therefore, $n^{\gamma_{1}-\frac{\gamma_{2}}{2}} c_{1, n} \rightarrow 0$. Thus

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-1}{1-\gamma_{2}}\left(n^{1-\gamma_{2}}-k^{1-\gamma_{2}}\right)\right]}-1\right|=0
$$

and that 1) and 2) (as in proof of theorem) hold. So it is enough to prove that $\sum_{k=1}^{n} U_{n, k}^{2} \rightarrow(1-1 / N) / 4$. We have

$$
\begin{aligned}
\left(\Delta L_{n+1}\right)^{2} & \simeq\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]^{2}+\left(r_{k}^{g}\right)^{2}\left(Z_{k}-Z_{k}(i)\right)^{2} \\
& +\left(r_{k}^{g}\right)^{2}\left(Z_{k}-Z_{k}(i)\right)\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right] .
\end{aligned}
$$

Since $Z_{n} \xrightarrow{\text { a.s }} Z_{n}(i)$ and $X_{k}^{2}=\mathcal{O}\left(k^{-2 \gamma_{1}+\gamma_{2}}\right)$ so,
$\sum_{k=1}^{n} U_{n, k}^{2}=n^{2 \gamma_{1}-\gamma_{2}} \sum_{k=1}^{n} c_{k+1, n}^{2}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$.
We use Lemma A. 2 in Appendix with $b_{n}=\frac{1}{n^{2 \gamma_{1}-\gamma_{2}}} e^{\frac{2}{1-\gamma_{2}} n^{1-\gamma_{2}}}$ and $a_{k}=\frac{k^{2 \gamma_{1}}}{c_{1, n}^{2}} e^{-\frac{2}{1-\gamma_{2}} k^{1-\gamma_{2}}}$ thus, $\frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}} \rightarrow \frac{1}{2}$.
Let $V_{k}=k^{2 \gamma_{1}}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$. This implies that $\sum_{k=1}^{n} U_{n, k}^{2}$ converges to $V$ a.s., where $V$ is deterministic such that $\mathbb{E}\left(V_{k+1} \mid \mathcal{F}_{k}\right) \longrightarrow V$. Since we completed this computation in the proof of the previous part of theorem, we know that in this case $V_{k} \xrightarrow{\text { a.s }} \frac{1}{4}\left(1-\frac{1}{N}\right)$.
[(ii) Theorem 4.1]
When $\gamma_{1}<\gamma_{2}$, let $X_{k}=Z_{k}-\frac{1}{2}$ so,

$$
L_{n}=X_{n}-\sum_{k=0}^{n-1}\left(\mathbb{E}\left(\left.Z_{k+1}-\frac{1}{2} \right\rvert\, \mathcal{F}_{k}\right)-\left(Z_{k}-\frac{1}{2}\right)\right)=X_{n}+2\left(\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g}\right) \sum_{k=0}^{n-1} X_{k}
$$

and $X_{n+1} \simeq\left[1-2 \lambda_{1} r_{n}^{l}\right] X_{n}+\Delta L_{n+1}$. So $c_{1, n} \sim \exp \left[\frac{-2 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}\right]$ and therefore $n^{\frac{\gamma_{1}}{2}} c_{1, n} \longrightarrow 0$. Then

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-2 \lambda_{1}}{1-\gamma_{1}}\left(n^{1-\gamma_{1}}-k^{1-\gamma_{1}}\right)\right]}-1\right|=0 .
$$

It is enough to show that $\sum_{k=1}^{n} U_{n, k}^{2}=n^{\gamma_{1}} \sum_{k=1}^{n} c_{k+1, n}^{2} k^{-2 \gamma_{1}}\left(\Delta L_{k+1}\right)^{2} k^{2 \gamma_{1}}$ is a constant. Using Lemma A.2, $b_{n}=\frac{1}{n^{\gamma 1}} e^{\frac{4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}}$ and $a_{k}=\frac{k^{2 \gamma_{1}}}{c_{1, n}^{2}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} k^{1-\gamma_{1}}}$. Therefore $\frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{4 \lambda_{1}}$. Also $\left(\Delta L_{n+1}\right)^{2}=\left(Z_{k+1}-Z_{k}+2 \lambda_{1} r_{n}^{l}\left(Z_{k}-\frac{1}{2}\right)\right)^{2}=\left(Z_{k+1}-Z_{k}\right)^{2}$. Then $k^{2 \gamma_{1}} \mathbb{E}\left(\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right)=\frac{1}{4}$.

When $\gamma_{2}<\gamma_{1}$, set $X_{k}=Z_{k}-\frac{1}{2}$ then $L_{n}=X_{n}+2\left(\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g}\right) \sum_{k=0}^{n-1} X_{k}$. So $X_{n+1} \simeq[1-$ $\left.2 \lambda_{2} r_{n}^{g}\right] X_{n}+\Delta L_{n+1}$. Thus, $c_{1, n} \sim \exp \left[\frac{-2 \lambda_{2}}{1-\gamma_{2}} n^{1-\gamma_{2}}\right]$ and therefore $n^{\frac{\gamma_{2}}{2}} c_{1, n} \longrightarrow 0$. Then

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{2 \lambda_{2}}{1-\gamma_{2}}\left(n^{1-\gamma_{2}}-k^{1-\gamma_{2}}\right)\right]}-1\right|=0 .
$$

It is enough to show that $\sum_{k=1}^{n} U_{n, k}^{2}=n^{\gamma_{2}} \sum_{k=1}^{n} c_{k+1, n}^{2} k^{-2 \gamma_{2}}\left(\Delta L_{k+1}\right)^{2} k^{2 \gamma_{2}}$ is a constant. Using Lemma A. 2 with $b_{n}=\frac{1}{n^{\gamma_{2}}} e^{\frac{4 \lambda_{2}}{1-\gamma_{2}} n^{1-\gamma_{2}}}$ and $a_{k}=\frac{k^{2} \gamma_{2}}{c_{1, n}^{2}} e^{\frac{-4 \lambda_{2}}{1-\gamma_{2}} k^{1-\gamma_{2}}}$. Therefore $\frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{4 \lambda_{2}}$. Also

$$
\begin{aligned}
\left(\Delta L_{n+1}\right)^{2} & =\left(X_{n+1} X_{n}-2 \lambda_{2} r_{n}^{g} X_{n}\right)^{2} \\
& =\left(Z_{k+1}-Z_{k}+2 \lambda_{2} r_{n}^{g}\left(Z_{k}-\frac{1}{2}\right)\right)^{2} \\
& =\left(Z_{k+1}-Z_{k}\right)^{2} .
\end{aligned}
$$

Thus, $k^{2 \gamma_{2}} \mathbb{E}\left(\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right)=\frac{1}{4}$.

When $\gamma_{1}=\gamma_{2}(=: \gamma)$, set $X_{k}=Z_{k}-\frac{1}{2}$ then $X_{n+1}=\left[1-2 r_{n}\left(\lambda_{1}+\lambda_{2}\right)\right] X_{n}+\Delta L_{n+1}$ and $c_{1, n} \sim \exp \left[\frac{-2\left(\lambda_{1}+\lambda_{2}\right)}{1-\gamma} n^{1-\gamma}\right]$ and therefore $n^{\frac{\gamma}{2}} c_{1, n} \rightarrow 0$. Then

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-2\left(\lambda_{1}+\lambda_{2}\right)}{1-\gamma}\left(n^{1-\gamma}-k^{1-\gamma}\right)\right]}-1\right|=0 .
$$

It is enough to show that $\sum_{k=1}^{n} U_{n, k}^{2}=n^{\gamma} \sum_{k=1}^{n} c_{k+1, n}^{2} k^{-2 \gamma}\left(\Delta L_{k+1}\right)^{2} k^{2 \gamma}$ is a constant. Using Lemma A. 2 with $b_{n}=\frac{1}{n^{\gamma}} e^{\frac{4\left(\lambda_{1}+\lambda_{2}\right)}{1-\gamma} n^{1-\gamma_{1}}}$ and $a_{k}=\frac{k^{2 \gamma}}{c_{1, n}^{2}} e^{\frac{-4\left(\lambda_{1}+\lambda_{2}\right)}{1-\gamma} k^{1-\gamma}}$.
Therefore $\frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{4\left(\lambda_{1}+\lambda_{2}\right)}$. Also $\left(\Delta L_{n+1}\right)^{2}=\left(Z_{k+1}-Z_{k}\right)^{2}$ and so $k^{2 \gamma} \mathbb{E}\left(\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right)=\frac{1}{4}$.
[(iii) Theorem 4.1]
When $\gamma_{1}=\gamma_{2}=1$, it holds $c_{1, n}=\prod_{h}^{n}\left[1-2\left(\lambda_{1}+\lambda_{2}\right) r_{h}\right] \sim \exp \left[\ln n^{-2\left(\lambda_{1}+\lambda_{2}\right)}\right] \sim n^{-2\left(\lambda_{1}+\lambda_{2}\right)}$ so, $\sqrt{n} c_{1, n}=n^{-2\left(\lambda_{1}+\lambda_{2}\right)+\frac{1}{2}} \longrightarrow 0$ for $\left(\lambda_{1}+\lambda_{2}\right)>\frac{1}{4}$. Then we can obtain

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\left(\frac{k}{n}\right)^{2\left(\lambda_{1}+\lambda_{2}\right)}}-1\right|=0 .
$$

Moreover, $\sum_{k} U_{k, n}^{2}=n \sum_{k}\left(\frac{k}{n}\right)^{4\left(\lambda_{1}+\lambda_{2}\right)}\left(\Delta L_{k+1}\right)^{2} k^{2} k^{-2}$ and therefore by using A. 2 with taking $a_{n}$ and $b_{n}, \frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{1-4\left(\lambda_{1}+\lambda_{2}\right)}$ and thus, $\left(\Delta L_{n+1}\right)^{2}=\left(Z_{k+1}-Z_{k}\right)^{2}$ then $k^{2} \mathbb{E}\left(\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right)=\frac{1}{4}$.

When $\left(\lambda_{1}+\lambda_{2}\right)=\frac{1}{4}, \sqrt{n}(\ln n)^{-\frac{1}{2}} c_{1, n} \longrightarrow 0$. So $c_{k, n}=\left(\frac{k}{n}\right)^{\frac{1}{2}}$ and $U_{k, n}=\frac{\sqrt{n}}{\sqrt{\ln n}} c_{k+1, n} \Delta L_{k+1}$ so $\sum_{k} U_{k, n}^{2}=\frac{n}{\ln n} \sum_{k}\left(\frac{k}{n}\right)\left(\Delta L_{k+1}\right)^{2}=\frac{1}{\ln n} \sum_{k} \frac{1}{k} k^{2}\left(\Delta L_{k+1}\right)^{2}=k^{2}\left(\Delta L_{k+1}\right)^{2}$ therefore $b_{n}=\ln n$ and $a_{k}=k$, so $\frac{1}{\ln n} \sum_{k} \frac{1}{k} \rightarrow 1$.
7. Proofs of the CLTs (Theorem 4.2)

Proof. (Theorem 4.2)

Define $\tilde{X}_{n}=n^{4\left(\lambda_{1}+\lambda_{2}\right)}\left(Z_{n}-\frac{1}{2}\right)$. It is therefore enough to show that $\tilde{X}_{n}$ is a quasimartingale. Indeed, we have

$$
\begin{aligned}
\left.\sum_{k} \mathbb{E}\left(\mid \mathbb{E}\left[\tilde{X}_{k+1} \mid \mathcal{F}_{k}\right]-\tilde{X}_{k}\right] \mid\right) & =\sum_{k} \mathbb{E}\left[\mid(k+1)^{4\left(\lambda_{1}+\lambda_{2}\right)}\left(1-2\left(\lambda_{1}+\lambda_{2}\right) r_{k}\right) X_{k}-\tilde{X}_{k}\right] \\
& =\sum_{k} \mathcal{O}\left(\frac{1}{k^{2}}\right) 8\left(\lambda_{1}+\lambda_{2}\right)^{2} \mathbb{E}\left(\left|\tilde{X}_{k}\right|\right)<+\infty
\end{aligned}
$$

So $\left(\tilde{X}_{n}\right)_{n}$ is an $\mathcal{F}$-quasi-martingale. Moreover, from the computations carried out in the proof of Theorem 4.1, $\mathbb{E}\left(\tilde{X}_{n}^{2}\right)<+\infty$ and so it converges a.s and in mean to some real random variable $\tilde{X}$. In order to prove that $\mathbb{P}(\tilde{X} \neq 0)>0$, we will prove that $\left(\tilde{X}_{n}^{2}\right)_{n}$ is bounded in $L^{p}$ for a suitable $p>1$. Indeed this fact implies that $\tilde{X}_{n}^{2}$ converges in mean to $\tilde{X}^{2}$ and so we obtain $\mathbb{E}\left(\tilde{X}^{2}\right)=\lim _{n} \mathbb{E}\left(\tilde{X}_{n}^{2}\right)=$ $\lim _{n} n^{4\left(\lambda_{1}+\lambda_{2}\right)} \mathbb{E}\left(X_{n}^{2}\right)>0$. To this purpose, we set $p=1+\epsilon / 2$, with $\epsilon>0$ and $x_{n}=\mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)$. Using the following recursive equation:

$$
X_{n+1}=\left(1-2 r_{n}\right) Z_{n}+\frac{r_{n}}{N} \sum_{i=1}^{k} \tilde{\xi}_{k+1}(i)-\frac{1}{2}
$$

$$
\begin{array}{rl}
x_{n+1}=\mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)-(2+\epsilon) r_{n} 2 Z_{n} & \mathbb{E}\left(\left|X_{n}\right|^{1+\epsilon}\right) \\
& +(2+\epsilon) r_{n} \mathbb{E}\left[\left|X_{n}\right|^{1+\epsilon} \operatorname{sign}\left(X_{n}\right)\left(X_{n}\right)\left(\frac{1}{N} \sum_{i} \tilde{\xi}_{k+1}(i)\right)\right]+R_{n}
\end{array}
$$

where $R_{n}=\mathcal{O}\left(n^{-2}\right)$. Now since $\mathbb{E}\left[\left.\frac{1}{N} \sum_{i} \tilde{\xi}_{n+1}(i) \right\rvert\, \mathcal{F}_{n}\right]=2 Z_{n}-2\left(\lambda_{1}+\lambda_{2}\right)\left(Z_{n}-\frac{1}{2}\right)$, we have

$$
\begin{aligned}
x_{n+1}= & \mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)-2(2+\epsilon) r_{n} Z_{n} \mathbb{E}\left(\left|X_{n}\right|^{1+\epsilon}\right) \\
& +(2+\epsilon) r_{n} \mathbb{E}\left[\left|X_{n}\right|^{1+\epsilon} \operatorname{sign}\left(X_{n}\right)\left(2 Z_{n}-2\left(\lambda_{1}+\lambda_{2}\right)\right) X_{n}\right]+R_{n} \\
= & \mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)-(2+\epsilon) r_{n} 2\left(\lambda_{1}+\lambda_{2}\right) \mathbb{E}\left[\left|X_{n}\right|^{1+\epsilon} \operatorname{sign}\left(X_{n}\right)\left(X_{n}\right) X_{n}\right]+R_{n} \\
= & \mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)-(2+\epsilon) r_{n} 2\left(\lambda_{1}+\lambda_{2}\right) \mathbb{E}\left(\left|X_{n}\right|^{2+\epsilon}\right)+R_{n} \\
= & \left(1-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon) r_{n}\right) x_{n}+g(n)
\end{aligned}
$$

with $g(n)=\mathcal{O}\left(n^{-2}\right)$. Therefore, we have

$$
\begin{aligned}
& x_{n+1}=\left(1-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon) r_{n}\right) x_{n}+g(n) \\
& \prod_{k=0}^{n-1}\left(1-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon) r_{n}\right)=\exp \left(\sum_{k=0}^{n-1} \ln \left(1-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon) r_{n}\right)\right) \\
&=\exp \left(-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon) \sum_{k=0}^{n-1} r_{n}\right) \\
&=n^{-2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon)} .
\end{aligned}
$$

Thus,

$$
\mathbb{E}\left[\left|X_{n}\right|^{(2+\epsilon)}\right]=\mathcal{O}\left(\frac{1}{n^{2\left(\lambda_{1}+\lambda_{2}\right)(2+\epsilon)}}\right)
$$

and it implies that $\tilde{X}^{2}$ is bounded in $\mathcal{L}^{1+\frac{\epsilon}{2}}$.

## 8. Proofs of the CLTs (Theorem 4.3)

Proof. We seperate the proof as two main situtaions acoording two $\lambda_{j}$ 's values.

- Case $\lambda_{1} \neq 0, \lambda_{2}=0$.

In order to study the evolution of $\left(Z_{n}-Z_{n}(i)\right)$, we consider two cases.

- When $\gamma_{1} \leq \gamma_{2}, X_{n+1}=\left(1-2 \lambda_{1} r_{n}^{l}\right) X_{n}+\Delta L_{n+1}$ and the proof follows essentially the same as the part (i)(a) of Theorem 4.1.
- When $\gamma_{2}<\gamma_{1}, X_{n+1}=\left(1-r_{n}^{g}\right) X_{n}+\Delta L_{n+1}$, then the proof follows essentially the same as part (i)(b) of Theorem 4.1.

In order to study the $\left(Z_{n}-\frac{1}{2}\right)_{n}$ :

- When $\gamma_{1} \leq \gamma_{2}, X_{n+1}=\left(1-r_{n}^{g}\right) X_{n}+\Delta L_{n+1}$, then the proof follows essentially the same as the part (ii) of Theorem 4.1.
- When $\gamma_{2}<\gamma_{1}$, the proof follows along the same lines as previous. We sketch essential argument below. We have

$$
X_{n+1}=\left(1-2 \lambda_{1} r_{n}^{l}\right) X_{n}+\Delta L_{n+1} .
$$

therefore, $c_{1, n} \sim e^{\frac{-2 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}}$ and thus, $n^{\gamma_{2}-\frac{\gamma_{1}}{2}} c_{1, n} \rightarrow 0$. Following the same steps as in the previous proof, it be can verified that 1) and 2) hold. Only showing that

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n^{2 \gamma_{2}-\gamma_{1}} e^{\frac{-4 \lambda_{1}}{1-\gamma_{1}} n^{1-\gamma_{1}}} \sum_{k}^{n} k^{-2 \gamma_{2}} e^{\frac{4 \lambda_{1} k^{1-\gamma_{1}}}{1-\gamma_{1}}} k^{2 \gamma_{2}}\left(\Delta L_{k+1}\right)^{2}
$$

tends to a constant.
It is easy to derive by Lemma A. 2 that $\frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{4 \lambda_{1}}$ and $k^{2 \gamma_{2}}\left(\Delta L_{k+1}\right)^{2} \rightarrow k^{2 \gamma_{2}}\left(Z_{k+1}-Z_{k}\right)^{2}=\frac{1}{4}$.

- Case $\lambda_{1}=0, \lambda_{2} \neq 0$.

Concerning the evolution of ( $Z_{n}-Z_{n}(i)$ ), for both cases $\gamma_{1} \leq \gamma_{2}$ and $\gamma_{2}<\gamma_{1}$, it is proved analogously as the part (i)(b) of Theorem 4.1.

For $\left(Z_{n}-\frac{1}{2}\right)_{n}$ :

- When $\gamma_{1} \leq \gamma_{2}$, the proof follows along the same lines as previous. We sketch essential argument below. We have

$$
X_{n+1}=\left(1-2 \lambda_{2} r_{n}^{g}\right) X_{n}+\Delta L_{n+1},
$$

therefore it holds $c_{1, n} \sim e^{\frac{-2 \lambda_{2}}{1-\gamma_{2}} n^{1-\gamma_{2}}}$ and thus, $n^{\gamma_{1}-\frac{\gamma_{2}}{2}} c_{1, n} \rightarrow 0$.
Following the same steps as in the previous proof, it be can vrified that 1) and 2) hold. It is enough to show that

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n^{2 \gamma_{1}-\gamma_{2}} e^{\frac{-4 \lambda_{2}}{1-\gamma_{2}} n^{1-\gamma_{1}}} \sum_{k}^{n} k^{-2 \gamma_{1}} e^{\frac{4 \lambda_{2} k^{1-\gamma_{2}}}{1-\gamma_{2}}} k^{2 \gamma_{1}}\left(\Delta L_{k+1}\right)^{2} .
$$

tends to a constant.
It is easy to derive by Lemma A. 2 that $\frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}} \rightarrow \frac{1}{4 \lambda_{2}}$ and $k^{2 \gamma_{1}}\left(\Delta L_{k+1}\right)^{2} \rightarrow k^{2 \gamma_{1}}\left(Z_{k+1}-Z_{k}\right)^{2}=\frac{1}{4}$ is a constant.
The proof when $\gamma_{2}<\gamma_{1}$ goes the same as the part (ii) of Theorem 4.1. $\left(\gamma_{2}<\gamma_{1}\right)$

- The case $\gamma_{1}=\gamma_{2}=1$ is proven similarly as in part ( $i i i$ ) Theorem 4.1 and Theorem 4.2.


## 9. Proofs of the CLTs (Theorem 4.4)

Proof. (Theorem 4.4)
[(i) Theorem 4.4]

- Case $\gamma_{1} \neq \gamma_{2}$. Define $X_{k}=Z_{k}-Z_{k}(i)$. Set $L_{0}=X_{0}$ and let us rewrite

$$
\begin{aligned}
L_{n} & =X_{n}-\sum_{k=0}^{n-1}\left(\mathbb{E}\left[X_{k+1} \mid \mathcal{F}_{n}\right]-X_{k}\right) \\
& =X_{n}-\sum_{k=0}^{n-1}\left(\left[1-r_{k}^{g}\right]\left(Z_{k}-Z_{k}(i)\right)-\left(Z_{k}-Z_{k}(i)\right)\right)=X_{n}+\sum_{k=0}^{n-1} r_{k}^{g} X_{k} .
\end{aligned}
$$

Then $X_{n+1}=\left[1-r_{n}^{g}\right] X_{n}+\Delta L_{n+1}$. Note that $\left(L_{n}\right)_{n}$ is an $\mathcal{F}_{n}$-martingale by construction. Iterating the above relation, we can write $X_{n}=c_{1, n} X_{1}+\sum_{k=1}^{n} c_{k+1, n} \Delta L_{n+1}$ where $c_{n+1, n}=1$ and $c_{k, n}=$ $\prod_{h=k}^{n}\left[1-r_{h}^{g}\right]$ for $k \leq n . c_{1, n}=\prod_{h=1}^{n}\left[1-r_{h}^{g}\right] \sim \exp \left[\frac{-1}{1-\gamma_{2}} n^{1-\gamma_{2}}\right]$.

Then $n^{\gamma_{1}-\frac{\gamma_{2}}{2}} c_{1, n} \sim n^{\gamma_{1}-\frac{\gamma_{2}}{2}} \exp \left[\frac{-1}{1-\gamma_{2}} n^{1-\gamma_{2}}\right] \rightarrow 0$.

$$
\lim _{k \rightarrow \infty} \sup _{n \geq k}\left|\frac{c_{k, n}}{\exp \left[\frac{-1}{1-\gamma_{2}}\left(n^{1-\gamma_{2}}-k^{1-\gamma_{2}}\right)\right]}-1\right|=0 .
$$

So it is enough to prove that $n^{\gamma_{1}-\frac{\gamma_{2}}{2}} \sum_{k} c_{k+1, n} \Delta L_{n+1} \rightarrow \mathcal{N}\left(0,(1-1 / N) Z_{\infty}-Z_{\infty}^{2} / 2\right)$. Again, this can be proved using following conditions for $U_{n, k+1}=n^{\gamma_{1}-\frac{\gamma_{2}}{2}} \sum_{k} c_{k+1, n} \Delta L_{n+1}$.

1) $\max _{1 \leq k \leq n}\left|U_{n, k}\right| \rightarrow 0$.
2) $\mathbb{E}\left[\max _{1 \leq k \leq n} U_{n, k}^{2}\right]$ is bounded in $n$.
3) $\sum_{k=1}^{n} U_{n, k}^{2} \rightarrow(1-1 / N) Z_{\infty}-Z_{\infty}^{2} / 2$.

It is easy to check that conditions 1) and 2) holds. Let us now consider 3). We have

$$
\sum_{k=1}^{n} U_{n, k}^{2}=n^{2 \gamma_{1}-\gamma_{2}} \sum_{k} c_{k+1, n}^{2}\left(\Delta L_{n+1}\right)^{2} \simeq n^{2 \gamma_{1}-\gamma_{2}} \sum_{k=1}^{n} \frac{k^{-2 \gamma_{1}} e^{\frac{1}{1-\gamma_{2}} k^{1-\gamma_{2}}}}{e^{\frac{1}{1-\gamma_{2}} n^{1-\gamma_{2}}}}\left(\Delta L_{n+1}\right)^{2} k^{2 \gamma_{1}} .
$$

From 1) we obtain

$$
\begin{aligned}
\left(\Delta L_{n+1}\right)^{2} & \simeq\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]^{2}+\left(r_{k}^{g}\right)^{2}\left(Z_{k}-Z_{k}(i)\right)^{2} \\
& +\left(r_{k}^{g}\right)^{2}\left(Z_{k}-Z_{k}(i)\right)\left[\left(Z_{k+1}-Z_{k}\right)-\left(Z_{k+1}(i)-Z_{k}(i)\right)\right] .
\end{aligned}
$$

Since $Z_{n}-Z_{n}(i) \xrightarrow{a . s} 0$ and $X_{k}^{2}=\mathcal{O}\left(k^{-2 \gamma_{1}+\gamma_{2}}\right)$ so,
$\sum_{k=1}^{n} U_{n, k}^{2}=n^{2 \gamma_{1}-\gamma_{2}} \sum_{k=1}^{n} c_{k+1, n}^{2}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$
where we use Lemma A. 2 with $b_{n}=\frac{1}{n^{2} \gamma_{1}-\gamma_{2}} e^{\frac{2}{1-\gamma_{2}} n^{1-\gamma_{2}}}$ and $a_{k}=\frac{k^{2 \gamma_{1}}}{c_{1, n}^{2}} e^{-\frac{2}{1-\gamma_{2}} k^{1-\gamma_{2}}}$.
Let $V_{k}=k^{2 \gamma_{1}}\left[\left(Z_{k+1}-Z_{k}\right)^{2}+\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2}-2\left(Z_{k+1}-Z_{k}\right)\left(Z_{k+1}(i)-Z_{k}(i)\right)\right]$.

Thus $\lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}}=\frac{1}{2}$ This implies that $\sum_{k=1}^{n} U_{n, k}^{2}$ converges to $V$ a.s., where $V$ is deterministic such that $\mathbb{E}\left(V_{k+1} \mid \mathcal{F}_{k}\right) \longrightarrow V$. Indeed,

$$
\begin{aligned}
\mathbb{E}\left(k^{2 \gamma_{1}}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right) & =k^{2 \gamma_{1}}\left(r_{k}^{l}\right)^{2} \mathbb{E}\left[\left(\xi_{k+1}^{l}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right] \\
& =k^{2 \gamma_{1}}\left(r_{k}^{l}\right)^{2} \operatorname{Var}\left[\xi_{k+1}^{l}(i) \mid \mathcal{F}_{k}\right] \\
& =k^{2 \gamma_{1}}\left(r_{k}^{l}\right)^{2}\left(Z_{k}-Z_{k}^{2}\right) \xrightarrow{a . s} Z_{\infty}-Z_{\infty}^{2}
\end{aligned}
$$

Similary, $\mathbb{E}\left(k^{2 \gamma_{1}}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} Z_{\infty}-Z_{\infty}^{2}$, and

$$
\mathbb{E}\left(k^{2 \gamma_{1}}\left(Z_{k+1}(i)-Z_{k}(i)\right)\left(Z_{k+1}-Z_{k}\right) \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{Z_{\infty}-Z_{\infty}^{2}}{N} .
$$

Thus, $\lim _{k \rightarrow \infty} U_{k}=2\left(Z_{\infty}-Z_{\infty}^{2}\right)\left(1-\frac{1}{N}\right)$ a.s.
Consider the case $\gamma_{1}=\gamma_{2}(=: \gamma)$. Since $L_{n}=X_{n}+\sum_{k=0}^{n-1} r_{n} X_{k}$, it holds $L_{n+1}-L_{n}=X_{n+1}-\left(1-r_{n}\right) X_{n}$. So $X_{n+1}=\left(1-r_{n}\right) X_{n}+\Delta L_{n+1}$. Note that $\left(L_{n}\right)_{n}$ is an $\mathcal{F}_{n^{-}}$ martingale by construction. Iterating the above relation, we can write
$X_{n}=c_{1, n} X_{1}+\sum_{k=1}^{n} c_{k+1, n} \Delta L_{n+1}$ where $c_{n+1, n}=1$ and $c_{k, n}=\prod_{h=k}^{n}\left(1-r_{h}\right)$ for $k \leq n$. We get $c_{1, n}=\prod_{h=1}^{n}\left[1-r_{h}\right] \sim \exp \left[\frac{-1}{1-\gamma} n^{1-\gamma}\right]$. Then $n^{\frac{\gamma}{2}} c_{1, n} \sim n^{\frac{\gamma}{2}} \exp \left[\frac{-1}{1-\gamma} n^{1-\gamma}\right] \rightarrow 0$.
Moreover $\lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}}=\frac{1}{2}$,

$$
\begin{aligned}
\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right) & =k^{2 \gamma} r_{k}^{2 \gamma} \mathbb{E}\left[\left(\tilde{\xi}_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right] \\
& =k^{2 \gamma} r_{k}^{2 \gamma} \operatorname{Var}\left[\tilde{\xi}_{k+1}(i) \mid \mathcal{F}_{k}\right] \xrightarrow{\text { a.s }} 2\left(Z_{\infty}-Z_{\infty}^{2}\right)
\end{aligned}
$$

Similary, $\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} 2\left(Z_{\infty}-Z_{\infty}^{2}\right)$, and
$\mathrm{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)\left(Z_{k+1}-Z_{k}\right) \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{2\left(Z_{\infty}-Z_{\infty}^{2}\right)}{N}$
Thus, $U_{k} \xrightarrow{\text { a.s }} 4\left(Z_{\infty}-Z_{\infty}^{2}\right)\left(1-\frac{1}{N}\right)$.

- Case $\gamma_{1}=\gamma_{2}=1$. Consider $L_{n}=X_{n}-\sum_{k=0}^{n-1}\left(Z_{k}-Z_{k}(i)\right)\left(-r_{n}\right)=X_{n}+\sum_{k=0}^{n-1} r_{n} X_{k}$. Then $L_{n+1}-L_{n}=X_{n+1}-\left[1-r_{n}\right] X_{n}$ so, $X_{n+1}=\left[1-r_{n}\right] X_{n}+\Delta L_{n+1}$. Note that $L_{n}$ is an $\mathcal{F}_{n}$-martingale by construction. Iterating the above relation, we can write $X_{n}=c_{1, n} X_{1}+\sum_{k=1}^{n} c_{k+1, n} \Delta L_{n+1}$ where $c_{n+1, n}=1$ and $c_{k, n}=\prod_{h=k}^{n}\left[1-r_{h}\right]$ for $k \leq n . c_{1, n}=\prod_{h=1}^{n}\left[1-r_{h}\right] \sim n^{-1}$. Then $\sqrt{n} c_{1, n} \sim \sqrt{n} n^{-1}$. Choosing $b_{n}=n$ and $a_{k}=1, \lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{k} \frac{1}{a_{k}}=1$. It holds

$$
\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{a . s} 2\left(Z_{\infty}-Z_{\infty}^{2}\right) .
$$

Similary, $\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}-Z_{k}\right)^{2} \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} 2\left(Z_{\infty}-Z_{\infty}^{2}\right)$, and

$$
\mathbb{E}\left(k^{2 \gamma}\left(Z_{k+1}(i)-Z_{k}(i)\right)\left(Z_{k+1}-Z_{k}\right) \mid \mathcal{F}_{k}\right) \xrightarrow{\text { a.s }} \frac{2\left(Z_{\infty}-Z_{\infty}^{2}\right)}{N} .
$$

Thus, $\lim _{k \rightarrow \infty} U_{k}=4\left(Z_{\infty}-Z_{\infty}^{2}\right)\left(1-\frac{1}{N}\right)$ a.s.
[(i) Theorem 4.4]

- Case $\gamma_{1}<\gamma_{2}$. The process $\left(Z_{n}\right)_{n}$ is a martingale. Indeed, by

$$
\mathbb{E}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)=\left(1-2 \lambda_{1} r_{n}^{l}-2 \lambda_{2} r_{n}^{g}\right) Z_{n}+\lambda_{1} r_{n}^{l}+\lambda_{2} r_{n}^{g}
$$

we have $\mathbb{E}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)=Z_{n}$ when $\lambda_{1}=0, \lambda_{2}=0$, therefore $Z_{n}$ converges a.s.
To this purpose, satisfies the following two conditions:
(1) $\mathbb{E}\left[\sup _{k} k^{\gamma_{1}-\frac{1}{2}}\left|Z_{k+1}-Z_{k}\right|\right]<+\infty$;
(2) $n^{2 \gamma_{1}-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2} \xrightarrow{\text { a.s }} \frac{1}{N\left(2 \gamma_{1}-1\right)}\left(Z_{\infty}-Z_{\infty}^{2}\right)$.

Indeed, the first condition immediately follows from

$$
\left|Z_{k+1}-Z_{k}\right|=\left|r_{n}^{l}\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right)+r_{n}^{g}\left(\xi_{k+1}^{g}-Z_{k}\right)\right|=\mathcal{O}\left(k^{-\gamma_{1}}\right) .
$$

Regarding the second condition, we observe that

$$
n^{2 \gamma_{1}-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2}=n^{2 \gamma_{1}-1} \sum_{k \geq n} k^{-2 \gamma_{1}}\left(r_{k}^{l}\right)^{2}\left(\frac{\sum_{i} \xi_{k+1}(i)}{N}-Z_{k}\right)^{2} k^{2 \gamma_{1}}
$$

and so the desired convergence follows by lemma A. 2 with $a_{k}=k^{-2 \gamma_{1}+2}, b_{n}=n^{2 \gamma_{1}-1}$ and $U_{k}=k^{2 \gamma_{1}}\left(r_{k}^{l}\right)^{2}\left(\frac{\sum_{k} \xi_{k+1}(i)}{N}-Z_{k}\right)^{2}, \lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{1}{a_{k} b_{k}^{2}}=-\frac{1}{1-2 \gamma_{1}}$ so,

$$
\mathbb{E}\left(\left.\left(\frac{\sum_{k} \xi_{k+1}(i)}{N}-Z_{k}\right)^{2} \right\rvert\, \mathcal{F}\right)=\operatorname{Var}\left(\left.\frac{\sum_{k} \xi_{k+1}(i)}{N} \right\rvert\, \mathcal{F}_{n}\right)=\frac{1}{N}\left(Z_{\infty}-Z_{\infty}^{2}\right) .
$$

- Case $\gamma_{2}<\gamma_{1}$. To this purpose, satisfies the following two conditions:

1) $\mathbb{E}\left(\sup _{k} k^{\gamma_{2}-\frac{1}{2}}\left|Z_{k+1}-Z_{k}\right|\right)<+\infty$
2) $n^{2 \gamma_{2}-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2} \xrightarrow{\text { a.s }} \frac{1}{\left(2 \gamma_{2}-1\right)}\left(Z_{\infty}-Z_{\infty}^{2}\right)$

Indeed, the first condition immediatly follows from

$$
\left|Z_{k+1}-Z_{k}\right|=\left|r_{n}^{l}\left(\frac{1}{N} \sum_{i} \xi_{k+1}^{l}(i)-Z_{k}\right)+r_{n}^{g}\left(\xi_{k+1}^{g}-Z_{k}\right)\right|=\mathcal{O}\left(k^{-\gamma_{2}}\right)
$$

Regarding the second condition, we observe that

$$
n^{2 \gamma_{2}-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2}=n^{2 \gamma_{2}-1} \sum_{k \geq n}\left(r_{k}^{l}\right)^{2} k^{-2 \gamma_{2}}\left(\frac{\sum_{i} \xi_{k+1}(i)}{N}-Z_{k}\right)^{2} k^{2 \gamma_{2}}
$$

and the desired convergence follows by lemma A. 2 with $a_{k}=k^{2 \gamma_{2}+2}, b_{n}=n^{2 \gamma_{2}-1}$ and $U_{k}=k^{2 \gamma_{2}}\left(r_{k}^{g}\right)^{2}\left(\xi_{k+1}^{g}-Z_{k}\right)^{2}, \lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{1}{a_{k} b_{k}^{2}}=-\frac{1}{1-2 \gamma_{2}}$ and

$$
\left.\mathbb{E}\left(\xi_{k+1}^{g}(i)-Z_{k}\right)^{2} \mid \mathcal{F}\right)=\operatorname{Var}\left(\xi_{k+1}^{g} \mid \mathcal{F}\right)=\left(Z_{\infty}-Z_{\infty}^{2}\right) .
$$

- Case $\gamma_{1}=\gamma_{2}(=: \gamma)$. The process $\left(Z_{n}\right)_{n}$ is a martingale and converges a.s. Indeed,

$$
\mathbb{E}\left(Z_{n+1} \mid \mathcal{F}_{n}\right)=\left(1-2 r_{n}\right) Z_{n}+r_{n} \mathbb{E}\left(\left.\frac{\sum_{i} \tilde{\xi}_{n+1}(i)}{N} \right\rvert\, \mathcal{F}_{n}\right)=Z_{n} .
$$

To this purpose, we need to check the following two conditions:

1) $\mathbb{E}\left[\sup _{k} k^{\gamma-\frac{1}{2}}\left|Z_{k+1}-Z_{k}\right|\right]<+\infty$;
2) $n^{2 \gamma-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2} \xrightarrow{\text { a.s }} \frac{2}{N(2 \gamma-1)}\left(Z_{\infty}-Z_{\infty}^{2}\right)$.

Indeed, the first condition immediatly follows from

$$
\left.\left|Z_{k+1}-Z_{k}\right|=\left\lvert\, r_{n}\left(\frac{1}{N} \sum_{i} \tilde{\xi}_{k+1}(i)-2 Z_{k}\right)\right.\right) \mid=\mathcal{O}\left(k^{-\gamma}\right) .
$$

Regarding the second condition, we observe that

$$
n^{2 \gamma-1} \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2}=n^{2 \gamma-1} \sum_{k \geq n} r_{k}^{2} k^{-2 \gamma}\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-Z_{k}\right)^{2} k^{2 \gamma}
$$

and so the desired convergence follows by lemma with $a_{k}=k^{-2 \gamma+2}, b_{n}=n^{2 \gamma-1}$ and

$$
\begin{gathered}
U_{k}=k^{2 \gamma} r_{k}^{2}\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-2 Z_{k}\right)^{2} \\
\lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{1}{a_{k} b_{k}^{2}}=-\frac{1}{1-2 \gamma}, \mathbb{E}\left(\left.\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-2 Z_{k}\right)^{2} \right\rvert\, \mathcal{F}_{k}\right)=\frac{2}{N}\left(Z_{\infty}-Z_{\infty}^{2}\right) .
\end{gathered}
$$

- Case $\gamma_{1}=\gamma_{2}=1$. To this purpose, satisfies the following two conditions:

1) $\mathbb{E}\left[\sup _{k} k^{\frac{1}{2}}\left|Z_{k+1}-Z_{k}\right|\right]<+\infty$;
2) $n \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2} \xrightarrow{\text { a.s }} \frac{2}{N}\left(Z_{\infty}-Z_{\infty}^{2}\right)$.

Indeed, the first condition immediately follows from

$$
\left.\left|Z_{k+1}-Z_{k}\right|=\left\lvert\, r_{n}\left(\frac{1}{N} \sum_{i} \tilde{\xi}_{k+1}(i)-2 Z_{k}\right)\right.\right) \mid=\mathcal{O}\left(k^{-1}\right)
$$

To deal with the second condition, we observe that

$$
n \sum_{k \geq n}\left(Z_{k+1}-Z_{k}\right)^{2}=n \sum_{k \geq n} r_{k}^{2} k^{-2} k^{2}\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-Z_{k}\right)^{2}
$$

and so the desired convergence follows by lemma A. 2 with $a_{k}=1, b_{n}=n$ and $U_{k}=k^{2} r_{k}^{2}\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-2 Z_{k}\right)^{2}, \lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{1}{a_{k} b_{k}^{2}}=1$.

$$
\left.\left.\mathbb{E}\left(\frac{\sum_{i} \tilde{\xi}_{k+1}(i)}{N}-2 Z_{k}\right)^{2} \right\rvert\, \mathcal{F}\right)=\frac{2}{N} Z_{\infty}\left(1-Z_{\infty}\right)
$$

## Appendix A. Appendix

Lemma A.1. Let $\left(x_{n}\right)_{n}$ be a sequence of positive reals satisfying the following equation:

$$
x_{n+1}=\left(1-\frac{A}{n^{a \gamma_{i}}}\right) x_{n}+\frac{K_{n}}{n^{b \gamma_{j}}},
$$

where $n, a, b \in \mathbb{N}, b \geq a>0, b>1, \frac{1}{2}<\left(\gamma_{i}, \gamma_{j}\right) \leq 1,(i, j) \in\{1,2\}, A>0$ and $\forall n \in \mathbb{N}$, $0<K_{n} \leq K$. it holds,

- if $\sum_{n} \frac{1}{n^{a \gamma_{i}}}=+\infty$ then, $x_{n} \stackrel{n \rightarrow \infty}{\sim} \frac{C}{n^{b \gamma_{j}-\gamma_{i}}}$ (where $C$ denotes a generic constant),
- if $\sum_{n} \frac{1}{n^{\alpha_{i}}}<+\infty$ then,

$$
\begin{cases}\lim _{n \rightarrow \infty}\left(x_{n}-\frac{K_{n} / A}{n^{b \gamma_{j}-\gamma_{i}}}\right)=e^{-\sum_{n=0}^{\infty} \frac{1}{n^{\gamma}}} & \text { for } a=1 ; \\ \lim _{n \rightarrow \infty}\left(x_{n}-\frac{K_{n}}{n^{\gamma_{j}-1}}\right)=e^{-\sum_{n=0}^{\infty} \frac{1}{n^{\alpha / \gamma_{i}}}} & \text { for } a \geq 2 .\end{cases}
$$

Proof. Let $x_{n+1}=\left(1-\varepsilon_{n}\right) x_{n}+\delta_{n}$ where $\varepsilon_{n}=\frac{A}{n^{a \gamma_{i}}}$ and $\delta_{n}=\frac{K_{n}}{n^{\gamma_{j}}}$. It holds, for any $0 \leq l \leq n-1$,

$$
\begin{equation*}
x_{n}=x_{l} \prod_{i=l}^{n-1}\left(1-\varepsilon_{i}\right)+\sum_{i=l}^{n-1} \delta_{i} \prod_{k=i+1}^{n-1}\left(1-\varepsilon_{k}\right) \tag{22}
\end{equation*}
$$

- If $\sum_{n} \varepsilon_{n}=+\infty$, it implies $\prod_{u=l}^{n-1}\left(1-\varepsilon_{u}\right) \longrightarrow 0$.
- If $\sum_{n} \varepsilon_{n}<+\infty$, it follows that $\prod_{u=l}^{n-1}\left(1-\varepsilon_{u}\right)=e^{-\sum_{u=l}^{n} \frac{1}{u^{\gamma_{\gamma_{i}}}}}$.

Let $y_{n}:=\sum_{i=l}^{n-1} \delta_{i} \prod_{k=i+1}^{n-1}\left(1-\varepsilon_{k}\right)$, so $y_{n}$ behaves for $n \rightarrow \infty$ like

$$
\int_{l}^{n} \delta_{s} \exp \left(-\int_{s}^{n} \varepsilon(u) d u\right) d s=\frac{K_{n}}{n^{b \gamma_{j}}} \frac{\int_{l}^{n} s^{-b \gamma_{j}} e^{\frac{A}{\left(1-a \gamma_{i}\right) s^{a \gamma_{i}-1}}} d s}{n^{-b \gamma_{j}} e^{\frac{A}{\left(1-a \gamma_{i}\right) n^{a \gamma_{i}-1}}}} .
$$

Letting $n \rightarrow \infty$, using de L'Hôpital rule, it holds

$$
y_{n} \sim_{n \rightarrow \infty} \frac{K}{A} \frac{1}{n^{b \gamma_{j}-a \gamma_{i}}}\left(\frac{1}{1-\frac{b \gamma_{j} n^{a \gamma_{i}}}{n A}}\right)
$$

Conclusion follows.
Lemma A.2. Let $\mathcal{G}$ be an (increasing) filtration and $\left(Y_{k}\right)_{k}$ be an $\mathcal{G}$-adapted sequence of real random variables such that $\lim _{k \rightarrow \infty} \mathbb{E}\left[Y_{k} \mid \mathcal{G}_{k-1}\right]=Y$ a.s. for some real random variable $Y$. Moreover, let $\left(a_{k}\right)_{k}$ and $\left(b_{k}\right)_{k}$ be two sequences of strictly positive real numbers such that

$$
b_{k} \nearrow+\infty, \sum_{k=1}^{\infty} \frac{\mathbb{E}\left[Y_{k}^{2}\right]}{a_{k}^{2} b_{k}^{2}}<+\infty .
$$

Then we have:
a) if $\lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{k=1}^{n} \frac{1}{a_{k}}=\sigma$ for some constant $\sigma$, then $\lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{k=1}^{n} \frac{Y_{k}}{a_{k}}=\sigma Y$;
b) if $\lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{1}{a_{k} b_{k}^{2}}=\sigma$ for some constant $\sigma$, then $\lim _{n \rightarrow \infty} b_{n} \sum_{k \geq n} \frac{Y_{k}}{a_{k} b_{k}^{2}}=\sigma Y$.

Theorem A.3. (Theorem 3.2 in [11])
Let $\left\{S_{n, k}, \mathcal{F}_{n, k}: 1 \leq k \leq k_{n}, n \geq 1\right\}$ be a zero-mean, square-integrable martingale array with differences $Y_{n, k}$, and let $\eta^{2}$ be an a.s. finite random variable. Assume

1) $\max _{1 \leq k \leq k_{n}}\left|Y_{n, k}\right| \xrightarrow[n \rightarrow \infty]{P} 0$;
2) $\mathbb{E}\left(\max _{1 \leq k \leq k_{n}} Y_{n, k}^{2}\right)$ is bounded in $n$;
3) $\sum_{k=1}^{k_{n}} Y_{n, k}^{2} \xrightarrow[n \rightarrow \infty]{P} \eta^{2}$;
and the $\sigma$-fields are nested, i.e. for $1 \leq k \leq k_{n}, n \geq 1, \mathcal{F}_{n, k} \subseteq \mathcal{F}_{n+1, k}$. Then $S_{n, k_{n}}=\sum_{k=1}^{k_{n}} Y_{n, k}$ converges stably to a random variable with characteristic function $\varphi(u)=\mathbb{E}\left[\exp \left(-\eta^{2} u^{2} / 2\right)\right]$, i.e. to the Gaussian kernel $\mathcal{N}\left(0, \eta^{2}\right)$.

## References

[1] Aletti, G., Crimaldi, I., Ghiglietti, A. (2017). Synchronization of reinforced stochastic processes with a network-based interaction. Ann. Appl. Prob. 27, 6, 3787-3844.
[2] Aletti, G., Crimaldi, I., Ghiglietti, A. (2017). Networks of reinforced stochastic processes: asymptotics for the empirical means. arXiv:1705.02126. Forthcoming in Bernoulli.
[3] Aletti, G., Crimaldi, I., Ghiglietti, A. (2018). Interacting reinforced stochastic processes: statistical inference based on the weighted empirical means. arXiv:1811.10255.
[4] Benaïm, M. (1999). Dynamics of stochastic approximation algorithms. In J. Azéma, M. Émery, M. Ledoux, M. Yor (Eds.) (pp. 1-68). Springer Berlin Heidelberg.
[5] Crimaldi, I., Dai Pra, P., Louis, P.-Y., Minelli, I. G. (2019). Synchronization and functional central limit theorems for interacting random walks on the simplex. Stoch. Proc. Appl. 129 (1),70-101
[6] Crimaldi, I., Dai Pra, P., Minelli, I. G. (2016). Fluctuation theorems for synchronization of interacting Pólya's urns. Stoch. Proc. Appl. 126(3), 930-947.
[7] Dai Pra, P., Louis, P.-Y., Minelli, I. G. (2014). Synchronization via interacting reinforcement. J. Appl. Prob. 51(2), 556-568.
[8] Friedman, B. (1949). A simple urn model. Commun. Pure Appl. Math. 2, 59-70.
[9] Freedman, D. A. (1965). Bernard Friedman's Urn. Ann. Math. Statist. 36, 3, 956-970.
[10] Gadat, S., Younes, L. (2007). A Stochastic Algorithm for Feature Selection in Pattern Recognition. Journal of Machine Learning Research, 8, 509-547.
[11] Hall, P., and Heyde, C. C. (1980). Martingale limit Theory and Its Application. Academic Press, New York.
[12] Hill, M., Lane, D., Sudderth, W. (1980). A strong law for some generalized urn processes. Ann. Prob. 8(2), 214-226.
[13] van der Hofstad, R., Holmes, M., Kuznetsov, A.; Ruszel, W. Strongly reinforced Pólya urns with graph-based competition. Ann. Appl. Probab. 26 (2016), no. 4, 2494-2539.
[14] Klenke, A. (2008). Probability Theory. A Comprehensive Course. Springer, London.
[15] Laruelle, S., Pagès, G. (2013). Randomized urn models revisited using stochastic approximation. The Annals of Applied Probability, 23(4), 1409-1436. doi:10.1214/12-AAP875
[16] Louis, P.-Y., Minelli. I. G. (2018). Synchronization in Interacting Reinforced Stochastic Processes. Chapter from the book Probabilistic Cellular Automata, Theory, Applications and Future perspectives. (pp. 105-118).
[17] Mahmoud, H. (2009). Pólya Urn Models. CRC Press, FL.
[18] Metivier, M. (1982). Semimartingales (de Gruyter Studies Math. 2). De Gruyter, Berlin.
[19] Pemantle, R. (2007). A survey of random processes with reinforcement. Probability Surveys, 4(1-79), 25.
[20] Sahasrabudhe, N. (2016). Synchronization and fluctuation theorems for interacting Friedman urns. J. Appl. Prob. 53(4), 1221-1239.


[^0]:    ${ }^{1}$ pierre-yves.louis@math.univ-poitiers.fr, Laboratoire de Mathématiques et Applications, Université de Poitiers, CNRS, UMR 7348, Site du Futuroscope - Téléport 2, 11 Boulevard Marie et Pierre Curie, Bâtiment H3 TSA 61125, 86073 Poitiers Cedex 9, France
    ${ }^{2}$ meghdad.mirebrahimi@math.univ-poitiers.fr, Laboratoire de Mathématiques et Applications, Université de Poitiers, CNRS, UMR 7348, Site du Futuroscope - Téléport 2, 11 Boulevard Marie et Pierre Curie, Bâtiment H3 TSA 61125, 86073 Poitiers Cedex 9, France
    ${ }^{3}$ Corresponding author

