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Abstract

In industrial context, event logging is a widely accepted concept supported by most applica-

tions, services, network devices, and other IT systems. Event logs usually provide important

information about security incidents, system faults or performance issues. In this way, the

analysis of data from event logs is essential to extract key informations in order to highlight

features and patterns to understand and identify reasons of failures or faults. The objective

is to help anticipate equipment failures to allow for advance scheduling of corrective mainte-

nance. In this paper, we address the problem of fault detection from event logs in the electrical

industry. We propose a supervised approach to predict faults from an event log data using

wavelets features as input of a random forest which is an ensemble learning method. This

work was carried out in collaboration with ENEDIS, the distribution operator of the electrical

system in France.

1 Introduction1

Smart electric devices automatically monitor information about energy consumption or production,2

they are de�ned by the ability to connect to a network and to operate remotely. They report3

meaningful and appropriate information to relevant parties (consumers, energy distribution system4

operators or energy providers) and their systems. Modern electric smart devices produce enormous5

amount of data. The �rst one is the inherently primary data associated to the devices' main6

activity and implemented features. Its exploration and use involve privacy issues which have7

been largely debated and are beyond the scope of this work. In addition to this, the second8

category of transmitted information is about events, a relatively new category of data, the value of9

which has yet not been assessed. Event is basically a noti�cation that originates from a electrical10

device and contains the information regarding the object, action or process to which the event is11

related. Events are issued while monitoring di�erent aspects of the system and give an overview12

about equipment communications, devices' secondary non-core functionalities, network intrusions13

or activity on the grid.14

We believe that event logs could be processed and analysed to unveil useful information, in15

addition to devices' primary data. More precisely, we assume that these data can be useful to inform16

about the device's operative state and eventually to predict device failure. However, event logs17

concern a wide range of uses and the di�culty comes from the volume and variety of logs received.18

Log events are continuously recorded composing a data stream�ow related with high volumes, as19

being generated not only for irregular functional conditions, but also for normal operative states.20

The main challenge is to analyse this data and extract useful knowledge from the unremitting �ow21

of noti�cations. The issue therefore is to identify appropriate events containing helpful information.22

Furthermore, it is essential to detect a shift or an alteration in the patterns of these speci�c events23

which could alert users about a fault occurrence.24

In literature, patterns from event logs are de�ned in various ways, for example as partial orders25

of a process1,2,3, or considered as Petri nets4. Also as repeated sequences that capture process26

models from event logs in order to improve their detection5. From these de�nitions, authors develop27

some speci�c pattern detection approaches mainly based on unsupervised or supervised learning28
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techniques. Unsupervised pattern detection approaches take an event log as input and generate29

patterns based on statistical properties2,3,5. In unsupervised learning, clustering techniques are30

widely used6,7. Supervised pattern detection approaches take patterns and logs as input and detect31

pattern instances as results4. Combination of these two approaches into semi-supervised techniques32

have been also studied8. From another point of view, visualization and interactive tools have been33

developed to help user observe and analyse both patterns and event sequences, as EventFlow9.34

Event logs are frequently composed of event codes and their associated text messages. In that35

case, the use of text parsing or natural language processing techniques is necessary6,10.36

Moreover, some speci�c works dealing with predictive maintenance based on event logs have37

also been tackled. Let us mention a general classi�cation-based failure prediction method which38

has been tested on real ATM run-time event logs data11, or event logs data extracted from medical39

equipments used to treat a multi-instance learning task12. Also, a Cox proportional hazard model40

has been used to provide a prediction of system failures based on the time-to-failure data extracted41

from the event sequences13.42

In this work, we consider the event distribution over time as a function of time. Our �rst43

objective is to extract characteristic features from the time series, which will then be presented to44

a learning algorithm. In order to make this step as automatic as possible, we decided to perform the45

Discrete Wavelet Transform (DWT) which is an appropriate tool for noise �ltering, data reduction,46

and singularity detection, and thus it a good choice for time series and signal processing. The47

decomposition coe�cients obtained from the DWT are then used as input of a supervised learning48

algorithm. A variety of task can be successfully tackled using this approach14,15,16,17. In our case,49

we use a random forest both to predict and to measure variable importance in order to select the50

best features.51

In this paper, we propose a supervised approach to predict faults from event log data using52

wavelets features. The goal is �rst to use the Discrete Wavelet Transform to detect and charac-53

terize features of our electric event logs. Then, we use these features as an input of a random54

forest model to predict faults. Next section introduces the information we use from event logs and55

how we transform them into time series trajectories or time functions. To cope with the temporal56

dependence and functional structure of these objects, we introduce in Section 3 the wavelets trans-57

form. The section also includes an overview of random forest. Section 4 describes the experiences58

and presents the results. The work concludes with a discussion on both industrial and modelling59

aspects in Section 5.60

2 From event to time functions61

Our study is based on events monitored on electrical devices installed on ENEDIS network, the62

French Distribution System Operator. Each electrical device records and transmits real-time event63

data to a centralized information system. We extract and deal with 3 available attributes: the64

event code related to a time-stamp and the id of the source device. An example of our logs is65

displayed in Table 1. We de�ne an additional feature, a group code representing an hierarchical66

level of event codes. These values were agreed upon with domain experts into 13 groups. None of67

these noti�cations have any level of criticality or priority.68

timestamp deviceId eventCode groupCode

2014-01-24 17:49:44.537 001 A3 A
2014-01-24 15:09:35.970 001 A23 A
2014-01-25 03:55:56.872 002 A3 A
2014-01-27 00:14:42.463 002 B8 B
2014-01-27 08:10:25.470 002 A23 A

... ... ... ...

Table 1: Event logs data.

Events were aggregated to a daily basis. Figure 1 shows the A23 event distributions for two69

electrical devices from the beginning of the study to the last day of observations. The observation70

period starts on May 01 2013 and stops on November 02 2014 and the total number of events is71

about 1.25 millions recorded on 2623 devices.72
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Figure 1: Example of A23 daily event distributions for two electrical devices (dev001 and dev002)
from 2013-05-01 to 2014-11-02. The red line shows the end of the observation period.

Devices were monitored over a considerable period of time and presented similar settings and73

technical speci�cations during this period. The devices main activity is monitored throughout74

their lifespan. A fault occurrence is considered when the device fails to provide its main function.75

Among all, 1858 devices were properly functional and had a functional status over the obser-76

vation period, providing their primary function. All of the device were brought to service a priori77

to the beginning of observation period (see dev003, Figure 2) and were selected as being operative78

a posteriori to the observation period, over a signi�cant interval of time, to ensure their normal79

functioning.80

A part of devices developed a fault before the end of the observation period, with the lost of81

their primary functions. These devices were brought to service either before or after the beginning82

of the observation time. The devices were withdrawn from the �eld and a technical diagnosis83

con�rmed failure on these equipments. Devices failing to provide their main activity for which84

technical diagnosis did not con�rm the failure were not considered in the study. 765 faulty devices85

were considered in this study (see dev002 or dev001, Figure 2).86

Begin End>> time >>

dev001

dev002

dev003

δ

gap

δ

gap

δ

Figure 2: Examples of 3 devices throughout the observation period. Device dev001 and dev002

present a fault occurrence. gap represents the number of days in advance the fault occurrence is
recorded, and therefore predicted. Device dev003 does not present any fault occurrence. δ is the
temporal period on which wavelet features decomposition is applied.

As stated above, both devices with positive and negative fault occurrences present event pro�les87

throughout their lifespan. The purpose of this study is to compare temporal event pro�le of faulty88

and working devices in order to identify useful events for predictive maintenance. Hence, the �rst89

goal is to capture events frequencies and dynamics of both devices' health status. The second90

goal is to predict fault occurrence using these summarized temporal pro�les while identifying91

meaningful events. In operative conditions, we wish to detect a failure with a delay which needs92

to be su�ciently long to allow the attendance of alarms on devices. In this study we considered a93

predictive gap ranging from zero up to 15 days.94

From the available data we only use the absolute frequency of events and the event code95

classi�cation. We focus then on the number of logs e�ectively observed over a reasonable period of96

length δ using a given time resolution (e.g. hours, days) for each type of event. We then consider97

(N(t1), . . . , N(tδ)), (1)

where N(tj) is the number of events at time tj . To �x ideas, say that δ may span over two weeks98
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and using a daily resolution the vector of counts would have length equal to 14. Figure 3 plots99

four cases of these trajectories.100
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Figure 3: Examples of trajectories from event logs data. Tracking is done daily over 64 days. Cases
(a) and (b) are from working devices; and cases (c) and (d) are from faulty ones.

This vector constitutes the building block of our approach since we create instances of this101

vector for both normal and abnormal regimes (cf. Section 3). Actually, each instance is the102

tracking of a device along a period of length δ. Then the couple device × time should not be view103

as tracking over contemporaneous instants but as snapshots of the life time of the devices.104

If we now considerer that K di�erent type of events exists, then we have105

(Nk(t1), . . . , Nk(tδ)), k = 1, ...,K,

that is each device × time is a set of K counting vectors. From the mathematical point of view,106

we may look at vectors (1) as time series trajectories. And since there exists K of them, we have107

a multivariate time series where there may be some dependence structure between components of108

the vectors as well as time dependence within components.109

One way to cope with time dependence is to see each trajectory as a discrete sampling, even-110

tually with some noise, of the time function zk(t), t ∈ [0, δ], k = 1, . . . ,K. Notice again that time111

should be consider as relative to period δ and not as an absolute quantity.112

To �x ideas, let us introduce a graphical representations of the some of the data up to this point.113

We follow the construction detailed above considering only events from one code to construct a114

sample of trajectories containing both faulty and working devices. Then, we use a simple metric115

between trajectories based on the euclidean distance on standardized versions of the trajectories.116

The associated distance matrix is then used as input of a multidimensional scaling in order to get117

the a simple planar representation of the observations, represented in Figure 4.118

Here, each point is a trajectory and its coordinates are chosen to preserve, as well as possible,119

the distances between trajectories. Notice that since no information about the class is used this120

technique is essentially unsupervised. However we add a colour reference (grey: working devices,121

red: faulty devices) to the scatter plot in order to visualize eventual di�erences. Even if the sample122

is very unbalanced, a clear distinction between both classes is appreciated. Distances between123

working devices are relatively small with reference to distances between faulty devices. Other124

conclusion we can draw is that a (eventually non linear) reduction of the dimension may su�ce to125

extract the useful information on the signals. Taking into account the time dependent structure126

of the functions is necessary to obtain an appropriate construction that yields on a dimension127

reduction.128

3 Methods129

We describe here the methods we use to construct our solution. They are related �rst on how to130

represent the multivariate time series with a handy set of interpretable features. Then we build131

a 2-class discriminant classi�er where we assume that each class represents a logging regime. The132

�rst one is the normal log regime where the working device has a working status. This regime,133

should be the most frequent one. The second regime, more rare by nature, represent a working134

device that is close to a failure status. The �rst problem is solved using the wavelet transform135

while the classi�er we use is random forest.136
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Figure 4: Multi dimensional scaling of trajectories from one event code. Each point represents a
trajectory from a working device (in gray) or a faulty device (in red).

3.1 Wavelets transform137

Wavelets are a domain transform technique that allows one to represent time domain signals into138

a bivariate domain location-scale18. While location in the new domain is connected to the original139

time domain, scales can be associated to Fourier frequencies and both with good localization140

properties. That is, the transform will give information on locations connected to only a time span141

(not the global time) and scales connected to only some frequencies (and not all of them). This142

is in di�erence with a time domain analysis that has no localization on frequencies or a frequency143

domain analysis that has no localization on time.144

Moreover we use the Discrete Wavelet Transform (DWT) which is provides an orthonormal145

basis of the space, allowing us to encode all the available information on a signal without any loss146

of information19. In what follow we explain the necessary material to understand our approach.147

Consider the signal z(t) which is an univariate function de�ned on the time domain T , for148

example T = [0, 1]. The DWT will provide two terms: a global approximation of the signal S(t)149

and the ensemble of details D(t) well localized both in time and frequency. If z ∈ L2([0, 1]),150

then the DWT provides us with a basis of the functional space. The basis is created by simple151

transformations of a scaling function φ(t) and a wavelet mother ψ(t) which are associated to152

the orthogonal multi resolution analysis of L2([0, 1]). Indeed, we consider the family {φj,k(x) =153

2−jφ(2−jx − k)}j,k which is obtained by dilatations of a factor 2j and by integer translations on154

the new scale. Similar operations are done to get the family {ψj,k(x)}j,k. Then, a �nite energy155

signal z can be expressed as156

z(t) =

2j0−1∑
k=0

cj0,kφj0,k(t)︸ ︷︷ ︸
Sj0 (t)

+

J−1∑
j=0

2j−1∑
k=0

dj,kψj,k(t)︸ ︷︷ ︸
D(t)

, (2)

where cj,k =< z, φj,k >, dj,k =< z, φj,k > are the scale coe�cients and wavelet coe�cients re-157

spectively. The scale j0 separates the two terms. The �rst one, gives a smooth approximation158

at resolution 2j0 . The second one, keeps all the details of the curves on a hierarchical structure159

depending on scales and locations. The approximation coe�cients cj0,k retains the information160

of the local (at location k) mean level of the curve, while the detail coe�cients dj,k codes the161

information of discontinuities and other singularities.162

With �nite data {z(ti), i = 1, . . . , N}, the signal z(t) can only be approximated by a truncation163

at some maximum scale level J = log2(N), that is we approximate (2) by164

zJ(t) = c0φ0,0(t) +

J−1∑
j=0

2j−1∑
k=0

dj,kψj,k(t). (3)
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Notice that we have also �xed the approximation part at the coarsest resolution j0 = 0 which165

means that only one scaling coe�cient is used to approximate this term. For convenience we166

choose the number of sampling points per curve, N , to be a power of 2. The maximum number167

of scales J is then an integer. With this, we are in conditions to use the highly e�cient Mallat's168

pyramidal algorithm18 to obtain both the scaling and wavelet coe�cients. If the sampling grid169

{i/N, i = 1, . . . , N} is not regular or N is not a power of 2, then one can choose a �ner regular170

grid and use any interpolation scheme to meet our choices.171

Haar wavelet leads to a easy and clear intuition on the wavelets coe�cients. The only scaling172

coe�cients we retain is proportional to mean level of the whole signal. The approximation term is173

then a constant function S0(t) = c0,0ψ(t) proportional to the mean function of the signal.174

If we increase the resolution of the approximation to the next scale, then the approximation175

part will be a ladder function, that is a piecewise constant function with a jump in the middle point176

of the sampling grid. Aside the jump, the signal is approximated by the mean level of each side.177

A similar reasoning applies to the next scales, at each time cutting into halves and approximating178

each half by a constant function equal to the mean level of the observations on the half.179

The detail coe�cients are the di�erence on the constant approximations between two juxtaposed180

halves. We interpret them as the change observed at some resolution (related to the scale j) and181

at some time (related to the location k).182

In what follows we will need to reduce the number of coe�cients we use in order to keep the183

calculations into a reasonable time. With this, we are further truncating the approximation on184

(3) into smaller values of J . Since �ner approximations may capture only the signal's noise, the185

changes on these scales would re�ect random �uctuations not necessarily connected to the structure186

of the signal. For this, one should only retain coarsest scales. and the detail coe�cients d0,0, d0,1.187

In what follows we set ψ to be188

ψ(t) =


1 if 0 ≤ x < 1/2

−1 if 1/2 ≤ x < 1

0 otherwise.

(4)

which is known as the Haar wavelet. The corresponding scaling function is ψ(x) = 1 if 0 ≤ x ≤ 1189

and 0 otherwise.190

Figure 5: Tracking of one event over time (right) and its DWT (left).

To illustrate the kind of results we obtain with the wavelet transform, we show in right hand191

side of Figure 5 the detail coe�cients of the signal represented on the right hand side. The signal192

shows a low-activity steady state during almost all the tracking period with an important raise193

on the number of events at the end. The wavelets coe�cients (on the left of the �gure) show an194

alternative picture of the same phenomena. Ranged by scales, the coe�cients are small in absolute195

value almost everywhere but at those location near the end of period. What is near, depends on196

the resolution level at which we look at the signal, for scales close to j = 0 the analysing functions197

are global, while at scale j = 5, the 32 resulting coe�cients gives very localized information. Note198

that this level of detail can be misleading if considered only at one individual scale. For instance199

the last coe�cient at scale 5 is large and negative because the last number of logs is lower than the200

precedent one. Moreover, noise is also more important at these high frequencies. One may rely201
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on shrinkage methods to choose which of the estimated coe�cients are signi�cantly di�erent from202

zero.203

Our approach is slight di�erent, we choose to work only with the scale coe�cient c0,0 and204

the detail coe�cients d0,0, d0,1. With this, the number of coe�cients retained in what follows205

is kept into a reasonable size when multiplied by the number of event codes. Intuitively, these206

coe�cients allows one to reconstruct the trajectories with the approximation S1(t) which is exactly207

the mean level of the function, given by c0,0, and the detail coe�cients d0,0, d0,1. Notice that this208

reconstruction is the best linear approximation one can do with three coe�cients. In what follows209

we are using the estimated coe�cients as features of a random forest predictor.210

3.2 Random forest211

Very popular in statistical machine learning, random forests (RF) are an ensemble method20.212

It builds up on speci�c versions of CART (Classi�cation And Regression Trees)21, which is an213

algorithm that constructs binary tree-based predictors. With respect to individual predictors, the214

aggregate one aims to augment robustness, variance reduction and improve prediction performance.215

For this, RF add two layers of randomness. First, each tree-based predictors is trained only on216

a di�erent bootstrap sample from the data. Second, only a strictly subset of variables are randomly217

chosen as candidates at each split of the trees' construction. Note that the trees are constructed218

up to its maximal size and they are not pruned. While using a stopping criterion and pruning219

are usual in CART, these versions of tree-predictors sacri�ces generalization power by a better in-220

sample �t � at least on each bootstraped sample � and introduces bias by considering only partial221

information from available variables. With this, individual trees tend to be less dependent between222

them which is useful under an aggregation scheme. RF is then the resulting predictor obtained by223

some aggregation rule of the individual prediction of the so described trees. Usual choices of the224

aggregation rule are majority vote for classi�cation and mean average for regression.225

226

We use two intrinsic features of random forest to help the interpretation of the results : a227

measure of variable importance and a notion of proximity between observations.228

Variable importance measure. Di�erent approaches can be used to determine the importance229

of a feature for the construction of the forest22,23. In this work, a variable is considered more230

important if it participates more to the decrease of some impurity notion (e.g. the Gini index).231

Then, we can track over the individual trees where each variable participates on each node split232

and record the decrease on the Gini coe�cient. Then a plot like the one in Figure 7 where the233

variables are represented in lines sorted decreasingly on the mean Gini reduction. Most important234

variables on the construction of the classi�er are on top of the plot.235

Observations proximity Two observations are closer if they are classi�ed within the same236

terminal node by more and more individuals trees. Then, the proximity is normalized to be between237

0 and 1. If we call pii′ the proximity between observation i and i′, then we obtain a dissimilarity238

measure 1 − pii′ . While the change is trivial, it allows us now to perform a multidimensional239

scaling on the proximity matrix associated to the proximity measurements. This yields on a240

natural representation of the individuals that analogously to discriminant analysis represents in a241

low dimensional space how the classi�er 'sees' the individuals.242

4 Experiments243

In all our experiments we use the open source R software. DWT is performed using wavethresh244

and randomForest is used to learn random forests. In the experiments to follow we use the default245

options of randomForest to construct the predictors, i.e. the number of trees ntree is set at 500246

and the number of variables mtry chosen randomly at each split is roughly the square root of the247

total number of variables.248

For each gap before fault, we create a dataset of positive and negative failure occurrences as249

shown in 2). From faulty devices, δ time points (albeit the gap period) before fault occurrence250

were considered to compute K event vectors. Among working devices, a period of length δ is251

drawn randomly per device to compute K event vectors per device. Notice that each device at252
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some point of the time is described as a number of 39 features, that is 3 wavelets coe�cients per253

group of events' code, with a total of 13 event codes.254

4.1 Predictive performance255

We apply a random forest classi�er for each of 16 datasets composed of 39 wavelets coe�cients.256

Two week event pro�le (for each device) is characterized by 3 coe�cients for each of the 13 groups257

of events. We compute both false negative rate (FNR) representing the percentage of faulty devices258

classi�ed as working devices and false positive rate (FPR) as the percentage of working devices259

predicted as prone to failure. We also compute the global model error, summarizing the percentage260

of observations which are classi�ed wrong and resuming model global accuracy.261

The performance scores of random forest models are displayed in Figure 6, results are presented262

in relation to the predictive gap before failure occurrence. Global model accuracy ranges from 79%,263

when the predictive gap equals to 15 days, up to 89% when detecting fault the day of occurrence.264

This performance, that at �rst sight appears rather inaccurate in an industrial context, displays265

evidence of meaningful information in the event logs.266
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Figure 6: Predictions performance at various gaps, in days, to failure. Red curve shows classi�ca-
tion results of failed devices, blue curve shows classi�cation results of working devices and black
curve global error.

Overall, the predicting error rate is higher for faulty devices and it is easier to decide on a267

working status on the basis of resumed event pro�le of a device, independently of the prediction268

gap (see Figure 6, the red curve corresponding to the FNR stays above the blue line representing269

the FPR). The error rate is lower when classifying working devices, as observations of negative270

fault occurrence dominate the learning error. The result is consistent with the fact that random271

forests tend to maximize the model global accuracy, keeping a low error rate on larger classes272

(working devices) while allowing the smaller classes have a larger error rate.273

The smaller the temporal gap is, the more precise it is to predict both fault occurrence or274

devices' normal regime by event data, for example the FPR for working regimes being equal to275

3.74% for 1 day-ahead prediction and 7.15% for a 10-day-ahead horizon, see Figure 6.276

4.2 Variable importance277

Figure 7 shows importance ranking of attributes in classi�cation for a 0 days predictive gap, variable278

importance displays similar results for all of the 16 models for di�erent values of the predictive gap279

(results not shown). 3 groups of events appear relevant when predicting fault occurrence : A, B and280

J. First and third wavelet components of B group appear to be the red �ag for an abnormal regime281
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leading to a failure. A di�erent level of these events for a device and an alteration of the number of282

received events can be seen as an alarm for failure occurrence. Overall, we observe the same pattern283

for all of three groups of events: the faulty devices' average level of events is generally higher than284

working devices' event frequencies. Moreover, there is a substantial gap between the event regime285

7 days before failure occurrence and the week before that. This is particularly interesting, as events286

are related to low level communication on the grid. We suppose that failure a�ects the ability of287

devices to interact with other devices on the network.288

More helpful, Figure 7 shows that a considerable amount of information received and processed289

by the system are not relevant for revealing devices' operative status. Independently of their290

number or frequency, events of group C, G, K, D and F, seem to carry very little information about a291

possible failure of an equipment. This is to be expected as these events monitor di�erent software292

activity of various devices of the grid. In a predictive maintenance framework, the monitoring293

and processing of these categories presents no interest, events have no correlation with the fault294

occurrence.295
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Figure 7: Random forest variable importance output for a 0 day temporal gap

4.3 Observations proximity296

As in Figure 4, we use a multidimensional scaling to represent observation proximity in Figure 8.297

Recall that now the distances on plot are the ones implicitly learned by the classi�er so it is298

e�ectively using the information on the labels (coded in colours on the plot). Two important299

di�erences are to be highlighted. First, the classes are now better clearly separated even if with300

some overlap. The class of faulty devices (smaller, in red) forms now a compact group that aligned301

along a straight pattern. Second, the class of normal operation, that is without fault, presents302

a two arm structure. This means that while connected by some elements that are close to both303

arms in the middle of the plan, the structure suggest that this class is actually formed by two304

subclasses which are homogeneous for each of them. From a technical point of view, this result305

also indicates that working devices present two distinctive event pro�les, which shift to a single306

highly abnormal regime when failure emerges. This outcome is of a particular interest, as experts307

do not have any a priori knowledge about this singularity. Additional investigations may reveal308

di�erent manufacturer implementations or material con�gurations having no impact on devices309

primary functionalities.310
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Figure 8: MDS from RF. Each point represents a trajectory from a working device (in gray) or a
faulty device (in red).

4.4 Additional experiments311

Events of category B, J and A were the most relevant to describe device operative state and312

to detect a device in a abnormal regime leading to a failure. Using exclusively events of these313

three groups, we performed an additional set of experiments by including non grouped events as314

features and applying same methodological approach as described above on individual events. We315

treated 17 individual code events, therefore 51 wavelets attributes were computed and introduced316

as features to random forests classi�er. All other parameters remained unchanged. Performances317

scores of 16 models based on 51 features perform similarly to the global approach (results are not318

shown) which is using all grouped events.319

Essentially, error rates of non grouped B, J and A events models are lower than error of models320

using all code events.321

5 Discussion and conclusion322

From the modeling point of view, the use of wavelets and random forests gave several bene�ts.323

First, the proposed approach is general in the sense that it is not speci�c for predictive mainte-324

nance. Actually, it may be used on di�erent kind of anomaly detection from event logs such as325

intrusion detection, outage occurrence, etc., as long as one disposes with a way to construct the two326

class learning data set. Second, wavelets allows an important dimension reduction while keeping327

discriminatory power. With this, up-scaling the procedure is feasible since the processing needed328

to pass from functions to wavelet coe�cients may be done independently (and so using parallel or329

distributed computing schemes) for each device. Last, random forest gives interest insights through330

feature selection and observations proximity. The former bene�ts from localized coe�cients that331

gives nice interpretation properties to the DWT. The latter can be used together with graphical332

displays to make emerge patterns in data that are otherwise di�cult to unveil.333

A natural question that may arise is about the particular choice of the functional basis (i.e.334

wavelets) and the classi�er (i.e. random forest). One may naturally argue that other combination335

like for instance principal components and logistic regression would be equally reasonable. Our336

choices are guided for both interpretability and performance. Besides of having a low error level337

classi�er we look for tools that allow the practitioner to better understand the underlying problem.338

The �rst three principal components would extract a mean behaviour of the curves where what we339
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look for is the speci�c behaviour of each frequency curve that best explains its evolution. Location340

properties of wavelets, discussed in Section 3, induce the nice interpretability we look for while341

compressing the information by a handy number of features. Random Forest also contribute to342

provide with insights on the �tted model as it was discussed in Section 4.2 and 4.3.343

In our case, when processing log events we found evidence of untapped information on both344

fault occurrence and the normal devices' regime when monitoring electrical devices information345

�ow. When predicting the fault occurrence the FNR ranges from 18.72% when con�rming the fault346

by analysing event pro�le the day of fault occurrence, and goes up to 46.38% to 15 days predictive347

gap. In regard to these results, there a number of points that we should comment on.348

First, the increase of FNR inversely proportional to temporal gap implies that, in some extent,349

at least two weeks before failure occurrence a part of the devices have a similar event pro�le as350

working devices and their event regime undergoes a gradual daily alteration until failure. The351

degradation seems to accelerate 7 days before failure occurrence, the FNR equals to 40.99% and352

we gain several points of precision each day. We suppose that failure �rstly a�ects non essential353

functionalities, from which the event logs are issued, and only secondarily it leads to the cession354

of the main activity. This progressive shift underlines the fact that a fault occurrence does not355

necessarily imply a full and immediate standstill of a device as it continues to provide their primary356

function. In regard to these elements, the use of these noti�cations in a predictive maintenance357

tool is of a particular interest to track future devices fault.358

Second, a part of faulty devices are misclassi�ed and display similar log event pro�le as working359

devices until failure occurrence (FNR equals to 18.44% for a 1 day predictive gap). See also Figure 8,360

a part of red observations (faulty devices) are situated among grey observations (working devices).361

It is likely that the category of tracked failure is not similar to the previously described case, which362

a�ects primary and secondary functionalities di�erently. For these devices, functional features363

related to the main activity should probably be measured as log event pro�le do not change priori364

to the failure.365

One last point of a particular interest in the results are the early signs of breakdown a�ecting366

the devices more than two weeks in advance (FNR equals to 46.24% 2 weeks priori to failure). This367

result is supported by the high variable importance of the �rst wavelet component for all three368

groups of events, even for a high prediction gap (see 4.2). A really moderate usury of hardware369

related to external factors or network overload could a�ect a part of equipment. To a di�erent370

degree, we could also suppose that these devices show an abnormal event pro�le as soon as they371

are installed and a latent defect a�ects their non-core functionalities.372

To sum up, classi�cation results show that abnormal dynamics in speci�c events, can be con-373

sidered, to a certain extent, forerunner of a future fault. For a long term preventive strategy,374

there is an obvious need to cross the pro�les of identi�ed group of events with other sources of375

informations to increase model accuracy. Geographical situation the grid, power demand, voltage376

quality, or environmental factors could a�ect gradually devices leading potentially to a failure.377

Primary data and the monitoring of information resulting of the implemented features could allow378

to enhance the predictive capacity of events. Information on other components of the grid could379

o�er complementary perspectives on the network activity leading to devices usury. Even if the380

predictive performance does not allow to develop an operative tool, this model allows to identify381

a high risk population to failure. In a supervision context, the daily processing of ongoing events382

could allow for these devices to be prioritized and then acted upon with necessary actions.383
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