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Abstract
In this paper, we propose an original approach for assessing the accuracy of ion transport coefficients
in fluid models for moderate pressure capacitively-coupled plasma discharges. Temporally asymmetric
“tailored voltage” excitation waveforms are used to scan a wide range of discharge conditions in a simple
one-dimensional framework. Several classical expressions for electron and ion transport coefficients are
compared, and their influence over the self-bias is studied using a fluid model. The self-bias is shown
to be insensitive to the choice of electron transport coefficients, while very sensitive to variations of
ion mobilities. Our results show that fluid models can be competitive with hybrid models, provided
self-consistent ion transport models are used.

1 Introduction
Accurate modeling of radio-frequency (RF) plasma discharges is crucial for the understanding and op-
timization of plasma enhanced chemical vapor deposition (PECVD) processes commonly employed in
the fabrication of photovoltaic solar cells and flat panel displays [1] [2]. For example, low temperature
plasma enhanced silicon epitaxy [3] involves a complex chemical mechanism, including hundreds of gas-
phase species, as well as silicon nanoparticles [4]. It is thus highly desirable to develop fluid models able
to describe such deposition processes [5]. In this respect, as most of the energy incoming on the substrate
can be attributed to ion fluxes, an accurate description of the deposition process requires an accurate
description of ion fluxes accross the plasma sheath.

The determination of reliable expressions for transport fluxes is one of the main challenges raised
by fluid plasma models. The Chapman-Enskog method can provide such expressions on the basis of
an asymptotic expansion in powers of the Knudsen number and the mass ratio between electrons and
heavy species [6] [7]. However, such expressions are consistent with small deviations from local thermal
equilibrium [8]. Their use is therefore questionable for the description of charged species transport, e.g.
in the plasma sheath of a radio-frequency discharge. Besides, practical evaluation of transport coefficients
requires a model for collisions between species pairs. Whenever possible, binary interactions are described
by means of a model interaction potential, and collision integrals can then be tabulated for a given gas
mixture [9] [10]. The choice of the model potential and the computation of the collision integrals from
potential parameters and collision cross-sections induce additional approximations.

Numerical modeling of non-equilibrium plasma discharges has been extensively studied over the past
decades [11]. If electron transport properties are now generally obtained from the numerical resolution
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of a two-term approximation to the electron Boltzmann equation [12], conversely various approaches
are used in the literature to derive ion transport coefficients. The simplest approximation consists of a
constant ion mobility coefficient [13] [14] [15] [16], generally extrapolated from drift-tube experiments.
Ion diffusion coefficient is then neglected or computed from Einstein’s relation.

As a matter of fact, if the mobility is constant then the drift velocity is proportional to the electric
field, which is not consistent with experimental observations in the limit of relatively high electric fields
[17]. The reason is that strong electric fields induce significant deviations from local thermal equilibrium.
Many authors thus refine the latter approach by assuming a constant low-field mobility, and adjusting
the high-field mobility using a scaling law for the drift velocity as a function of the reduced electric field,
that is the ratio E/n of the electric field over the gas density, of the form [18] [19]

v+ = k̃+

(
E

n

) 1
2

, (1)

where k̃+ is a constant adjusted for continuity with the low-field mobility value. The low-field mobil-
ity values may be extrapolated from drift experiments, computed from a given collision potential, e.g.
Langevin potential [20] [21], or from Monte Carlo simulations [22] [23] [24]. Ion diffusion coefficient is
then neglected or computed from Einstein’s relation.

When drift data are available, they can be used to extrapolate ion mobility and/or diffusion coefficients
as a function of the reduced electric field E/n [25] [26] [27]. However, it is not granted that data derived
from drift experiments can be applied unmediated to other discharge conditions. Especially, ion mobilities
and diffusion coefficients might not depend only on E/n. Besides, as drift data for reduced electric field
above 100-1000 Td remain scarce, one still has to make an assumption on the asymptotic behavior of the
mobility and/or diffusion coefficient as E/n tends to infinity. Again, there is no clear consensus on that
matter in the literature [28] [29] [30].

Several other approaches are available. For instance, the two-temperature and three-temperature
theories of Mason et al. [31] have proved very successful at describing ion fluxes accurately in a wide
range of drift conditions. However, those methods require the use of arbitrary parameters – or ansatz
– and might be very cumbersome to implement. Also, neither commercial nor open-source software
implementing these theories is available at present. This might explain why such methods have not yet
become a standard in plasma fluid models.

Additionally, in RF discharges the frequency of the electric field oscillations can be comparable to the
ion momentum transfer collision frequency, and therefore induce a temporal non-equilibrium of the local
ion distribution function. For that reason, many RF discharge models use the “effective electric field”
approximation to account for the temporal inertia of ions [32] [33] [34]. This method assumes that ions,
due to their inertia, do not feel the effect of the instantaneous electric field, but of an effective electric
field solution of a time-dependant evolution equation [32].

In this paper we propose an original approach for assessing the validity of ion transport models
in RF discharges. We present results from numerical simulations of a capacitively-coupled (CCP) RF
discharge in hydrogen excited by asymmetric voltage waveforms [35], using a fluid model in which we
have implemented various classical charged species transport models. We compare our results with
experimental values of the self-bias potential – or “self-bias”, or “DC bias” – and computational results
from a hybrid model, which couples a particle in cell model for charged species with a fluid model for
neutral species [35]. We study the sensitivity of the self-bias potential to the values of charged species
transport coefficients. The self-bias turns out to be insensitive to electron transport coefficients, while
very sensitive to ion mobility coefficients. Our results show that fluid models can reproduce the self-bias
within comparable accuracy as hybrid models, provided consistent ion transport coefficients are employed.

We have focused on a hydrogen radio-frequency plasma discharge as a test case for a numerical
investigation of transport parameters. This choice is justified as many precursor gas mixtures currently
in use in the industry contain hydrogen, hence improvement of existing hydrogen plasma models is a
necessary step towards the development of more accurate and reliable discharge models. As a consequence,
much effort has been devoted to the understanding and modeling of hydrogen discharges, and a detailed
description of scattering processes and chemical kinetics is available for hydrogen [36] [37] [38] [39] [40].
Furthermore, H2 plasma chemistry remains relatively simple, in the sense that it does not generate
arbitrarily large and complex molecules or ions, and does not require accounting for a complex surface
chemistry, as can be the case for instance in silane discharges [41] [42] [43].
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The self-bias potential is an easily accessible experimental value, strongly related to ion fluxes towards
both electrodes and reactors walls [44] [45]. Comparison with measured values of the self-bias is therefore
a way of assessing the accuracy of ion transport expressions. Besides, the evolution of the self-bias
potential is strongly related to the formation of nanoparticles and powders [46] [47] [48], and is often used
in research reactors as a tool for controlling the discharge conditions and deposition process [49]. Industrial
reactors used in photovoltaic applications have large area electrodes – up to 9 m2 for generation 10 – and
are therefore geometrically symmetric, implying a negligible self-bias potential. However, asymmetric
excitation waveforms are now seen as an interesting tool to control independently the ion flux and ion
energy in RF-CCP discharges [50] [51] [52]. This kind of waveforms generally induce a nonnegligible
self-bias even in a geometrically symmetric discharge, due to the temporal asymmetry of the applied
potential. This allows to span a wide range of discharge conditions for a given geometrical configuration.
As the discharge we consider in this work is geometrically symmetric, we will use a one-dimensional model
as in [35].

The model is described in section 2, results and discussion are presented in section 3, before a con-
clusion is drawn in section 4.

2 Description of the model
The radio-frequency process is described, and the governing equations are stated along with expressions
for transport fluxes.

2.1 Radio-Frequency Reactor
The experimental setup was presented in [35] and [53]. A reactor with an inter-electrode gap of 2.5 cm was
made geometrically symmetric by adding a thick Teflon ring. A schematic representation of the radio-
frequency reactor is shown in Figure 1. The reactor is axisymmetric about the z axis, with corresponding
polar coordinates r and θ. Hydrogen gas is injected through a showerhead with a normal inlet velocity.
The lower electrode is grounded, while the upper electrode is driven by a periodic applied potential. In
our model, the external circuit is simplified and reduces to the RF generator and blocking capacitor.
Indeed, there is no need to account for the matching box for our purpose [54] [55]. The working pressure
is 900 mTorr, the working temperature is 300 K. The fundamental frequency of the applied signal is
f = 5 MHz. More details on the experimental configuration can be found in [35] [53].

H2 flow

ez

ereθ

Teflon

ring

Figure 1: Schematic representation of the axisymmetric radio-frequency reactor.

The voltage waveform generation was described in [56]. In this work we consider the same waveforms
as in reference [35]. Peak-valleys waveforms, which are characteristic of amplitude asymmetry, are defined
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by the following applied potential

ϕap(t) = ϕrf

Nrf∑
k=1

Nrf − k + 1
Nrf

cos (kωt+ Ψ), (2)

where Nrf is the number of harmonics, and Ψ is a phase shift which is varied between 0 and π. Sawtooth-
like waveforms, which are characteristic of slope asymmetry, are also considered. Sawtooth-like waveforms
are obtained by truncating the Fourier series of a “sawtooth” function [53]

ϕap(t) = ϕrf

Nrf∑
k=1

1
k

sin (kωt). (3)

This type of waveform also induces a self-bias potential on the powered electrode in geometrically symmet-
ric systems. The self-bias induced by sawtooth voltage waveforms has revealed sensitive to the chemistry
employed. In particular, when an electronegative gas is used such as CF4, the sign of the self-bias is
reversed compared to the argon case. When H2 is used as inlet gas, an intermediate behavior is observed
with a less pronounced asymmetry effect, attributed to the lower mass of hydrogen [57].

2.2 Conservation equations
The use of fluid models is generally justified for pressures above 500 mTorr [15] [5], which is the case of
the process considered in the present article. Our plasma model takes into account a two-temperature
hydrogen plasma chemistry, including electron collision reactions and heavy-species reactions. A self-
consistent computation of the self-bias potential has been implemented in order to study the effect of
asymmetric excitation on ion fluxes. The convection velocity is not considered, as it is negligible compared
to charged species drift and diffusion velocities. The evolution equations for electron temperature, electric
potential, and species mass fractions thus read [5]

∂t(ρYk) + ∂x · (ρYkVk) = mkωk, k ∈ S, k 6= H2, (4)

YH2 = 1−
∑
k 6=H2

Yk, (5)

∆ϕ = −nq
ε0
, (6)

∂t

(3
2nekbTe

)
+ ∂x ·Qe = Je ·E + ∆Eeh. (7)

where S denotes the set of chemical species considered, Yk is the mass fraction of the kth species, and
ρ denotes the mass density of the fluid mixture. We also denote by ρk = ρYk the mass density, and
nk = ρk/mk the number density, of the kth species. For k ∈ S, Vk denotes the diffusion velocity of the
kth species, mk = Namk its molar mass, and ωk its molar production rate. Besides, n =

∑
k∈S nk is the

number density of the mixture and q =
∑
k∈S qknk/n is the average charge of the mixture, E = −∂xϕ is

the electric field and ϕ is the electric potential, solution of Poisson’s equation (6). The equation for the
main carrier gas H2 has been taken such as to ensure the total mass conservation in the mixture. This
assumption is valid as H2 is in excess [58]. Also, the pressure is assumed to be uniform in the reactor
p(t,x) = p0. Finally, Te is the electron temperature,Qe denotes the electron heat flux, Je = neqeVe is the
electron conduction current density, and ∆Eeh = −∆Ehe is the energy exchange rate between electrons
and heavy species due to nonreactive or reactive collisions. The magnetic field is not considered, as the
discharge dimensions are sufficiently small to avoid the generation of magnetic waves [59].

As we consider a geometrically symmetric discharge, fluid plasma equations are solved in a one-
dimensional approximation to obtain the plasma macroscopic properties along the reactor axis, and the
self-bias potential can be computed self-consistently, assuming radial variations are negligible [55].

2.3 Thermodynamic properties
In the case of a weakly ionized plasma, since ne � n and me � m, the perfect gas laws derived from the
kinetic theory [5] [7] yields the following expression for ρ

ρ = p0m

RT
, (8)
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where T is the mixture temperature and m is the mean molar mass of the mixture, defined by ρ/m =∑
k∈S ρk/mk.
The species specific entropies sk, k ∈ S, specific enthalpies hk, k ∈ S, and specific heats cpk, k ∈ S,

are required for the evaluation of the chemically reactive source terms. In general, species thermodynamic
properties are evaluated from polynomial approximations. The corresponding absolute thermodynamic
data can be found in the NIST-JANAF Thermochemical Tables [60] or on the webbook NIST [61]. In this
work, fourth-order NASA / SANDIA polynomials defined over two temperature intervals have been used.
The polynomial expansion coefficients have been taken from the Chemkin Thermodynamic Database [62].

2.4 Transport fluxes
The species diffusion velocities are taken in the form

Vk = −D̃k ∂x lnYk + µ̃kE, k ∈ S, k 6= H2, (9)

where D̃k is the self-diffusion coefficient and µ̃k is the mobility coefficient of the kth species.
Equation (9) corresponds to the first variational approximation to the first-order multicomponent

diffusion coefficients in a neutral gas mixture, commonly referred to as the Hirschfelder-Curtiss approx-
imation [63] [64] [58], except the term ∂xXk/Xk, where Xk = Ykm/mk is the mole fraction of the kth

species, has been replaced by ∂xYk/Yk, that is the spatial derivative of m has been neglected. Also, the
correction velocity [64] [58] has been dropped since the mass conservation is ensured by equation (5) for
H2. Thus, the governing equation (4) for the kth species depends only on the mass fraction Yk, and not
on Yl, l 6= k. Such a diagonal approximation is valid when one of the species is in excess while all the
other species are in trace amounts [65] [66] [58].

The electron heat flux can be written in the form

Qe = 5
2nekbTeVe − λ̃ee∂xTe, (10)

where λ̃ee is the electron self-thermal-conductivity [5].

2.5 Transport coefficients
The self-diffusion coefficients of neutrals D̃k, k ∈ N, where N ⊂ S denotes the indexing set for neutral
species, are taken according to the Hirschfelder-Curtiss approximation [63] [64] [58]

D̃k = 1− Yk∑
l∈N
l 6=k

Xl/Dk,l
, k ∈ N, (11)

where Dk,l is the binary diffusion coefficient for species pair (k, l). The binary diffusion coefficients of
neutral species are computed using Lennard-Jones potentials. Transport coefficients have been calculated
by means of EGLIB software [67]. The “TRANFT” fitting program [68] has been used for practical
computation of collision integrals.

For charged species, since Yk � 1 and H2 is in excess, the above formula reduces to

D̃k = Dk,H2 , k ∈ S \N, (12)

that is we consider that charged species diffuse against H2 only.
The electron self-thermal-conductivity is given by the following Drude-Lorentz type formula [69]

λ̃ee = 5
2nekbD̃e. (13)

Equation (13) can be derived from the kinetic theory of a Lorentz gas made of Maxwellian molecules,
that is molecules interacting with a potential proportional to r−5, where r is the intermolecular distance
[70].
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The base case electron binary diffusion coefficient is computed from direct integration of the momen-
tum transfer cross-section against the zeroth-order Maxwellian distribution at temperature Te

1
nDeH2

= 8
3

( me
2πkbTe

) 1
2 1

(kbTe)3

∫
E2
ee
− Ee

kbTe ΣeH2 dEe, (14)

where ΣeH2 denotes the momentum transfer cross-section between electron and H2. In the following, the
latter expression will be denoted as “Hirschfelder-Curtiss” approximation, as it corresponds to the first
order expansion in Sonine polynomials of the first order Chapman-Enskog expansion. Accordingly, the
base case mobility µ̃e is obtained from Einstein’s relation

µ̃e = qe
kBTe

D̃e. (15)

Both transport coefficients have been fitted by means of fourth-order polynomials in Te.
We have also considered alternative formulations for electron mobility and diffusion coefficients, ob-

tained from the resolution of the equation for an homogeneous and stationary electron energy distribution
probability, approximated by a two-term expansion over Legendre polynomials [12]. Calculations were
made using the BOLSIG+ software [71], and the collision cross-sections were taken from the LXcat
database [72]. H2 ionization and electronic excitation cross-sections were taken from Phelps database
[73], cross-section data for dissociative ionization of H2 was taken from Janev [74], H atom ionization
cross-section was taken from Kim and Rudd [75], and e-H2 momentum transfer cross-section was taken
from Itikawa database [76].

In their numerical study of a SiH4-H2 discharge, Nienhuis et al. estimated the ion mobility in back-
ground neutrals from Langevin expression [77]. Langevin mobility is based on the polarization interaction
which dominates at low energies [20] [31] [21]. They then deduced the diffusion coefficients from Ein-
stein’s relation. Amanatides and Mataras adopted the same expressions for ion mobilities and diffusion
coefficients [42]. Hassouni et al. have studied microwave discharges in hydrogen at moderate pressures
– of the order of 104 Pa. Given the relatively small Debye length in such discharges, they have adopted
an ambipolar approximation for the computation of charged species velocities [78] [79]. Their results
show a quantitative agreement with experimentally measured Hα emission, radial electric field, and gas
temperature. Salabas Gousset and Alves [24] have implemented a 2D model for an RF-CCP discharge
in a geometrically asymmetric reactor, and calculated self-consistently the self-bias potential. They have
studied the influence of the effective electric field approximation on the value of the self-bias for several
discharge conditions both for helium and silane-hydrogen chemistry. However, their results could not
reproduce quantitatively the experimental value of the self-bias. They have taken into account three
hydrogen positive ions, namely H+, H+

2 , and H+
3 . The low-field mobilities of H+, H+

2 , and H+
3 in H2

were taken from references [80] [81] [23]. The high-field mobilities of H+ and H+
3 were given in the form

(1), where the constants k̃k were adjusted for continuity with the respective low-field expressions. The
high-field mobility of H+

2 was obtained according to reference [18]. The diffusion coefficients were deduced
from Einstein’s relation. More recently, Alves and coworkers have coupled their plasma fluid model to
a quasihomogeneous collisional-radiative model for the populations of electronically excited atoms and
vibrationally excited ground-state molecules [82]. Their results were in closer agreement with experimen-
tal values of H atom density, electron density, and plasma potential. Finally, Novikova and Kalache [83]
[26] adopted the effective field approximation for the calculation of ion drift velocities, and estimated ion
transport coefficients from Šimko et al. [23].

In our base case, the binary mobility coefficients of ions with respect to neutral molecules are taken
according to Langevin collision integrals [20] [21]

µ̃k p = µk,H2 p = 38.7 T
√
αH2mkH2

cm2.s−1.Torr, k ∈ I, (16)

where T is the gas temperature, mkH2 = mkmH2/(mk + mH2) is the reduced mass in a.m.u., αH2 is the
polarizability of H2, taken equal to [21]

αH2 = 0.805 Å3
, (17)

and the corresponding diffusion coefficients are deduced from Einstein’s relation. In an alternative ap-
proach, we consider the mobility adopted by Salabas et al. [24]. The low-field mobility is constant and
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is extrapolated from the work of Šimko et al. [23], and the high-field mobility scales as (E/n)−1/2. The
diffusion coefficients are also deduced from Einstein’s relation. Finally, in a third approach, we have ex-
pressed the mobility and diffusion coefficients of ions as functions of the reduced electric field E/n, on the
basis of Monte Carlo calculations carried out by Šimko et al. [23]. The asymptotic limit has been chosen
such that ln µ̃+, ln D̃+, are affine functions of ln (E/n) when E/n tends to infinity, the affine constants
being adjusted for continuity of the function and its first derivative. This is equivalent to assuming that
µ̃+ and D̃+ scale as (E/n)α, where α is a constant adjusted for first-order continuity: α turns out to be
negative for µ̃+ and positive for D̃+. As a result, ln µ̃+ is a decreasing function of E/n, while ln D̃+ is
an increasing function of E/n in the asymptotic limit. This is consistent with the conclusions derived
by Skullerud at al. in the limit of infinitely large electric fields [28] [29], and with generalized Einstein
relations derived by McDaniel and Mason [31].

Table 1: Arrhenius parameters for electron collision reactions.
r Electron collision Ar (mol,cm3,s) βr Er (cal.mol−1) Ref.

Ionization
1 H2 + e ⇀ H+

2 + 2e 4.798 × 1013 0.505 361,455 [73]
2 H + e ⇀ H+ + 2e 1.151 × 1014 0.400 331,138 [75]
3 H2 + e ⇀ H + H+ + 2e 3.745 × 1010 0.810 418,729 [74]

Dissociation
4 H2 + e ⇀ H2(a3Σ+

g ) ⇀ 2H + e 1.080 × 1019 −0.738 299,420 [73]
5 H2 + e ⇀ H2(b3Σ+

u ) ⇀ 2H + e 2.060 × 1018 −0.509 240,894 [73]
6 H2 + e ⇀ H2(c3Πu) ⇀ 2H + e 2.033 × 1019 −0.764 294,661 [73]
7 H2 + e ⇀ H2(d3Πu) ⇀ 2H + e 6.264 × 1018 −0.785 351,292 [73]
8 H2 + e ⇀ e + H + H(n = 3) (Ba-α) 5.763 × 1013 0.115 378,538 [73]
9 H2 + e ⇀ e + H + H(n = 2) (Ly-α) 7.108 × 1013 0.313 393,631 [73]
10 H+

3 + e ⇀ H+ + 2H + e 1.220 × 1017 0.000 179,380 [84]
11 H+

2 + e ⇀ H+ + H + e 1.460 × 1017 0.000 37,460 [84]

Recombination and dissociative recombination
12 H+ + 2e ⇀ H + e 3.630 × 1037 −4.000 0.0 [84]
13 H+

3 + e ⇀ 3H 8.000 × 1017 −0.404 0.0 [84] [26]
14 H+

3 + 2e ⇀ H + H2 + e 3.170 × 1021 −4.500 0.0 [84]
15 H+

2 + 2e ⇀ 2H + e 3.170 × 1021 −4.500 0.0 [84]

2.6 Chemistry
The chemistry mechanism involves two kinds of reactions: electron collision reactions on the one hand,
which depend on electron temperature Te and are assumed to be irreversible, and heavy-species reactions
on the other hand, which depend on the heavy-species temperature T and are reversible. The rate of
progress of the rth reaction reads

τr = Kf
r

∏
k∈S

n
νrf

k

k −K
b
r

∏
k∈S

n
νrb

k

k , (18)

where Kf
r and Kb

r are the forward and backward rate constants of the rth reaction.
The present model takes into account six species, namely e, H, H2, H+, H+

2 , and H+
3 . The set of

electron collision reactions for hydrogen plasma chemistry is detailed in Table 1. Electron collisions
include ionization, dissociation, and recombination reactions. In general, the forward rate constant is
approximated by a generalized Arrhenius empirical relation, of the form

Kf
r(Tr) = ArT

βr
r exp

(
− Er
RTr

)
, (19)

where Tr is the temperature of the rth reaction – namely Tr = Te if r is an electron collision reaction
and Tr = T if r is a heavy-species reaction –, Ar is the pre-exponential factor, βr is the pre-exponential
exponent and Er ≥ 0 is the activation energy of the rth reaction. For heavy-species reactions, the
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backward rate constant is generally deduced from the forward rate constant and the equilibrium constant
by the law of mass action

Ke
r(T ) = K

f
r(T )
Kb
r (T ) . (20)

The equilibrium constant Ke
r(T ) corresponds to the chemical equilibrium proportions, as described by

statistical mechanics [85], and is obtained from the knowledge of the species thermochemical properties.
For some of the heavy-species reactions though, both the forward and backward rate constants are
specified directly in Arrhenius form [84].

Table 2: Net average electron energy loss in reactive collisions.
r Electron collision −∆Eer (eV) Reference

Ionization
1 H2 + e ⇀ H+

2 + 2e 15.43 [21]
2 H + e ⇀ H+ + 2e 13.60 [21]

Dissociation
3 H2 + e ⇀ 2H + e 10.50 [74]
4 H+

3 + e ⇀ H+ + 2H + e 14.87 [74], [86]
5 H+

2 + e ⇀ H+ + H + e 8.67 [74], [21]
Recombination and dissociative recombination

6 H+ + 2e ⇀ H + e −13.60 [21]
7 H+

3 + e ⇀ 3H 1.27 [87], [86]
8 H+

3 + 2e ⇀ H + H2 + e −9.23 [86]
9 H+

2 + 2e ⇀ 2H + e −4.93 [74], [21]

The energy exchange term ∆Eeh = −∆Ehe is expressed from the kinetic theory [7] as

∆Eeh = ∆Eel
eh + ∆Echem

eh , (21)

where ∆Eel
eh is the energy exchange term due to elastic scattering of electrons against heavy species,

and ∆Echem
eh the energy exchange term due to reactive electron collisions. The elastic relaxation term is

induced by the translational non-equilibrium between electrons and heavy species [34] [7]

∆Eel
eh = ∆E0,el

eh = −3
2nhkb(Te − T ) 1

τ el , (22)

and is negligible for the process we consider [88] [89]. The energy exchange due to reactive electron
collisions is given as [7]

∆Echem
eh =

∑
r∈Re

∆Eerτr, (23)

where Re denotes the set of electron collision reactions, and ∆Eer is the net average energy gained by
electrons during the rth electron collision reaction. The values adopted for the present study are specified
in Table 2, along with associated references.

Heavy-species reactions are listed in Table 3. They comprise neutral-neutral reactions and ion-neutral
reactions. In our conditions, the main positive ion in H2 plasma is H+

3 , due to the fast conversion reaction
[90] [82]

H2 + H+
2 → H+

3 + H. (24)
The vibrationnally excited states of hydrogen have not been taken into account, as it should have negli-
gible influence on the value of the self-bias, neither was the presence of H− ion induced by dissociative
attachment on H2 excited states [26] [90], since H− density is negligible compared to positive ion densities
in our conditions [26] [90].

2.7 Boundary Conditions
The potential at grounded electrode is set to zero. The boundary condition for the potential at the
driven electrode is specified from the description of the external circuit, and is detailed in the next
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Table 3: Arrhenius parameters for heavy-species reactions.
r Reaction Ar (mol,cm3,s) βr Er (cal.mol−1) Reference

Neutral-neutral reactions
16 H2 + H2 = 2H + H2 8.610× 1017 −0.700 52,530 [84]

Reverse rate 1.000× 1017 −0.600 0.0 [84]
17 H2 + H = 3H 2.700× 1016 −0.100 52,530 [84]

Reverse rate 3.200× 1015 0.000 0.0 [84]
Ion-neutral reactions

18 H+
2 + H = H+ + H2 3.850× 1014 0.000 0.0 [84], [26]

Reverse rate 1.900× 1014 0.000 21,902 [84]
19 H2 + H+

2 ⇀ H+
3 + H 1.270× 1015 0.000 0.0 [84], [26]

20 H+ + 2 H2 ⇀ H+
3 + H2 1.950× 1020 −0.500 0.0 [84], [26]

section. Secondary electron emission is taken into account, and the value of the secondary electron
emission coefficient is γe = 0.1 [91].

The boundary conditions for positive ions read

Vk · n = max
[
Vdrift
k · n,Vk+

]
, k ∈ I+, (25)

where I+ denotes the set of positive ions, n denotes the unit vector normal to the surface pointing
outwards from the reactor, Vdrift

k is the drift velocity of the kth species

Vdrift
k = µ̃kE, k ∈ S, (26)

and Vk+ corresponds to the average flux of molecules of the kth species [70] whose velocity is directed
towards the wall, in the limit of a vanishing electric field. This average flux is computed as that of a
Maxwellian distribution function, that is

Vk+ = 1
2v

th
k , (27)

where vth
k is the thermal velocity of the kth species, given by [70] [92]

vth
k =

(
8kbT

πmk

) 1
2

, k ∈ I+. (28)

The boundary condition (25) is such that when the outwards drift velocity Vdrift
k ·n is large compared to

the thermal velocity vth
k , the diffusion velocity at the boundary is merely equal to the drift velocity, while

in the case when the drift velocity is negligible or oriented inwards, the diffusion flux at the electrode is
merely the thermal flux [93] [94]. This boundary condition also ensures that the flux of positive ions is
always directed outwards the reactor, as secondary ion emission is negligible for the discharge we consider.

The boundary conditions for electrons read

Ve · n = max
[
µ̃eE · n,

1
2v

th
e

]
− Vsem

e · n, (29)

where Vsem
e is the secondary emission flow rate (γe = 0.1).

The boundary conditions for electron temperature read

Qe · n = ρehemax
[
µ̃eE · n,

1
2v

th
e

]
− neEsemVsem

e · n, (30)

where Esem is the specific energy of secondary electrons, which can be expressed in terms of the ionization
energy Eioniz and the work function of the electrode W as Esem = Eioniz − 2W [54] [91].

The boundary conditions associated wih the equation for H2 are consistent with the dilution approxi-
mation (5). For other neutral species, the boundary conditions at both electrodes are those of a catalytic
plate (

ρYkVk
)∣∣
t,0 = mkω̂k, k ∈ N, (31)
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where ω̂k is the surface molar production rate of the kth gaseous species. Only the recombination of
atomic hydrogen

H(g) + wall −→ 1
2H2(g) + wall (32)

is considered, and the corresponding recombination coefficient has been set to 0.2 [95] [40]. Besides, all
ions recombine at both electrodes with a recombination probability equal to 1:

H+(g) + wall −→ H(g) + wall, (33)
H+

2 (g) + wall −→ H2(g) + wall, (34)
H+

3 (g) + wall −→ H2(g) + H(g) + wall. (35)

2.8 External Circuit

+𝑄B(𝑡)−𝑄B(𝑡)

𝜑B(𝑡) 𝜑AP(𝑡)

Γ𝐿

Γ0

𝐼RF(𝑡) 𝐶B

𝜑0𝑉(𝑡, 𝑥)
𝜑𝐿 𝜒(𝑡, 𝒙)𝜑𝐿(𝑡)

Γ𝐿

Γ0

𝜑0V(𝑡, 𝒙)

ΩΩ

Figure 2: Schematic representation of the discharge and external circuit, including the generator and
blocking capacitor. The potential is decomposed in a “bare” potential ϕl χ and a “relaxation” potential
ϕ0v.

In this section we detail the boundary condition for the potential at the driven electrode. The external
blocking capacitor is taken into account, allowing for the determination of the self-bias potential. A
schematic representation of the discharge and external circuit is presented in Figure 2. For the sake of
simplicity, no matching box is considered. In order to compute the potential at the driven electrode
ϕl(t) = ϕ(t, L), where L is the interelectrode distance, the potential accross the discharge is decomposed
in the form

ϕ = ϕ0v + ϕl χ, (36)

where ϕ0v is a “relaxation” potential, solution of Poisson’s equation with the actual charge distribution
in the reactor at time t and a driven potential equal to zero

∂2
xϕ0v = −

∑
k∈S

nkqk
ε0

, x ∈ Ω, ϕ|Γ0 = 0, ϕ|Γl = 0, (37)

and ϕlχ is the “bare” potential, that is χ is the solution of Laplace’s equation accross the reactor

∂2
xχ = 0, x ∈ Ω, χ|Γ0 = 0, χ|Γl = 1, (38)

which depends only on the geometry of the reactor and can be computed a priori. In the preceding
equations, Γ0 and Γl denote the respective electrode surfaces, and the electric field and electric current
vanish otherwise at the teflon walls. Note that ϕ0v can be asymmetric with respect to the center of the
discharge located at z = L/2.

Due to the conservation of total current in the circuit, ϕl is a solution to

Cb
dϕl
dt

= Cb
dϕap
dt
− IRF(t) (39)
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where ϕap is the applied potential. The current IRF can be expressed as the current flux through the
driven electrode [96] [24] [97] [55]

Irf(t) = −
∫

Γl

(j + ε0∂tE) · nds, (40)

where
j =

∑
k∈S

nkqkvk (41)

is the conduction current, and ε0∂tE is the displacement current. Alternatively, the current can be
obtained from the expression of electric power dissipated in the discharge [98] [5]. Indeed, Irf can be
written as

Irf(t) = − 1
ϕl

∫
Γl

ϕ (j + ε0∂tE) · nds,

= − 1
ϕl

∫
∂Ω
ϕ (j + ε0∂tE) · n ds,

= − 1
ϕl

∫
Ω
∂xϕ · (j + ε0∂tE) dω = 1

ϕl(t)P,

where the conservation of total current has been used, and where P denotes the electric power dissipated
in the discharge. As ϕ and ϕlχ coincide on the domain boundary ∂Ω, Irf can also be expressed similarly
as [98] [5]

Irf(t) = −
∫

Ω
∂xχ · (j + ε0∂tE) dω

= −
∫

Ω
∂xχ · j dω + Cv

dϕl
dt

,

where Cv is the “bare” capacitance of the reactor

Cv = ε0

∫
Γl

∂xχ · nds, (42)

which depends only on the geometry of the reactor and can be computed a priori.
Therefore, the potential ϕl is the solution of the following differential equation

(Cb + Cv)dϕl
dt

= Cb
dϕap
dt

+
∫

Ω
∂xχ · j dω, (43)

which is solved self-consistently with equations (4)-(7). In this work, we have preferred the latter formu-
lation since it has revealed more stable numerically than using expression (40) for Irf. Note that in the
one-dimensional approximation, equation (43) becomes

(Cb + Cv)dϕl
dt

= Cb
dϕap
dt

+ S

L

∫ L

0
j dz, (44)

and the “bare” capacitance reads
Cv = ε0S

L
, (45)

where S is the surface of the electrodes. Equation (45) is the classical expression for the capacitance of
a parallel plate capacitor. In practice, the geometry of a reactor may be more or less complex, and it is
preferable to evaluate experimentally the value of the “bare” capacitance. Moreover, since the blocking
capacitance Cb is generally taken large compared to Cv, the actual value of Cv has little influence on the
determination of the external potential ϕl.
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2.9 Numerical Implementation
We denote by nc the number of unknowns. The solution vector is denoted by

Ξ = (Ξl)1≤l≤nc , (46)

The discretized equations are obtained from a three-point finite difference scheme. The time derivatives
are discretized in a fully implicit manner. The discretization of the transport fluxes requires special care.
Indeed, the electric field acts as a convection velocity and may reach fairly large values in the sheaths, so
that the associated pseudo-Peclet number

Pk = µ̃kEL

D̃k

, k ∈ S, (47)

may be large compared to 1. Thus, in order to avoid numerical instabilities, we adopt an exponential
discretization scheme [99], often referred to as the “Scharfetter-Gummel” numerical scheme in the plasma
and semi-conductor literature [100] [19] [5].

The equations for the nth iteration at time t may be written in the form

A(Ξn
Z) ∂tΞn

Z + FZ(Ξn
Z) = 0, (48)

were Ξn
Z denotes the nth iterate over the grid Z, A(Ξn

Z) is a bloc diagonal matrix, and

∂tΞn
Z = Ξn

Z −Ξn−1
Z

tn − tn−1 (49)

is the discretized time derivative at time tn. These implicit non-stationary equations are solved by a
modified Newton method [101] [102]. After a few RF cycles the process reaches a pseudo-stationary
state, in which the relevant physical variables, namely the electron temperature Te, the electric potential
ϕ and the species mass fractions Yk, k ∈ S, are periodic. Time iterations are performed with time steps
bounded by 0.25 ns, until a pseudo-steady-state is reached, where the relative changes in the main plasma
properties do not exceed 10−5 between two cycles. The pseudo-steady-state is generally reached within
a few thousand cycles [5].

3 Results and Discussion
In the following, first various expressions for charged species mobility and diffusion coefficients are com-
pared. Although substantial differences in electron transport coefficients are found, it will be shown
that this has practically no effect on the value of the self-bias, at least in the conditions we considered.
Conversely, the self-bias turns out to be highly sensitive to the values of ion transport coefficients.

Two kinds of excitation waveforms are considered, namely peak-valleys waveforms – equation (2) – and
sawtooth waveforms – equation (3). In both cases the self-bias is compared to experiments conducted
at Ecole polytechnique [35], and numerical results obtained from a hybrid model developed in Bari
University [55] [35]. The latter model consists in a 1D in space, 3D in velocity space, particle-in-cell with
Monte Carlo collisions model for charged species (PIC/MCC), coupled to a one-dimensional state-to-
state reaction-diffusion model for hydrogen atoms and hydrogen molecules in different vibrational states
[38] [103]. This model has been applied to a parallel plate RF-CCP discharge and a good qualitative
agreement with experimentally measured H atom density, electron density, plasma potential [90], and ion
densities [91] has been found. The same model was applied to RF-CCP discharges excited by asymmetric
voltage waveforms, and the results have shown an excellent qualitative agreement with experiments [55]
[35].

3.1 Study of electron transport coefficients
Different approximations for electron mobility and diffusion coefficients have been considered. In Figure
3, our base case electron mobility, obtained from the “Hirschfelder-Curtiss” approximation, where the
diffusion coefficient of electrons in H2 is computed from direct integration of the momentum transfer
cross-section against a Maxwellian distribution at Te (14)-(15), is compared to results obtained with
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the BOLSIG+ software [12] [71] for a Maxwellian electron distribution function, based on the same
momentum transfer cross-section [76]. Surprisingly, both methods yield very different results, though one
would think they should rely on the same approximation. As a matter of fact, the “Hirschfelder-Curtiss”
approximation can be derived from the generalized Chapman-Enskog expansion carried out in [6] [7],
in the limit of a high dilution ratio. Therefore it should be consistent with BOLSIG+ results when
a Maxwellian distribution is used, which is not the case apparently. As the equations implemented in
BOLSIG+ software for a Maxwellian distribution function are not detailed in the documentation, it is
not possible at present to explain such a discrepancy.

Figure 3: Comparison of the values of electron mobility as a function of Te. The continuous line corre-
sponds to values obtained from the “Hirschfelder-Curtiss” approximation, while the dashed line corre-
sponds to mobility computed with BOLSIG+ [12] [71] using a Maxwellian electron distribution function.
The momentum transfer cross-section was taken from [76].

Comparison of our base case transport coefficients with the electron mobility and diffusion coefficients
obtained from the two-term BOLSIG+ approximation, as described in subsection 2.5, is shown in Figure
4. Interestingly, the values obtained from both methods are consistent with each other in the low energy
range. The BOLSIG+ two-term expansion is thus consistent with the Chapman-Enskog expansion, which
is known to be valid only in the low-field limit. Conversely, the high-energy electron mobility and diffusion
coefficients are overestimated when computed from the “Hirschfelder-Curtiss” expressions, compared to
the two-term BOLSIG+ approximation. This was to be expected, as the “Hirschfelder-Curtiss” expression
yields a drift velocity proportional to the electric field, while it is well known that in the high-field limit
the drift velocity scales roughly as

√
E [17].

Despite the preceding discrepancies in the values of electron transport coefficients, according to our
simulations, the value of the self-bias is insensitive to the approximation chosen for electron mobility and
diffusion coefficients, at least under the range of parameters considered. Therefore, in the following we
focus our studies on the influence of ion transport coefficients on self-bias potential.

3.2 Ion transport models comparison
Various approaches have been used and are still in use for the description of ion transport in fluid models.
yet so far none of these approaches has become a standard in the plasma modeling literature. We thus
have considered three different methods already used in H2 plasma models, and compared them to results
from the hybrid model reported by Bruneau et al. [35]. The first approximation is our base case, namely
a constant Langevin mobility, the diffusion coefficient being computed from Einstein’s relation. The
second approach follows the work of Salabas et al. [24]: the low-field mobility is constant, taken from
[23], and the high-field mobility scales as (E/n)−1/2, while the diffusion coefficient is again computed
from Einstein’s relations. Finally, we have also considered a third approach, where the mobility and
diffusion coefficient values as a function of E/n are obtained from Monte Carlo simulations carried out
by Šimko et al. [23]. As those values are available only for E/n lower than 600 Td, the logarithm of the
mobility and diffusion coefficient are approximated as affine functions of ln (E/n) in the asymptotic limit
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Figure 4: Comparison of the values of electron mobility (left) and diffusion coefficient (right) as a function
of Te. The continuous line corresponds to values obtained from the “Hirschfelder-Curtiss” approximation,
which is consistent with Einstein’s relation. The dashed line corresponds to the mobility computed from
BOLSIG+ [12] [71] two-term approximation.

where E/n tends to infinity, the affine constants being adjusted for continuity of the function and its first
derivative.
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Figure 5: Comparison of the self-bias obtained using the base case Langevin constant mobility, the
mobility adopted by Salabas et al. [24] and the mobility calculated by Šimko et al. [23]. The applied
potential is a peak-valley waveform – equation (2) – with four harmonics. The phase shift Ψ has been
varied between 0 and π.

As described in section 2, we have considered peak-valley excitation waveforms – equation (2) – with
four harmonics, the phase shift Ψ being varied between 0 and π, and sawtooth excitation waveforms
– equation (3) –, the number of harmonics being varied between 1 and 5 [35]. Our simulation results
are shown in Figure 5 for peak-valley waveforms and in Figure 6 for sawtooth waveforms. It can be
seen that the transport model used by Salabas et al. [24] improves significantly the value of the self-
bias compared to experimental data and results from the hybrid model [35]. This can be explained
by two reasons. First, their low-field mobility is lower than the Langevin expression, as can be seen
in Figure 7. Second, the high-field mobility is a decreasing function of E/n, and thus is even lower.
Conversely, the interpretation of results obtained using the drift data calculated by Šimko et al. [23]
is more cumbersome. Astonishingly, the self-bias is in close agreement with the values obtained using
constant Langevin mobility and Einstein’s relation. This is probably a coincidence, as the respective
mobility and diffusion coefficients are very different, as can be seen in Figures 7 and 8.
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Figure 6: Comparison of the self-bias obtained using the base case Langevin constant mobility, the
mobility adopted by Salabas et al. [24] and the mobility calculated by Šimko et al. [23]. The applied
potential is a sawtooth waveform – equation (3). The number of harmonics has been varied between 1
and 5.

The drift data obtained from Šimko et al. should a priori be more consistent with the hybrid model
[35] than both Langevin and Salabas’ expressions. Several reasons can explain why this is not the case.
First, the Langevin mobility is indeed overestimated in the low-field limit, however the mobility derived by
Šimko et al. [23] is an increasing and then decreasing function of E/n, and its maximum value is actually
higher than the Langevin mobility. Thus, it is difficult to interpret the differences observed in the self-
bias values, as a wide range of reduced electric field values is spanned in the discharge sheaths. Another
possible explanation could lie in the fact that drift data cannot be applied directly to RF discharges as
we considered here. Indeed, the mobility and diffusion coefficient might not depend on E/n only, but
also on other discharge parameters. Finally, the asymptotic limit of the mobility and diffusion coefficients
have been set more or less arbitrarily, as is often the case in the literature. As the local values of the
reduced electric field can reach easily 1000 to 2000 Td in the discharges studied in this work, this might
explain the inconsistency of the three ion transport models considered here with the hybrid model used
by Bruneau et al. [35].

3.3 Sensitivity of self-bias potential to ion transport coefficients
In Figure 9 the self-bias potential corresponding to our base case ion mobility is compared to experi-
mental values and results from the hybrid model [35], for peak-valley excitation waveforms. One can see
significant discrepancies between our base case simulations and experimental results, compared to pre-
dictions of the hybrid model [35]. Overestimation of high-field ion mobilities by our model is a possible
explanation for such a behavior. Indeed, as was shown earlier [44] [45], the self-bias is strongly related
to the ratio of ion fluxes towards the grounded and driven electrode, respectively. The same comparison
has been carried out for the case of sawtooth waveforms, and is presented in Figure 10. Again, our base
case model ion mobility fails at reproducing the experimentally observed self-bias for most numbers of
harmonics retained.

Given the uncertainty related to the value of ion transport coefficients, and given that ion fluxes are
highly related to the buildup of a self-bias, we have studied the sensitivity of the self-bias to variations
in ion mobility coefficient, which was scaled by a factor µ∗ varying between 0 and 1. We have indeed
assumed that our base case constant mobility was overestimating the actual ion mobility. This assumption
is justified as ion fluxes towards both electrodes are governed by the relatively high values of electric fields
generally observed in the sheaths, and ion mobility, as electron mobility, must scale roughly as 1/

√
E in

the high-field limit [31] [17].
Results are shown in Figure 9 for peak-valley waveforms, and in Figure 10 for sawtooth waveforms.

As a first conclusion, the self-bias is notably sensitive to the value of ion mobility coefficient. This was
expected, as ion flux ratio is the main determinant of the self-bias potential [35]. Surprisingly, dividing
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Figure 7: Comparison of the base case Langevin constant H+
3 mobility with the H+

3 mobility adopted by
Salabas et al. [24] and the H+

3 mobility calculated by Šimko et al. [23] with extrapolated asymptotic
behavior.

Figure 8: Comparison of the base case Langevin constant H+
3 diffusion coefficient with the H+

3 diffusion
coefficient adopted by Salabas et al. [24] and the H+

3 diffusion coefficient calculated by Šimko et al. [23]
with extrapolated asymptotic behavior.

ion mobility by a factor of two yields self-bias values comparable to those from the hybrid model, except
for peak-valley waveforms with phase shift lying between 0 and 0.3. The kink observed in this range of
conditions could be due to ion temporal inertia. In any case, our results tend to confirm that our base
case mobility was an upper bound for the actual value of the mobility as a function of the electric field.
We have also studied the sensitivity of self-bias to ion diffusion coefficients, keeping the mobility constant,
and for the conditions considered we have not observed any influence.

The preceding study show that fluid models can provide results with comparable accuracy as hybrid
models. Yet, some discrepancies remain when classical transport models used in the literature are imple-
mented. This further justifies the need for a proper derivation of fluid models able to describe the sheaths
of non-thermal plasmas. One should note in particular, that we have neglected temporal inertia of ions,
which is known to have an effect on their velocity distribution function, and in turn on their macroscopic
properties. Several solutions have been proposed in the literature, ranging from the “effective electric
field” approximation [32], to the detailed resolution of an equation for each ion velocity [104] [105] [106]
[107]. Besides, we have focused our study on charged species transport properties, however a proper
description of plasma sheaths also requires self-consistent boundary conditions for the fluid mixtures,
especially for ions. A proper derivation of such boundary conditions from the Boltzmann equation is thus
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Figure 9: Sensitivity study of the impact of ion mobility on the value of the self-bias. Peak-valley
waveforms.
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Figure 10: Sensitivity study of the impact of ion mobility on the value of the self-bias. Sawtooth
waveforms.

highly desirable. Several additional perspectives can be drawn from this work. First, one can investigate
a different discharge chemistry. Hydrogen plasma was chosen as it is relatively well known and widely
used in practical applications, but other feed gases react differently to sawtooth waveforms [57], thus
providing other test cases, possibly more or less sensitive to ion transport properties. Also, the impact
of electron thermal conductivity on electrical properties of an RF discharge will be the subject of future
work.

4 Conclusion
In this work, temporally asymmetric excitation waveforms have been used as a benchmark tool for
ion transport properties in a radio-frequency plasma discharge. A one-dimensional fluid plasma model,
including a self-consistent evaluation of the self-bias, has been implemented to describe a geometrically
symmetric reactor. Several classical expressions for electron transport coefficients have been compared.
Very little influence on the value of self-bias potential has been found. Contrarily, ion mobility was shown
to have a strong influence on the value of the self-bias. This is an additional confirmation that self-bias
is mostly controlled by ion flux ratio towards both electrodes in an asymmetric discharge.

The importance of electron transport coefficients in radio-frequency discharges is at present well
documented. The present results show that a proper description of ion transport fluxes is merely as much
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important, since many practical applications, e.g. deposition or sputtering, are mostly concerned with
the control of ion fluxes towards electrodes. Though empirical expressions for ion mobility can improve
significantly the description of ion fluxes across the sheaths, this has to be completed with a proper
derivation of self-consistent fluid equations from the Boltzmann equation. Thus, this work opens the
path for an improvement of currently in use fluid models for non-thermal plasmas.
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[51] Schulze J, Schüngel E and Czarnetzki U 2009 J. Phys. D: Appl. Phys. 42 092005

[52] Lafleur T, Delattre P A, Johnson E V and Booth J P 2012 Applied Physics Letters 101 124104

19



[53] Bruneau B, Gans T, O’Connell D, Greb A, Johnson E V and Booth J P 2015 Physical Review
Letters 114 125002

[54] Lieberman M A and Lichtenberg A J 2005 Principles of Plasma Discharges and Materials Processing
(Wiley)

[55] Diomede P, Economou D J, Lafleur T, Booth J P and Longo S 2014 Plasma Sources Sci. Technol.
23 065049

[56] Johnson E V, Verbeke T, Vanel J C and Booth J P 2010 Journal of Physics D: Applied Physics 43
412001

[57] Bruneau B, Lafleur T, Gans T, O’Connell D, Greb A, Korolov I, Derzsi A, Donkó Z, Brandt S,
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