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#### Abstract

SUMMARY Despite surface displacements observed by geodesy are linear combinations of slip at faults in an elastic medium, determining the spatial distribution of fault slip remains a ill-posed inverse problem. A widely used approach to circumvent the illness of the inversion is to add regularization constraints in terms of smoothing and/or damping so that the linear system becomes invertible. However, the choice of regularization parameters is often arbitrary, and sometimes leads to significantly different results. Furthermore, the resolution analysis is usually empirical and cannot be made independently of the regularization. The stochastic approach of inverse problems provides a rigorous framework where the a priori information about the searched parameters is combined with the observations in order to derive posterior probabilities of the unkown parameters. Here, I investigate an approach where the prior probability density function (pdf) is a multivariate Gaussian function, with single truncation to impose positivity of slip or double truncation to impose positivity and upper bounds on slip for interseismic modelling. I show that the joint posterior pdf is similar to the linear untruncated Gaussian case and can be expressed as a truncated multivariate normal (TMVN) distribution. The TMVN form can then be used to obtain semi-analytical formulae for the single, 2-D or $n$-D marginal pdf. The semi-analytical formula involves the product of a Gaussian by an integral term that can be evaluated using recent developments in TMVN probabilities calculations. Posterior mean and covariance can also be efficiently derived. I show that the maximum posterior (MAP) can be obtained using a non-negative least-squares algorithm for the single truncated case or using the bounded-variable least-squares algorithm for the double truncated case. I show that the case of independent uniform priors can be approximated using TMVN. The numerical equivalence to Bayesian inversions using Monte Carlo Markov chain (MCMC) sampling is shown for a synthetic example and a real case for interseismic modelling in Central Peru. The TMVN method overcomes several limitations of the Bayesian approach using MCMC sampling. First, the need of computer power is largely reduced. Second, unlike Bayesian MCMC-based approach, marginal pdf, mean, variance or covariance are obtained independently one from each other. Third, the probability and cumulative density functions can be obtained with any density of points. Finally, determining the MAP is extremely fast.
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## 1 INTRODUCTION

Surface deformation measured by geodetic data is the most direct observation of slip along faults at depth. Once given a discretized fault geometry, displacements, tilts and strain are all quantities linearly related to slip components at the subfault in an elastic medium. Despite its linearity, determining the finite fault slip distribution at depth from surface measurement remains an ill-posed problem. The illness of the inverse problem comes from a combination of the partial spatial sampling of the deformation field and a rapidly decreasing sensitivity of displacement, strain and tilt to slip when the distance from the sources increases.

A widely used approach to solve the inverse problem is to add regularization constraints, making the linear system invertible so that a single solution is obtained. Regularization constraints are also usually tuned so that they exclude too oscillatory unphysical solutions and avoid overfitting the data. Nonetheless, several difficulties arise from this approach. First, it is uncertain whether the obtained solutions provide the complete range of models allowed by the data, even when different regularization parameters are explored. Second, the resolution analysis
usually remains empirical (for instance, using checkerboard tests) and cannot be made independently of the regularization parameters and inversion schemes. Since models should help to answer questions about physical processes, the regularization approach difficultly provides a definitive answer to questions like 'how much slip occurred over a given area? or do co- and post-seismic slips overlap?'

The Bayesian approach (e.g. Tarantola \& Valette 1982; Yabuki \& Matsu'ura 1992; Tarantola 2005; Minson et al. 2013) of inverse problems provides a rigorous framework where prior information on the model parameters can be specified through probability density functions (pdfs). The prior pdfs are then combined to the pdf in the data space in order to derive posterior pdfs on model parameters.

Applied to the finite slip inverse problem, several methods have been developed to derive the posterior pdf and useful associated quantities. Minson et al. (2013) use a Monte Carlo Markov Chain (MCMC) sampler based on a cascading Metropolis algorithm to approximate the joint posterior pdf. Within this approach, any type of prior can be handled, including the less informative prior as uniform pdf, enabling for instance to impose the constraint of slip non-negativity. Although this approach overcomes the issue of the subjectivity of regularization, it also has several drawbacks. First, the posterior pdfs are directly related to the discretization size of the fault, which needs to be chosen a priori. This problem can be overcome by adding the number of subfaults as unknown in the inversion and letting the data determine an optimal parametrization (Dettmer et al. 2014), at the price however of additional computer burden. Second, posterior pdfs are approximated using a necessary large number of samples, which also requires large computing power.

Although less generic than the MCMC approach, very fast solutions exist for specific choice of the prior pdf, enabling a fine discretization of the fault. Under the assumption of a linear inverse problem with a Gaussian prior on model parameters, Tarantola \& Valette (1982) showed that the joint posterior pdf is also Gaussian. Tarantola \& Valette (1982) further provide algebraic expressions for the model expectation, the posterior model covariance and the resolution operator. This implementation has been used for static slip inversion from Global Positioning System (GPS) data by Radiguet et al. (2011) and Villegas-Lanza et al. (2015). Yabuki \& Matsu'ura (1992) extended the previous approach for the case where a scaling factor applying to the data covariance matrix and a scaling factor controlling the prior pdf of model parameters are unknown in addition to the slip components. They used Akaike Bayesian information criterion (ABIC) (Akaike 1980) to determine the scaling factors. Fukahata \& Wright (2008) also provide algebraic formulations for the posterior covariance and resolution matrices for this case.

For both the Tarantola \& Valette (1982) and Yabuki \& Matsu'ura (1992) approaches, there is a potential difficulty to express the priors so that the results are independent from the discretization size. In order to solve this problem, Radiguet et al. (2011) use a multivariate Gaussian prior defined through a covariance matrix scaled by a factor ensuring a constant weight independent from the size of the subfaults. Yabuki \& Matsu'ura (1992) show that for different discretization or basis functions, the ABIC approach provides different optimal scaling factors for the prior, but the resulting slip model remains almost the same and is independent from the discretization. A more problematic issue is that a Gaussian prior allows negative slip. Negative slip can be significant in some configurations, requiring to artificially modify the priors so that too much unphysical negative slip is avoided. One view is that negative slip, if significantly greater than estimation errors, reveals problems in the physical model and/or an improper error model (Yagi \& Fukahata 2011). For instance, Yagi \& Fukahata (2011) empirically find that a more realistic error model accounting for uncertainty in the Green's function results in no negative slip. The opposite view adopted by, for example, Minson et al. (2014) or Nocquet et al. (2014) is that non-negative slip is an information relying on reasonable physical assumption that should be accounted for as a prior in the inversion rather than used as a validation check during the post-analysis.

Defining priors as reflecting the true state of knowledge about slip variation is not straightforward. Because stress must remain finite close to the fault, slip must somehow be smooth (Yabuki \& Matsu'ura 1992). So, adding smoothing constraints as a prior seems reasonable from a physical point of view. However, translating a physical smoothness constraint into a prior pdf is difficult. Minson et al. (2013) adopt the radical position that no information about smoothness is available and does not use any smoothing, except the one imposed by the discretization, implicitly imposing constant slip at each subfault, usually chosen to be relatively large to ensure a reasonable resolution. Oppositely, Radiguet et al. (2011) and Yabuki \& Matsu'ura (1992) let the data defining the level of smoothing either empirically through an L-curve or using the ABIC criterion. In both latter cases, the level of smoothing corresponds to an average over the fault. A consequence of this approach is that the posterior covariance does not quantify any more the true state of knowledge about the estimated parameters because it also includes a contribution coming from the regularization constraints required to obtain a physically meaningful model and avoiding overfitting the observations.

Here, I adopt the view that non-negativity or bound constraints are reasonable from a physical point of view: earthquakes or slow slip events release stress previously accumulated and must induce slip in the direction opposite to the relative plate motion. Afterslip is driven by the response of areas nearby the rupture to the stress increment induced by the coseismic slip (e.g. Perfettini et al. 2010; Avouac 2015) and therefore should be in the same sense as the earthquake itself. Bounds on the interseismic steady slip defined by the relative motion of plates is also reasonable under the assumptions of the backslip model (Savage 1983; Kanda \& Simons 2010).

I therefore describe a Bayesian approach that allows the non-negativity or bound constraints to be imposed as a prior as in Minson et al. (2013) and Minson et al. (2014), but where posterior pdfs can be calculated numerically without the need of performing an MCMC sampling. I study both cases of imposing or discarding smoothness of slip as a prior. The central idea in this paper is that if we use the Tarantola \& Valette (1982) approach but now restrict the model space to allow positive or bounded slip only, that is if the prior pdf is a multivariate truncated Gaussian, then the joint posterior pdf is also a multivariate truncated Gaussian. Hence, I can use recent advances in truncated multivariate normal (TMVN) probability calculations (Genz \& Bretz 2009, see Appendix A) to derive posterior marginal pdf, variance, covariance and other statistics efficiently. I show that the case of uniform independent priors (i.e. no regularization) can be approximated using this approach.

The main advantage of this method is that various quantities can be obtained independently one from each other without the need of running a full MCMC sampling before getting the results.

The paper is organized as follows. First, I focus on the case where the prior information pdf on model parameters is specified as a TMVN. I show that the form of the posterior pdf is similar to the unbounded untruncated Gaussian case. Second, I show that every marginal pdf can be calculated semi-analytically independently of each other. Third, I show that the maximum posterior (MAP) model can be obtained numerically using non-negative or bounded least-squares algorithm. Fourth, I investigate the case where the prior is chosen as being uniform over a set of intervals as classically done in Bayesian inversion when no better prior information is available. I show that for the overdetermined problem, the posterior pdf can be exactly determined and exact marginal pdf can be obtained. For the underdetermined case, approximate solutions can still be derived. The method is illustrated through a simple synthetic 2-D case. Finally, a real case of interseismic modelling is used to demonstrate the equivalence to the Bayesian approach using MCMC sampling.

## 2 LINEAR INVERSE PROBLEM WITH TRUNCATED GAUSSIAN PRIORS

### 2.1 Problem setup and notations

I consider the case of a linear space model $\mathbb{M}$ with $\operatorname{dim}(\mathbb{M})=p$, corresponding to the unbounded inverse problem $\left(\mathbb{M}=\mathbb{R}^{p}\right)$, the case where $\mathbb{M}_{+}=\left(\mathbb{R}^{+}\right)^{p}$ for the inverse problem with non-negativity constraints corresponding to the static inversion of coseismic, post-seismic or transient slow slip and $\mathbb{M}_{b}$ the space model associated with the bounded problem for interseismic modelling, where $\mathbb{M}_{b}=\left[0 ; b_{i}\right]^{p}$ with $b^{i}$ being the plate convergence rate at subfault $i$. For the unbounded problem, I consider the case where the a priori information about the unknown model vector $m \in \mathbb{M}$ is a sample of a known Gaussian probability density $\rho_{\mathbb{M}}(m)$ with mean $m_{0}$ and associated covariance $C_{m}$, that is, $\rho_{\mathbb{M}}(m)=K_{m} \exp \left(-\frac{1}{2}\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right)\right)$ with $K_{m}=\frac{1}{\sqrt{2 \pi^{p}} \sqrt{\left|C_{m}\right|}},\left|C_{m}\right|$ being the determinant of $C_{m}$. Noting $2 P(m)=\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right)$, for the non-negativity inverse problem, we have
$\rho_{\mathbb{M}_{+}}(m)=K_{m}^{+} \exp (-P(m))$
and for the bounded case,
$\rho_{\mathbb{M}_{b}}(m)=K_{m}^{b} \exp (-P(m))$,
where $K_{m}^{+}$and $K_{m}^{b}$ are constant so that the integrals of $\rho_{\mathbb{M}_{+}}(m)$ over $\mathbb{M}_{+}$and $\rho_{\mathbb{M}_{b}}(m)$ over $\mathbb{M}_{b}$ are equal to 1 .
I consider a linear data space $\mathbb{D}$ with $\operatorname{dim}(\mathbb{D})=n$. The observation vector $d_{\mathrm{obs}} \in \mathbb{D}$ is a sample of a known Gaussian probability density $\rho_{\mathbb{D}}(d)$ with mean $d_{\mathrm{obs}}$ and associated covariance $C_{d}$, that is, $\rho_{\mathbb{D}}(d)=K_{d} \exp \left(-\frac{1}{2}\left(d-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(d-d_{\mathrm{obs}}\right)\right)$ with $K_{d}=\frac{1}{\sqrt{2 \pi^{n}} \sqrt{\left|C_{d}\right|}},\left|C_{d}\right|$ being the determinant of $C_{d}$. Finally, I consider the linear case where observations are related to parameters by a model matrix $G, d=G(m)=G_{m}$ and note $2 L(m)=\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)$. In the following, I will assume that $C_{d}$ correctly represents the pdf over the data space. In other words, $C_{d}$ not only represents errors on the data, but also accounts for the physical model prediction errors, coming from our imperfect knowledge of the fault geometry and of the Earth's structure convolved with the slip distribution. The reader is referred to Duputel et al. (2014) and Yagi \& Fukahata (2011) for a discussion and methodology to evaluate the covariance matrix associated with model prediction errors.

### 2.2 Joint posterior probability density function

The general form of the joint posterior pdf is the product of the prior pdf with the likelihood function $\rho_{\mathbb{D}}(G(m))$ (Tarantola 2005, p. 35)
$\sigma_{\mathbb{M}}(m)=k \rho_{\mathbb{M}}(m) \rho_{\mathbb{D}}(G(m))$,
which reduces for the linear case considered here to
$\sigma_{\mathbb{M}}(m)=k \rho_{\mathbb{M}}(m) \rho_{\mathbb{D}}(G m)$.
Replacing $\rho_{\mathbb{M}_{1}, \mathbb{M}_{+}, \mathbb{M}_{b}}(m)$ and $\rho_{\mathbb{D}}(G m)$ by their explicit expressions and defining

$$
\begin{align*}
2 S(m) & =2 L(m)+2 P(m) \\
& =\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)+\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right) \tag{3}
\end{align*}
$$

we have for the non-negativity case

$$
\begin{equation*}
\sigma_{\mathbb{M}_{+}}(m)=k_{+} \exp (-S(m)) \tag{4}
\end{equation*}
$$

with $k_{+}=1 / \int_{\mathbb{M}_{+}} \exp (-S(m)) \mathrm{d} m$, and for the bounded problem
$\sigma_{\mathbb{M}_{b}}(m)=k_{b} \exp (-S(m))$
with $k_{b}=1 / \int_{\mathbb{M}_{b}} \exp (-S(m)) \mathrm{d} m$.

Eqs (4) and (5) show that the joint posterior pdf for the non-negative and bounded inverse problems specified by truncated Gaussian priors has the same expression as for the unbounded fully Gaussian case, except that the normalization constant and the definition domain for $m$ are changed.

I show in the Appendix B1 that $2 S(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})^{T}+K_{o}$, where $K_{o}=\left(G_{m 0}-d_{\mathrm{obs}}\right)^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(G_{m 0}-d_{\mathrm{obs}}\right)$ (eq. B1). $\tilde{m}$ and $C_{\tilde{m}}$ are the expectation and posterior covariance matrix for the linear untruncated Gaussian inverse problem, respectively. $\tilde{m}$ and $C_{\tilde{m}}$ are given by any of the formulae from Tarantola \& Valette (1982):

$$
\begin{align*}
\tilde{m} & =\left(G^{T} C_{d}^{-1} G+C_{m}^{-1}\right)^{-1}\left(G^{T} C_{d}^{-1} d_{\mathrm{obs}}+C_{m}^{-1} m_{0}\right) \\
& =m_{0}+C_{m} G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(d_{\mathrm{obs}}-G m_{0}\right) \tag{6}
\end{align*}
$$

$$
\begin{align*}
C_{\tilde{m}} & =\left(G^{T} C_{d}^{-1} G+C_{m}^{-1}\right)^{-1} \\
& =C_{m}-C_{m} G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G C_{m} . \tag{7}
\end{align*}
$$

We then have for the non-negativity case

$$
\begin{align*}
\sigma_{\mathbb{M}_{+}}(m) & =k_{+} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{\tilde{m}}}^{-1}(m-\tilde{m})\right) \exp \left(-\frac{K_{0}}{2}\right)  \tag{8}\\
& =K_{+} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right)
\end{align*}
$$

with $K_{+}=k_{+} \exp \left(-\frac{K_{0}}{2}\right)$, and for the bounded case
$\sigma_{\mathbb{M}_{b}}(m)=K_{b} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right)$
with $K_{b}=k_{b} \exp \left(-\frac{K_{0}}{2}\right)$.
Eqs (8) and (9) show that the joint posterior pdf for the non-negative and bounded linear inverse problems specified by truncated Gaussian priors is a truncated Gaussian. The integrals $\int_{\mathbb{M}_{+}} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right) \mathrm{d} m$ and $\int_{\mathbb{M}_{b}} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right) \mathrm{d} m$ can be obtained by the approximation from Genz \& Bretz (2009) so that eqs (8) and (9) allow us to calculate the value of the posterior pdf for any vector $m \in \mathbb{M}_{+}$or $m \in \mathbb{M}_{b}$.

### 2.3 Marginal probability density functions

1-D or multidimensional marginal pdfs for the untruncated Gaussian case are trivial since they are Gaussian. In order to derive the marginal pdf for the truncated Gaussian case, I partition the vectors $m$ and $\tilde{m}$ into two subvectors $m=\left[\begin{array}{l}m_{1} \\ m_{2}\end{array}\right], \tilde{m}=\left[\begin{array}{l}\tilde{m}_{1} \\ \tilde{m}_{2}\end{array}\right]$. The associated partitioning for the posterior covariance matrix is noted $C_{\tilde{m}}=\left[\begin{array}{ll}C_{\tilde{m}_{11}} & C_{\tilde{m}_{21}} \\ C_{\tilde{m}_{12}} & C_{\tilde{m}_{22}}\end{array}\right]$.

Using the decomposition described in Appendix C, we have
$(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})=Q_{1}\left(m_{1}\right)+Q_{2}\left(m_{1}, m_{2}\right)$
with

$$
\begin{aligned}
Q_{1}(x) & =\left(x-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(x-\tilde{m}_{1}\right) \\
Q_{2}\left(x_{1}, x_{2}\right) & =\left(x_{2}-b\left(x_{1}\right)\right)^{T} A^{-1}\left(x_{2}-b\left(x_{1}\right)\right) \\
A & =C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}} \\
b(x) & =\tilde{m}_{2}+C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(x-\tilde{m}_{1}\right) .
\end{aligned}
$$

Taking the bounded inverse problem case, the joint pdf can now be written as

$$
\left.\sigma_{\mathbb{M}_{b}}(m)=K_{b} \exp \left(-\frac{1}{2} Q_{1}\left(m_{1}\right)\right) \exp \left(-\frac{1}{2} Q_{2}\left(m_{1}, m_{2}\right)\right)\right) .
$$

Noting $\mathbb{M}_{b 1}$ and $\mathbb{M}_{b 2}$ the subspaces of $\mathbb{M}_{b}$ corresponding to the domain of definition for $m_{1}$ and $m_{2}$ respectively, the marginal pdf of $m_{1}$ is

$$
\begin{align*}
\sigma_{\mathbb{M}_{b 1}}\left(m_{1}\right)= & K_{b} \exp \left(-\frac{1}{2} Q_{1}\left(m_{1}\right)\right) \int_{\mathbb{M}_{b 2}} \exp \left(-\frac{1}{2} Q_{2}\left(m_{1}, m_{2}\right)\right) \mathrm{d} m_{2} \\
= & K_{b} \exp \left(-\frac{1}{2}\left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right)  \tag{11}\\
& \quad \int_{\mathbb{M}_{b 2}} \exp \left(-\frac{1}{2}\left(m_{2}-b\left(m_{1}\right)\right)^{T} A^{-1}\left(m_{2}-b\left(m_{1}\right)\right) \mathrm{d} m_{2} .\right.
\end{align*}
$$

For the non-negative inverse problem, similarly we have
$\sigma_{\mathbb{M}_{+1}}\left(m_{1}\right)=K_{b} \exp \left(-\frac{1}{2}\left(m_{1}-\tilde{m_{1}}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m_{1}}\right)\right) \int_{\mathbb{M}_{+2}} \exp \left(-\frac{1}{2}\left(m_{2}-b\left(m_{1}\right)\right)^{T} A^{-1}\left(m_{2}-b\left(m_{1}\right)\right) \mathrm{d} m_{2}\right.$.
The integral term $\int_{\mathbb{M}_{L_{2}}, \mathbb{M}_{+2}} \exp \left(-\frac{1}{2}\left(m_{2}-b\left(m_{1}\right)\right)^{T} A^{-1}\left(m_{2}-b\left(m_{1}\right)\right) \mathrm{d} m_{2}\right.$ can again be evaluated using the approximation from Genz \& Bretz (2009) for any $m_{1}$ in order to draw the marginal pdf for $m_{1}$. As noted by Horrace (2005) and Cartinhour (1990), eqs (11) and (12) show that the marginal pdfs of a TMVN are not TMVN anymore. This is because the term $\int \exp \left(-\frac{1}{2}\left(m_{2}-b\left(m_{1}\right)\right)^{T} A^{-1}\left(m_{2}-b\left(m_{1}\right)\right) \mathrm{d} m_{2}\right.$ is not constant, but depends on $m_{1}$ and was named a 'skewness' function by Cartinhour (1990). At this stage, note that $m_{1}$ is any subset of the components of $m$. Eqs (11) and (12) can therefore be used to derive single (1-D) posterior pdf but also posterior marginal joint pdf for any subset of components of $m$. From eqs (11) and (12), we can obtain the conditional distribution of $m_{2}$ given $m_{1}$ which is
$\sigma_{m_{2} \mid m_{1}}\left(m_{2} \mid m_{1}\right)=\frac{\sigma_{\mathbb{M}_{b}}\left(m_{1}, m_{2}\right)}{\sigma_{\mathbb{M}_{b 1}}\left(m_{1}\right)}$.
Horrace (2005) demonstrates that the conditional pdf is a TMVN.
Although eqs (11) and (12) can be used to numerically derive posterior individual variance or posterior bivariate marginal pdf and covariances, more efficient algorithms have been developed for these specific cases. Leppard \& Tallis (1989) proposed an algorithm for a more direct evaluation of the mean and covariance of single TMVN, extended by Manjunath \& Wilhelm (2009) for the double-truncated case. A summary of TMVN probability calculation methods and information for practical implementation are given in Appendix A.

### 2.4 Numerical solution for the maximum a posteriori (MAP) probability estimates

From the posterior joint pdf given in eqs (8) and (9), the value $\tilde{m}_{\text {MAP }}$ which maximizes the posterior joint pdf verifies
$\min \|S(m)\|_{2}$ with $0 \leq m_{i}, i \in\langle 1, p\rangle$
$\min \|S(m)\|_{2}$ with $0 \leq m_{i} \leq b_{i}, i \in\langle 1, p\rangle$,
for the non-negative and bounded problems, respectively. $\tilde{m}_{\text {MAP }}$ can be numerically obtained using the non-negative least-squares algorithm from Lawson \& Hanson (1974) for the non-negative case or the Bounded-Variable Least-Squares (BVLS) algorithm from Stark \& Parker (1995) for the bounded problem. Both algorithms do not directly include a covariance matrix, requiring a change of variable (Snieder \& Trampert 1999). For instance, the BVLS algorithm solves the following problem
$\min \left\|A_{m}-B\right\|_{2}$ with $l b_{i} \leq m_{i} \leq u b_{i}, i \in\langle 1, n\rangle$.
I define the square roots $C_{d}^{-1 / 2}$ and $C_{m}^{-1 / 2}$ so that
$\left(C_{d}^{-1 / 2}\right)^{T} C_{d}^{-1 / 2}=C_{d}^{-1}$
$\left(C_{m}^{-1 / 2}\right)^{T} C_{m}^{-1 / 2}=C_{m}^{-1}$.
Inserting $C_{d}^{-1 / 2}$ and $C_{m}^{-1 / 2}$ into eq. (3), we have

$$
\begin{aligned}
& 2 S(m)=\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)+\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right) \\
& =\left(C_{d}^{-1 / 2} G_{m}-C_{d}^{-1 / 2} d_{\mathrm{obs}}\right)^{T}\left(C_{d}^{-1 / 2} G_{m}-C_{d}^{-1 / 2} d_{\mathrm{obs}}\right)+\left(C_{m}^{-1 / 2} m-C_{m}^{-1 / 2} m_{0}\right)^{T}\left(C_{m}^{-1 / 2} m-C_{m}^{-1 / 2} m_{0}\right) .
\end{aligned}
$$

Taking $A$ and $B$ as
$A=\left[\begin{array}{cc}C_{d}^{-1 / 2} & 0 \\ 0 & C_{m}^{-1 / 2}\end{array}\right]\left[\begin{array}{c}G \\ I_{p}\end{array}\right]=\left[\begin{array}{c}C_{d}^{-1 / 2} G \\ C_{m}^{-1 / 2}\end{array}\right]$
$B=\left[\begin{array}{cc}C_{d}^{-1 / 2} & 0 \\ 0 & C_{m}^{-1 / 2}\end{array}\right]\left[\begin{array}{c}d_{\mathrm{obs}} \\ m_{0}\end{array}\right]=\left[\begin{array}{c}C_{d}^{-1 / 2} d_{\mathrm{obs}} \\ C_{m}^{-1 / 2} m_{0}\end{array}\right]$,
where $I_{p}$ is the identity matrix of order $p, 2 S(m)$ becomes
$2 S(m)=\left(A_{m}-B\right)^{T}\left(A_{m}-B\right)$.
Taking $l b_{i}=0$ and $u b_{i}=b_{i}, i \in\langle 1, p\rangle$, eq. (20) shows that solving for eq. (14) or (15) is equivalent using $A$ and $B$ defined by eqs (18) and (19).

For the non-negative case, Lawson \& Hanson (1974) show that (1) there is always a solution to eq. (20), (2) the solution is unique and (3) the solution is obtained by finding the subset of $m_{i}$ which are set to 0 , the other $m_{i}$ being the results of a classical least-squares solution. Stark \& Parker (1995) indicate that these three properties also hold for the bounded case. Because of the equivalence of eqs (14) and (15), for
linear inverse problems with truncated Gaussian priors, the results of Lawson \& Hanson (1974) and Stark \& Parker (1995) demonstrate that the MAP always exists and is unique.

In pratice, $C_{d}^{-1 / 2}$ and $C_{m}^{-1 / 2}$ can be obtained using the Cholesky decomposition and taking the inverse. $C_{m}$ may sometimes be a badly conditioned matrix. Alternative approaches can still be used in that case to obtain approximate square root of the inverse (Benzi et al. 1996, 2000; Kharchenko et al. 2001).

## 3 EQUIVALENCE TO BAYESIAN INVERSION WITH INDEPENDENT BOUNDED UNIFORM PRIORS

So far, all results have been derived for a prior pdf being a TMVN. I now describe how this approach can handle the case where prior pdfs are specified using the less informative pdf being a constant over a set of intervals.

### 3.1 Exact solution for the overdetermined inverse problem

The joint pdf for bounded uniform priors is
$\rho_{\mathbb{M}_{b}}=\mu_{\mathbb{M}_{b}}(m)=\prod_{i=1}^{p} \mu_{\left[0 ; b_{i}\right]}\left(m_{i}\right)$
with $\mathbb{M}_{b}=\left[0 ; b_{i}\right]_{i \in\{1, p\rangle}$ as before and $\mu_{\left[0 ; b_{i}\right]}\left(m_{i}\right)=\frac{1}{b_{i}}$.
Then,$\sigma_{\mathbb{M}_{b}}(m)=k \rho_{\mathbb{M}_{b}}(m) \rho_{\mathbb{D}}\left(G_{m}\right)=k \prod_{i=1}^{p} \mu_{\left[0 ; b_{i}\right]}\left(m_{i}\right) K_{d} \exp \left(-\frac{1}{2}\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)\right)=K_{d} \exp \left(-\frac{1}{2}\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-\right.\right.$ $\left.d_{\mathrm{obs}}\right)$ ) because $k=\prod_{i=1}^{p} b_{i}$.

From Appendix B2, for the overdetermined case, we can write
$\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})+K_{o}$
with $C_{\tilde{m}}=\left(G^{T} C_{d}^{-1} G\right)^{-1}, \tilde{m}=C_{\tilde{m}} G^{T} C_{d}^{-1} d_{\mathrm{obs}}$. Thus
$\sigma_{\mathbb{M}_{b}}(m)=K_{u o} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right)$
with $K_{u o}=\exp \left(-\frac{1}{2} K_{o}\right) K_{d}$.
Eq. (22) shows that for a linear bounded inverse problem with uniform independent priors, the posterior joint pdf is exactly a TMVN. As a consequence, 1- and 2-D marginal pdf can be obtained using the results described in Section 2.3. The individual means and variances and covariance functions for pair of parameters can be obtained using the algorithms implemented by Wilhelm (2015). The MAP can also be obtained using the results from Section 2.4.

### 3.2 Approximate solution for the underdetermined problem

For the underdetermined inverse problem, $G^{T} C_{d}^{-1} G$ is no longer invertible and the results from the previous paragraph cannot be used. Nonetheless, the results obtained for truncated Gaussian priors can be used to approximate posterior pdf of the bounded uniform independent priors inverse problem. The basic idea is that (1) from eq. (9), we have an exact solution for the bounded inverse problem with TMVN prior and (2) individual marginal uniform prior pdfs are rectangle functions that can be approximated by a truncated Gaussian as shown in Fig. 1.

From
$\rho_{\mathbb{M}_{b}}(m)=K_{b} \exp \left(-\frac{1}{2}\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right)\right)$
taking $C_{m}=\sigma^{2} I_{p}, C_{m}^{-1}=1 / \sigma^{2} I_{p}$ and $m_{0}=\left(m_{0_{i}}\right), i \in\langle 1, p\rangle$, with $m_{0_{i}}=\frac{b_{i}}{2}$, the prior pdf becomes
$\rho_{\mathbb{M}_{b}}(m)=\prod_{i=1}^{p} \frac{\exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right)}{\int_{0}^{b_{i}} \exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right) \mathrm{d} m_{i}}$.
By a shift of $b_{i} / 2$,
$\int_{0}^{b_{i}} \exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right) \mathrm{d} m_{i}=\int_{-b_{i} / 2}^{b_{i} / 2} \exp \left(-\frac{1}{2} \frac{x^{2}}{\sigma^{2}}\right) \mathrm{d} x=\operatorname{erf}\left(\frac{\sqrt{2} b_{i}}{4 \sigma}\right) \sqrt{2 \pi} \sigma$.
If $\sigma \gg \max _{i \in\{1, p\rangle}\left(\frac{b_{i}}{2}\right)$, then $\sigma \gg \max _{i \in\langle 1, p\rangle}\left(\left|m_{i}-m_{0_{i}}\right|\right)$ and $\exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right) \approx 1+\frac{m_{i}-m_{0_{i}}}{\sigma^{2}} \exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right)$. Since erf $(x) \rightarrow \frac{2}{\sqrt{\pi}} x$ when $x \rightarrow 0, \int_{0}^{b_{i}} \exp \left(-\frac{1}{2} \frac{\left(m_{i}-m_{0_{i}}\right)^{2}}{\sigma^{2}}\right) \mathrm{d} m_{i} \approx b_{i}$, for $\sigma \gg \max \left(\frac{b_{i}}{2}\right)$. So $\rho_{\left[0 ; u b_{i}\right]}\left(m_{i}\right) \approx \mu_{\left[0 ; u b_{i}\right]}\left(m_{i}\right)$ and $\rho_{\mathbb{M}_{b}}(m) \approx \mu_{\mathbb{M}_{b}}(m)$.


Figure 1. Approximation of a rectangular function (grey curve) by truncated Gaussian functions. As the parameter $\alpha=\frac{\sigma}{b}$ increases, better approximation of the rectangle function is obtained.

This result shows that for the bounded inverse problem with uniform priors often used in Bayesian inversions, an approximate solution of the posterior pdf can be obtained using $C_{m}=\sigma^{2} I_{p}$ for large $\sigma\left(\sigma \gg \max \left(\frac{b_{i}}{2}\right)\right)$ and an a priori model vector $m_{0}=\left(m_{0_{i}}\right), i \in\langle 1$, $p\rangle$, with $m_{0_{i}}=\frac{b_{i}}{2}$. This result directly takes benefit that the derivative of a Gaussian at its centre is null. It offers an alternative to Bayesian approaches for fast computation of 1- and 2-D marginal pdf, means, variances, covariances and MAP determination using the results described in Sections 2.3 and 2.4.

### 3.3 Convergence of the TMVN approximation to uniform priors and numerical stability

The results from the previous section show that the parameter $\alpha=\frac{\sigma}{\max \left(\frac{b_{i}}{2}\right)}$ controls how the TMVN $\rho_{M_{b}}(m)$ in eq. (24) approximates the uniform prior $\mu_{\mathbb{M}_{b}}(m)$ defined in eq. (21). From the mathematical point of view, using a large $\alpha$ provides a better approximation to the results from an inversion with true uniform priors. However, from a numerical point of view, we see that the use of eq. (9) requires $C_{\tilde{m}}$ to be evaluated. As $\alpha$ increases, $C_{m}^{-1}$ tends to be smaller and smaller and $\left(G^{T} C_{d}^{-1} G+C_{m}^{-1}\right)$ gets more and more badly conditioned, leading to enhanced numerical errors and oscillatory behavior of the obtained posterior pdf. Therefore, there is a trade-off between the numerical accuracy and the mathematical accuracy.

The convergence of the TMVN approximation towards the results from a true inversion using uniform priors can be empirically observed by the fact that for $\alpha$ greater than a threshold value, there is no change in the shape of the individual posterior marginal pdf, as illustrated in the next Section and Fig. 2. Starting with very small $\alpha$ results in narrow Gaussian-like shapes, which progressively spread out as $\alpha$ increases, before reaching a stable shape. This evolution in change of the marginal pdf is a consequence of the relative weight of the prior and the likelihood in eq. (2). For small $\alpha$, the prior TMVN dominates and controls the shape of the posterior pdf. For large $\alpha$, the likelihood dominates. Therefore, running the inversion with increasing values of $\alpha$ provides an empirical way to obtain the best trade-off between mathematical and numerical accuracies.

Another quantity useful to evaluate the convergence is the individual variance reduction, defined for each model parameter $m_{i}$ by
$v r_{i}\left(\alpha_{i}\right)=\frac{\rho_{i}^{2}\left(\alpha_{i}\right)-\gamma_{i}^{2}\left(\alpha_{i}\right)}{\rho_{i}^{2}\left(\alpha_{i}\right)}$,
where $\rho_{i}^{2}\left(\alpha_{i}\right)$ and and $\gamma_{i}^{2}\left(\alpha_{i}\right)$ are respectively the prior and posterior variance for parameter $m_{i}$ with $\alpha_{i}=\frac{\sigma_{i}}{b_{i}}, \sigma_{i}^{2}$ being the prior variance now taken different for each $m_{i}$. The variance reduction quantifies the information gain for an individual parameter. When $\alpha_{i}$ increases, $v r_{i}\left(\alpha_{i}\right)$ increases and tends towards the variance reduction that would be obtained for an inversion using true uniform priors. There is also a threshold value $\alpha_{i}^{\text {threshold }}$ for each parameter $i$ where the variance reduction only increases marginally. This dependence of the variance reduction to $\alpha_{i}$ can be used to design a simple algorithm providing an optimal trade-off between the mathematical and numerical accuracy. Taking benefit from the speed of calculation of marginal pdf using eq. (12), we can first run a first set of simulations with all $\alpha_{i}$ increasing equally. From this simulation, for 'good' parameters, we see a threshold value $\alpha_{i}^{\text {thresold }}$ of $\alpha$ for each parameter $i$ where the variance reduction only increases marginally. For 'bad' parameters, numerical instabilities occur before convergence is achieved. I then fix $\alpha_{i_{0}}=\alpha_{i_{0}}^{\text {thresold }}$ where $i_{0}$ is the parameter having the smallest $\alpha_{i}^{\text {thresold }}$, that is, $i_{0}=\operatorname{argmin}\left(\alpha_{i}^{\text {thresold }}\right)$. Then a new series of equally increasing $\alpha_{i}$ is run, leading to fix a second $\alpha_{i_{1}}$. The procedure is iterated to fix all $\alpha_{i}$. The validation of this approach is illustrated in the case of interseismic modelling in Section 5.


Figure 2. Illustration of the equivalence of the TMVN method to the Bayesian approach for a simple synthetic case $\operatorname{dim}\left(\mathbb{M}_{b}\right)=2$ (see text for details). (a) Likehood $L(m)$ over the full space as a function of parameters $m_{1}$ and $m_{2}$. The white box indicates $\mathbb{M}_{b}$, that is, the bounded domain considered for the inverse problem. (b) Joint posterior pdf given by eq. (5). (c-e) Approximate joint posterior pdf using the TMVN method with $\alpha=0.5,1.0$ and 8.0 . As $\alpha$ increases, a better approximation of the true posterior joint pdf is obtained. (f) Approximated posterior joint pdf using Monte Carlo sampling. Small dots show the sampling whose densities are shown by colour codes by $0.05 \times 0.05$ wide bins. ( g and h ) 1-D marginal pdf for $m_{1}$ and $m_{2}$ parameters. Yellow histograms are the marginal pdf derived from the MCMC sampling. For $\alpha$ larger than 4 , the recovered pdfs are visually indistinct from the true pdf and are not represented.

## 4 SYNTHETIC CASE

In order to visualize the methodology previously described, I use a simple synthetic case where $G=\left[\begin{array}{cc}-7 & -4 \\ 1 & 10 \\ 2 & -11\end{array}\right], d=\left[\begin{array}{c}10 \\ 3 \\ -5\end{array}\right], C_{d}=5^{2} I_{3}$ , $\mathbb{M}_{b}=[0,1] \times[0,1]$, with uniform priors. These values are arbitrary and have been chosen for visualization purposes. Fig. 2(a) showing the likehood $L(m)=\frac{1}{2}\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)$ over a domain wider than $\mathbb{M}_{b}$ indicates that $L(m)$ has a minimum located outside $\mathbb{M}_{b}$. For this 2-D inverse problem, we can visualize the true posterior pdf over $\mathbb{M}_{b}$ using eq. (5), shown in Fig. 2(b). We then compare the true posterior pdf with its approximation provided by eq. (8) obtained for $\sigma=\alpha \max \left(\frac{b_{i}}{2}\right)$, with $\alpha=0.5,1.0$ and 8.0 . Figs 2 (c-e) show that the approximated posterior pdf rapidly converges towards the true pdf. We further compare the results with the posterior pdf derived from a Monte Carlo sampling. The Monte Carlo results have been obtained using the PyMC package (https://github.com/pymc-devs/pymc), using

Table 1. Mean, standard deviation and maximum posterior of parameters ( $m_{1} / m_{2}$ ) for the different methods described in the text. std, standard deviation; MAP, $m_{1}, m_{2}$ values corresponding to the maximum posterior joint pdf.

| Method | Mean | Std | MAP |
| :--- | :---: | :---: | :---: |
| True pdf | $0.229 / 0.328$ | $0.200 / 0.219$ | $0.000 / 0.190$ |
| App. pdf $\alpha=0.5$ | $0.251 / 0.346$ | $0.200 / 0.211$ | $0.000 / 0.282$ |
| App. pdf $\alpha=1.0$ | $0.233 / 0.332$ | $0.201 / 0.217$ | $0.000 / 0.219$ |
| App. pdf $\alpha=8.0$ | $0.229 / 0.328$ | $0.200 / 0.219$ | $0.000 / 0.190$ |
| Monte Carlo | $0.228 / 0.326$ | $0.199 / 0.218$ | $0.000 / 0.186$ |

$5 \times 10^{5}$ samples, with burn and thinning values of 1000 and 10 (Fig. 2f). Figs $2(\mathrm{~g})$ and (h) show the posterior marginal pdf obtained for each of the two parameters using eq. (11) to be compared with the Monte Carlo approach and the true value. Again, we see the rapid convergence of the approximate pdf towards the true value. For $\alpha=3$, the marginal pdf obtained using the TMVN approximation is undistinguishable from the true pdf.

Table 1 shows the mean and the standard deviation numerically derived from the marginal pdf, together with the values of $m_{1}$ and $m_{2}$ corresponding to the maximum value of the posterior joint pdf (MAP). For the approximate method, the MAP is obtained using the method described in Section 2.4 with the BVLS algorithm from Stark \& Parker (1995). Again, we see a very rapid convergence towards the true value. For $\alpha=8.0$, we have convergence at a level better than $10^{-3}$, while the Monte Carlo approach still suffers from small (a few $10^{-3}$ ) errors. In terms of speed, the Monte Carlo inversion took 63 s for $5 \times 10^{5}$ samples against 0.15 s to calculate all the marginal pdfs with 20 points and 0.0004 s to obtain the MAP.

## 5 AN UNDERDETERMINED BOUNDED PROBLEM WITH INDEPENDENT UNIFORM PRIORS: INTERSEISMIC MODELLING IN CENTRAL PERU

In order to further validate the methodology, I apply the TMVN method to a real case of interseismic modelling in Central Peru, where the Nazca plate converges towards the peruvian Inca sliver (Nocquet et al. 2014) at a velocity of ${ }^{\sim} 57 \mathrm{~mm} \mathrm{mr}^{-1}$ (Villegas-Lanza et al. 2016). Central Peru delimits a $\sim 500 \mathrm{~km}$ long segment of high interseismic coupling from a depth of $\sim 50 \mathrm{~km}$ possibly extending updip to the trench as found from seafloor geodesy measurements (Gagnon et al. 2005) with lower interseismic coupling north and south of it (Villegas-Lanza et al. 2016). Rather than providing a new model for this area, the aim here is to evaluate the TMVN methodology on a real case. I selected 13 horizontal GPS velocities providing 26 observations and discretized a 700 km long fault following the trench (strike $35^{\circ} \mathrm{W}$ ) with a dip of $15^{\circ}$ into $3070 \times 70 \mathrm{~km}$ square subfaults (Fig. 3). I use a fixed rake of $113^{\circ}$ in agreement with the relative motion between the Nazca plate and the Inca sliver as defined in Villegas-Lanza et al. (2016). The inverse problem is underdetermined with $\operatorname{dim}\left(\mathbb{M}_{b}\right)=30$ and $\operatorname{dim}(\mathbb{D})=26$ and $\mathbb{M}_{b}=\left[0, v_{i}\right]_{i \in\{1,30\rangle}$, where $v_{i}$ is the relative plate motion calculated a subfault $i$. $C_{d}$ is simply taken as the diagonal matrix containing the individual variance of velocity components coming the GPS analysis.

The backslip approach (Savage 1983) is used and the Green's function relating the GPS velocity components to the unit slip at a subfault in a direction opposite to the plate convergence is calculated for a semi-infinite homogeneous elastic half-space (Okada 1992). The Bayesian approach was implemented using the PyMC package (https://github.com/pymc-devs/pymc), using $10^{7}$ samples, with burn and thinning values of 5000 and 10 respectively, leaving $9.95 \times 10^{5}$ posterior samples. Uniform prior bounded between 0 and the plate velocity were specified for the 30 parameters. For the TMVN approach, the algorithm described in Section 3.3 has been applied. A convergence tolerance of 2 per cent has been used, leading to values for $\alpha_{i}$ between 1.4 and 8.7.

In the following, we compare the TVMN results to the MCMC results for various quantities usually presented for Bayesian inversions. The aim is to assess the ability of the TMVN method to reproduce Bayesian results obtained using MCMC sampling for independent uniform priors for an underdetermined problem. I chose this case because it is the most difficult: the underdetermined case prevents an exact solution and uniform priors require the priors to be also approximated. When comparing the results between the TMVN and Bayesian MCMC inversions, we need to remember that the MCMC is also an approximation to the true quantities. We will see that part of the few differences noted can partly be attributed to errors in the MCMC with respect to the truth.

### 5.1 1- and 2-D marginal pdf

Fig. 4 shows the comparison between the 1-D marginal pdfs obtained from the two methods. The 1-D pdfs were obtained using the dtmvnorm.marginal function from the tmvtnorm R package (Wilhelm 2015) which implements the method proposed by Cartinhour (1990). Fig. 4 shows that the chosen inverse problem includes a great diversity in terms of parameter resolution. Some parameters are well defined and centred around a value between the bounds and show nearly Gaussian shape (parameters $12,13,14,17,22$ and 23 ), while for other parameters, the maximum of the pdf has its maximum close to either 0 per cent of coupling (e.g. 21) or 100 per cent (e.g. 1-6). Parameters 7,8 and 9 are badly determined, as indicated by a widely spread pdf. We can note that the resolution indicated by the marginal pdf is not a direct function of the distance between the subfault and the GPS sites as indicated by the very good resolution for subfaults 1-5. In general, the TMVN and MCMC approaches show a very good agreement in terms of the shape and the values of the marginal pdf. The agreement is


Figure 3. Inverse problem setup for interseismic modelling in central Peru. White squares indicate individual subfaults together with their number in the inversion. Yellow arrows are interseismic velocities with respect to the overriding plate, with their 95 per cent confidence level ellipses.


### 5.2 Mean, maximum posterior and median models

Fig. 6 shows the mean, MAP and median models obtained using the MCMC and TMVN approaches in a map view. Fig. 7 shows the comparison in an MCMC value versus TMVN value plot. Both figures show that the mean and median models obtained for both approaches are the same within 5 per cent. However, for the MAP larger differences are found, the largest being for subfault \#7 where the value is 28 per


Figure 5. 1- and 2-D marginal pdf obtained using the MCMC and TMVN approaches. Subplots on the diagonal show the 1-D pdf as in Fig. 4. Subplots in the upper triangle part are the marginal pdf from the MCMC approach for pairs of parameters. Plots in the lower triangle part of the plot matrix are their equivalent derived using the TMVN approach. Both representations use evaluation of the covariance function over a $30 \times 30$ points grid. For the non-diagonal subplots, the $x$-axis corresponds to the coupling value for the subfault with the higher index, while the $y$-axis corresponds to coupling value for the subfault with the lowest index. The colour code is from white to black through yellow and red, white being the lowest probability value and black the highest. The colour scale is optimized for each subplot and therefore only reflects relative values within each subplot.
cent for the MCMC approach and 97 per cent for the TMVN approach. Looking at the marginal pdf for subfault \#7 (Fig. 4), this value for the MCMC approach looks surprising, because the marginal pdf would rather suggest a maximum posterior value closer to 100 per cent. While the MAP for the TMVN method has been obtained using the method described in Section 2.4, the MAP for the MCMC approach has simply been taken as the sample from the MCMC results having the maximum posterior probability. The MAP value from the MCMC therefore likely represents an error probably due to the partial exploration of parameters by the MCMC sampler for a badly determined parameter, for which different values induce very little change in the likelihood. For the MCMC approach, more reliable MAP estimates are obtained from the maximum of the posterior 1-D marginal pdf that would in this case agree within 2-4 per cent with the TMVN results. The difference between the TMVN and MCMC approaches observed for a badly determined parameter also suggests that the TMVN method can be used as an independent verification for MCMC results.

median coupling model from MCMC
median coupling model from TMVN


Figure 6. Results for interseismic coupling inversion. Bayesian MCMC results are shown on the left column and TMVN results on the right column. Top: mean model. Middle: maximum posterior (MAP) model. Bottom: median model.


Figure 7. Comparison between MCMC and TMVN results. For the median, standard deviation, median, MAP and information gain, results from the TMVN approach are along the $x$-axis and results from the MCMC approach along the $y$-axis. The grey line indicates deviation of $\pm 5$ per cent to the equality between the MCMC and TMVN results. The bottom right subplot shows the 95 per cent confidence level for each parameters. $X$-axis indicates the subfault number as shown in Fig. 3. Confidence intervals obtained from the TMVN approach are in light pink. Confidence intervals obtained from the MCMC approach are shown by the thin black lines.

### 5.3 Standard deviation, confidence interval and information gain

Fig. 8 shows that the standard deviation derived from both methods are equivalent within 5 per cent. Fig. 8 also shows that the 95 per cent confidence intervals are similar. It is interesting to note that for instance parameter \#7, which showed the largest MAP difference between the MCMC and TMVN estimates, shows an identical 95 per cent confidence interval for both method. This suggests that although MCMC and the TMVN methods can sometimes provide differences for the MAP for badly resolved parameters, the inferences made using statistical criterion will not be different.

I finally compare the information gain, here simply defined as the normalized variance reduction using eq. (25). An information gain of 1 (or 100 per cent) indicates that the data enable the parameter to be perfectly resolved while an information gain close to 0 indicates that the data do not help to improve the prior knowledge we had on the parameter. In the chosen example, the information gain is lower close to the trench and at the northern edge of the chosen fault. For instance, the parameter \#7 has an extremely low information gain (10 per cent found for both approaches), while parameter \#23, close to the GPS data has an information gain better than 90 per cent. We see that the TMVN method usually provides information gain estimates equivalent to the MCMC estimates at the 10 per cent level (maximum difference for parameter \#3 is 25 per cent). In general, we also note that the information gain from the TMVN is lower than the MCMC value. This can be understood in the light of Fig. 1. Indeed, the prior variance for a truncated Gaussian function is always smaller than for the true uniform rectangle function, leading to a smaller variance reduction. Therefore, the TMVN approach provides slightly biased (more pessimistic) estimates of the true information gain.

### 5.4 Comparison of computation time

The MCMC approach took 3.5 hr on a 2.9 GHz Intel Core i7 CPU with a RAM of 8 Gb . On the same computer, the TMVN approach took less than 10 s to calculate an individual marginal pdf with 30 points (i.e. 300 s to generate the pdfs shown in Fig. 4). It, however, took in average 6 mn to get the 2-D pdf over 900 points $(30 \times 30)$, making the TMVN approach not efficient to derive 2-D pdf compared to the Bayesian approach if a single CPU is used. The main advantage still remains that every parameter it can be calculated 'on demand' very quickly. Calculating the mean independently from the pdf took 17 s and getting the MAP took 0.1 s .


Figure 8. Standard deviation and information gain from the Bayesian MCMC (left column) and TMVN (right column) approaches. Top: standard deviation on coupling estimates at each subfault. Bottom: information gain (in per cent) for each subfault. Values are colour-coded according to the scale shown on the left of each subplot.

## 6 CONCLUSIONS

This study builds upon the framework of the stochastic approach of inverse problem proposed by Tarantola \& Valette (1982). It extends their results for linear inverse problems for which non-negativity or bounds are added as prior information to the model parameters. The most useful result is that 1- or 2-D marginal pdf can be obtained, as well as different quantities characterizing the inversion results. The non-negativity or bounds are reasonable physical assumptions and define by themselves strong regularization constraints to the inverse problem. Incorporating these constraints further changes the resolution analysis and potentially the inferences made from the inversion results. This study also shows that the case of low-informative uniform independent priors can be approximated. The Bayesian approach had been so far addressed by samplings, requiring intensive computer power. The approach proposed in this study reduces by far the required computer power. Among its advantage, it allows the marginal pdf to be obtained independently one from each other, allowing new strategies to be developed in future. For instance, the resolution dependence to size of the subfault in a given subspace of the model can be assessed without the need of running the full inversion. New development in the mathematical field of multivariate normal probabilities might make this approach even faster in future and useful for a range of geophysical and physical inverse problems.
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## APPENDIX A: TMVN PROBABILITIES CALCULATION AND PRACTICAL IMPLEMENTATION

The core of this paper relies on the possibility to evaluate multivariate normal integral over an $m$-dimensional axis-aligned hyper-rectangle, that is, an integral of the form
$\int_{\mathbb{A}} \exp \left(-\frac{1}{2}(x-\mu)^{T} \Sigma^{-1}(x-\mu)\right) d x$,
where $\mu$ is the untruncated multivariate normal mean vector of length $p$ and $\Sigma$ is a symmetric positive definite covariance matrix. For the bounded case (eq. 12) $\mathbb{A}=\left[0 ; b_{i}\right]^{p}$ and for the non-negative case (eq. 11), the hyper-rectangle is unbounded on one side, that is, $b_{i}=+\infty$.

Most available routines to evaluate eq. (A1) implement methods and codes developed by Alan Genz, involving two steps. In a first step, a series of three transformations is applied to the original integral making it more suitable for subsequent numerical integration. These transformations were introduced in Genz (1992) and can be summarized as follows: (1) a Cholesky decomposition of the covariance matrix $\Sigma$ results in a new problem involving the integration of independent standard univariate normal distribution functions and their inverse, but over a new integration region where integration bounds are not constant anymore; (2) the new integration bounds are expressed as functions of the cumulative distribution function (cdf) and inverse cdf of a univariate Gaussian and (3) the problem is finally transformed to an equivalent integral over the unit hypercube $[0 ; 1]^{p}$. The obtained equivalent problem is more suitable for numerical integration because it has ordered the importance of variables for the integration. In a second step, the numerical multidimensional integration is performed over the unit hypercube. For this step, different schemes have been proposed. Both methods tested in this paper to produce the results shown in Sections 4 and 5 use a so-called randomized lattice rule, where projections of integration points onto the axis produce an equidistant division of the axis, before a Monte Carlo integration (Genz \& Bretz 1999; Hothorn et al. 2001).

Several implementations are available to users for scientific programming languages. Matlab and FORTRAN codes are available at Alan Genz web page (last accessed on 2017 December 14) http://www.math.wsu.edu/faculty/genz/software/software.html. Python wrappers to Genz FORTRAN routine MVNDST.f are available either within the numerical Scipy library (scipy.stats.mvn) or statsmodels module. The most elaborated library is available for the R language with the original mvtnorm package (Genz et al. 2006). Aside a wrapper to the mvtnorm package, the tmvtnorm package (Wilhelm 2015) bundles routines for 1- and 2-D marginal pdfs calculation. Furthermore, Manjunath \& Wilhelm (2009) extending previous results from Tallis (1961) show that the mean for a TMVN over a hyper-rectangle can be expressed as a linear sum of the values of the individual marginal pdf at their bounds (Manjunath \& Wilhelm 2009, eq. 11). Although more complicated, a similar relationship holds for the covariance (Manjunath \& Wilhelm 2009, eq. 16). This approach for calculating the first two moments (mean and covariance) of a TMVN over a axis-aligned hyper-rectangle has been implemented in the mtmvnorm function, as part of the tmvtnorm package (Wilhelm 2015).

## APPENDIX B: CANONICAL FORMS OF THE COST FUNCTION

## B1 Underdetermined problem with Gaussian priors

We want to demonstrate the following relationship:
$2 S(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})+K_{u}$,
where $S(m)$, $\tilde{m}$ and $C_{\tilde{m}}$ are defined in eqs (3), (6) and (7) respectively and $K_{u}=\left(G m_{0}-d_{\mathrm{obs}}\right)^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(G m_{0}-d_{\mathrm{obs}}\right)$.

- Proof

$$
\begin{aligned}
2 S(m)= & \left(G_{m}-d_{\mathrm{obs}}{ }^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)+\left(m-m_{0}\right)^{T} C_{m}^{-1}\left(m-m_{0}\right)\right. \\
= & m^{T} G^{T} C_{d}^{-1} G_{m}-m^{T} G^{T} C_{d}^{-1} d_{\mathrm{obs}}-d_{\mathrm{obs}}^{T} C_{d}^{-1} G_{m}+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}} \\
& +m^{T} C_{m}^{-1} m-m^{T} C_{m}^{-1} m_{0}-m_{0}^{T} C_{m}^{-1} m+m_{0}^{T} C_{m}^{-1} m_{0} \\
= & m^{T}\left(G^{T} C_{d}^{-1} G+C_{m}^{-1}\right) m-m^{T}\left(G^{T} C_{d}^{-1} d_{\mathrm{obs}}+C_{m}^{-1} m_{0}\right) \\
& -\left(G^{T} C_{d}^{-1} d_{\mathrm{obs}}+C_{m}^{-1} m_{0}\right)^{T} m+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}+m_{0}^{T} C_{m}^{-1} m_{0} \\
= & m^{T} C_{\tilde{m}}^{-1} m-m^{T} a-a^{T} m+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}+m_{0}^{-1} C_{m}^{-1} m_{0}
\end{aligned}
$$

with $a=G^{T} C_{d}^{-1} d_{\mathrm{obs}}+C_{m}^{-1} m_{0}$. Noting that $m-\tilde{m}=C_{\tilde{m}}\left(C_{\tilde{m}}^{-1} m-a\right)$, we have

$$
\begin{aligned}
(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m}) & =\left(m^{T} C_{\tilde{m}}^{-1}-a^{T}\right) C_{\tilde{m}}\left(C_{\tilde{m}}^{-1} m-a\right) \\
& =m^{T} C_{\tilde{m}}^{-1} m-m^{T} a-a^{T} m+a^{T} C_{\tilde{m}} a .
\end{aligned}
$$

Thus,

$$
2 S(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})^{T}+K
$$

(Tarantola 2005, p. 66), with $K=-a^{T} C_{\tilde{m}} a+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}+m_{0}^{T} C_{m}^{-1} m_{0} . K$ is a constant independent from $m$. We will show that $K=\left(G m_{0}-d_{\mathrm{obs}}\right)^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(G m_{0}-d_{\mathrm{obs}}\right)$

$$
\begin{aligned}
K= & -a^{T} C_{\tilde{m}} a+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}+m_{0}^{T} C_{m}^{-1} m_{0} \\
= & -d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} G^{T} C_{d}^{-1} d_{\mathrm{obs}}-d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} C_{m}^{-1} m_{0}-m_{0}^{T} C_{m}^{-1} C_{\tilde{m}} G^{T} C_{d}^{-1} d_{\mathrm{obs}}-m_{0}^{T} C_{m}^{-1} C_{\tilde{m}} C_{m}^{-1} m_{0} \\
& +d_{\mathrm{os}}^{T} C_{d}^{-1} d_{\mathrm{obs}}+m_{0}^{T} C_{m}^{-1} m_{0} \\
= & \left.d_{\mathrm{obs}}^{T} C_{d}^{-1}-C_{d}^{-1} G C_{\tilde{m}} G^{T} C_{d}^{-1}\right) d_{\mathrm{obs}}+m_{0}^{T}\left(C_{m}^{-1}-C_{m}^{-1} C_{\tilde{m}} C_{m}^{-1}\right) m_{0} \\
& -d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} C_{m}^{-1} m_{0}-\left(d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} C_{m}^{-1} m_{0}\right)^{T} .
\end{aligned}
$$

We first show that $\left(C_{d}^{-1}-C_{d}^{-1} G C_{\tilde{m}} G^{T} C_{d}^{-1}\right)=\left(G C_{m} G^{T}+C_{d}\right)^{-1}$.

$$
\begin{aligned}
\left(C_{d}^{-1}-C_{d}^{-1} G C_{\tilde{m}} G^{T} C_{d}^{-1}\right)\left(G C_{m} G^{T}+C_{d}\right) & =C_{d}^{-1} G C_{m} G^{T}+I-C_{d}^{-1} G C_{\tilde{m}} G^{T} C_{d}^{-1} G C_{m} G^{T}-C_{d}^{-1} G C_{\tilde{m}} G^{T} \\
& =I+C_{d}^{-1} G C_{\tilde{m}}\left(C_{\tilde{m}}^{-1} C_{m}-G^{T} C_{d}^{-1} G C_{m}-I\right) G^{T} \\
& =I+C_{d}^{-1} G C_{\tilde{m}}\left(\left(G^{T} C_{d}^{-1} G+C_{m}^{-1}\right) C_{m}-G^{T} C_{d}^{-1} G C_{m}-I\right) G^{T} \\
& =I
\end{aligned}
$$

We now show that $C_{m}^{-1}-C_{m}^{-1} C_{\tilde{m}} C_{m}^{-1}=G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G$

$$
\begin{aligned}
C_{m}^{-1}-C_{m}^{-1} C_{\tilde{m}} C_{m}^{-1} & =C_{m}^{-1}-C_{m}^{-1}+G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G C_{m} C_{m}^{-1} \\
& =G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G
\end{aligned}
$$

Finally, I show that $d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} C_{m}^{-1} m_{0}=d_{\mathrm{obs}}^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} m_{0}$

$$
\begin{aligned}
d_{\mathrm{obs}}^{T} C_{d}^{-1} G C_{\tilde{m}} C_{m}^{-1} m_{0} & =d_{\mathrm{obs}}^{T}\left(C_{d}^{-1} G-C_{d}^{-1} G C_{m} G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G\right) m_{0} \\
& =d_{\mathrm{obs}}^{T}\left(C_{d}^{-1}-C_{d}^{-1} G C_{m} G^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\right) G m_{0} \\
& =d_{\mathrm{obs}}^{T}\left(C_{d}^{-1}\left(G C_{m} G^{T}+C_{d}\right)-C_{d}^{-1} G C_{m} G^{T}\right)\left(G C_{m} G^{T}+C_{d}\right)^{-1} G m_{0} \\
& =d_{\mathrm{obs}}^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G m_{0}
\end{aligned}
$$

so we have

$$
\begin{aligned}
K= & d_{\mathrm{obs}}^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} d_{\mathrm{obs}}+\left(G m_{0}\right)^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(G m_{0}\right) \\
& -d_{\mathrm{obs}}^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G m_{0}-\left(d_{\mathrm{obs}}^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1} G m_{0}\right)^{T} \\
= & \left(G m_{0}-d_{\mathrm{obs}}\right)^{T}\left(G C_{m} G^{T}+C_{d}\right)^{-1}\left(G m_{0}-d_{\mathrm{obs}}\right) \\
= & K_{u} .
\end{aligned}
$$

## B2 Overdetermined problem without priors

In the case of an overdetermined problem, without prior, the cost function simplifies to
$2 S(m)=\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)$.
We want to show that in this specific case
$2 S(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})+K_{o}$
with $K_{o}=d_{\mathrm{obs}}^{T} C_{d}^{-1}\left(d_{\mathrm{obs}}-\tilde{d}\right)$ and where $C_{\tilde{m}}=\left(G^{T} C_{d}^{-1} G\right)^{-1}, \tilde{m}=\left(G^{T} C_{d}^{-1} G\right)^{-1} G^{T} C_{d}^{-1} d_{\mathrm{obs}}=C_{\tilde{m}} G^{T} C_{d}^{-1} d_{\mathrm{obs}}$ and $\tilde{d}=G \tilde{m}$.
Using the same derivation as in Appendix B1,

$$
\begin{aligned}
\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right) & =m^{T} G^{T} C_{d}^{-1} G_{m}-m^{T} G^{T} C_{d}^{-1} d_{\mathrm{obs}}-d_{\mathrm{obs}}^{T} C_{d}^{-1} G_{m}+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}} \\
& =m^{T} C_{\tilde{m}}^{-1} m-m^{T} a-a^{T} m+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}
\end{aligned}
$$

with $a$ now being $a=G^{T} C_{d}^{-1} d_{o b s}$.
We still have $m-\tilde{m}=C_{\tilde{m}}\left(C_{\tilde{m}}^{-1} m-a\right)$ and

$$
\begin{aligned}
(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m}) & =\left(m^{T} C_{\tilde{m}}^{-1}-a^{T}\right) C_{\tilde{m}}\left(C_{\tilde{m}}^{-1} m-a\right) \\
& =m^{T} C_{\tilde{m}}^{-1} m-m^{T} a-a^{T} m+a^{T} C_{\tilde{m}} a
\end{aligned}
$$

so
$2 S(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})+d_{\mathrm{obs}}^{T} C_{d}^{-1} d_{\mathrm{obs}}-a^{T} C_{\tilde{m}} a=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})+d_{\mathrm{obs}}^{T} C_{d}^{-1}\left(d_{\mathrm{obs}}-\tilde{d}\right)$.

## APPENDIX C: PARTITIONING OF THE QUADRATIC FUNCTION

For the calculation of the marginal pdfs, I seek a partitioning of the quadratic function $Q(m)=(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})$ so that I can evaluate the integral for a subset of components of $m$.

I define the following partitions for vectors and matrices:
$m=\left[\begin{array}{c}m_{1} \\ m_{2}\end{array}\right], \tilde{m}=\left[\begin{array}{c}\tilde{m}_{1} \\ \tilde{m}_{2}\end{array}\right], C_{\tilde{m}}=\left[\begin{array}{cc}C_{\tilde{m}_{11}} & C_{\tilde{m}_{12}} \\ C_{\tilde{m}_{21}} & C_{\tilde{m}_{22}}\end{array}\right]$ and $C_{\tilde{m}}^{-1}=\left[\begin{array}{cc}\Sigma_{\tilde{m}_{11}} & \Sigma_{\tilde{m}_{12}} \\ \Sigma_{\tilde{m}_{21}} & \Sigma_{\tilde{m}_{22}}\end{array}\right]$.
Because $C_{\tilde{m}}$ is symmetric, $C_{\tilde{m}_{21}}=C_{\tilde{m}_{12}}^{T}$ and $\Sigma_{\tilde{m}_{21}}=\Sigma_{\tilde{m}_{12}}^{T}$.

With these partitions, we have $Q(m)=Q\left(m_{1}, m_{2}\right)$ and

$$
\begin{aligned}
Q\left(m_{1}, m_{2}\right) & =\left[\left(m_{1}-\tilde{m}_{1}\right)^{T},\left(m_{2}-\tilde{m}_{2}\right)^{T}\right]\left[\begin{array}{cc}
\Sigma_{\tilde{m}_{11}} & \Sigma_{\tilde{m}_{21}} \\
\Sigma_{\tilde{m}_{21}} & \Sigma_{\tilde{m}_{22}}
\end{array}\right]\left[\begin{array}{l}
m_{1}-\tilde{m}_{1} \\
m_{2}-\tilde{m}_{2}
\end{array}\right] \\
& =\left(m_{1}-\tilde{m}_{1}\right)^{T} \Sigma_{\tilde{m}_{11}}\left(m_{1}-\tilde{m}_{1}\right)+2\left(m_{1}-\tilde{m}_{1}\right)^{T} \Sigma_{\tilde{m}_{12}}\left(m_{2}-\tilde{m}_{2}\right)+\left(m_{2}-\tilde{m}_{2}\right)^{T} \Sigma_{\tilde{m}_{22}}\left(m_{2}-\tilde{m}_{2}\right) .
\end{aligned}
$$

For the inverse of a partitioned symmetric matrix, we have the following identities:

$$
\begin{aligned}
& \Sigma_{\tilde{m}_{11}}=\left(C_{\tilde{m}_{11}}-C_{\tilde{m}_{12}} C_{\tilde{m}_{22}}^{-1} C_{\tilde{m}_{12}}^{T}\right)^{-1}=C_{\tilde{m}_{11}}^{-1}+C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1} C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} \\
& \Sigma_{\tilde{m}_{22}}=\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1}=C_{\tilde{m}_{22}}^{-1}+C_{\tilde{m}_{22}}^{-1} C_{\tilde{m}_{12}}^{T}\left(C_{\tilde{m}_{11}}-C_{\tilde{m}_{12}} C_{\tilde{m}_{22}}^{-1} C_{\tilde{m}_{12}}^{T}\right)^{-1} C_{\tilde{m}_{12}} C_{\tilde{m}_{22}}^{-1} \\
& \Sigma_{\tilde{m}_{12}}=\left(\Sigma_{\tilde{m}_{21}}\right)^{T}=-C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1} \\
& \Sigma_{\tilde{m}_{21}}=\left(\Sigma_{\tilde{m}_{12}}\right)^{T}=-C_{\tilde{m}_{22}}^{-1} C_{\tilde{m}_{12}}^{T}\left(C_{\tilde{m}_{11}}-C_{\tilde{m}_{12}} C_{\tilde{m}_{22}}^{-1} C_{\tilde{m}_{12}}^{T}\right)^{-1} .
\end{aligned}
$$

Substituting the second expression for $\Sigma_{\tilde{m}_{11}}$, the first expression for $\Sigma_{\tilde{m}_{22}}$ and the expression of $\Sigma_{\tilde{m}_{12}}$ into $Q\left(m_{1}, m_{2}\right)$, we get

$$
\begin{aligned}
Q\left(m_{1}, m_{2}\right)= & \left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right) \\
& +\left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1} C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right) \\
& -2\left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1}\left(m_{2}-\tilde{m}_{2}\right) \\
& +\left(m_{2}-\tilde{m}_{2}\right)^{T}\left(C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}\right)^{-1}\left(m_{2}-\tilde{m}_{2}\right) .
\end{aligned}
$$

Defining $A=C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}$ and rewriting $\left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}}$ as $\left[C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right]^{T}$, we recognize the developed form of a quadratic function

$$
\begin{aligned}
Q\left(m_{1}, m_{2}\right)= & \left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right) \\
& +\left[C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right]^{T} A^{-1}\left[C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right] \\
& -2\left[C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}\left(m_{1}-\tilde{m}_{1}\right)\right]^{T} A^{-1}\left(m_{2}-\tilde{m}_{2}\right) \\
& +\left(m_{2}-\tilde{m}_{2}\right)^{T} A^{-1}\left(m_{2}-\tilde{m}_{2}\right) \\
= & \left(m_{1}-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right) \\
& +\left[\left(m_{2}-\tilde{m}_{2}\right)-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right]^{T} A^{-1}\left[\left(m_{2}-\tilde{m}_{2}\right)-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{1}-\tilde{m}_{1}\right)\right] \\
= & Q_{1}\left(m_{1}\right)+Q_{2}\left(m_{1}, m_{2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
Q_{1}(x) & =\left(x-\tilde{m}_{1}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(x-\tilde{m}_{1}\right) \\
Q_{2}\left(x_{1}, x_{2}\right) & =\left(x_{2}-b\left(x_{1}\right)\right)^{T} A^{-1}\left(x_{2}-b\left(x_{1}\right)\right) \\
b(x) & =\tilde{m}_{2}+C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1}\left(x-\tilde{m}_{1}\right) \\
A & =C_{\tilde{m}_{22}}-C_{\tilde{m}_{12}}^{T} C_{\tilde{m}_{11}}^{-1} C_{\tilde{m}_{12}} .
\end{aligned}
$$

## APPENDIX D: MIXED GAUSSIAN AND TRUNCATED GAUSSIAN PROBLEMS

So far, the results presented in this paper were for the bounded or non-negative problem assuming that slip occurs only along an a priori fixed rake (although this rake may be different for each subfault). Earthquake coseismic slips sometimes show departures from the main rake direction. In this case, for each of the $p$ subfaults, the slip can be decomposed into its component along the main rake and its perpendicular components. Noting $m_{\Perp}$ and $m_{\perp}$ the vector of slip along the main rake and perpendicular to it respectively, the vector of unknowns is now $m=\left[m_{\Perp}{ }^{T}, m_{\perp}{ }^{T}\right]^{T}$ with $2 p$ components.

For $m_{\perp}$, we can use a prior either as a TMVN, as a uniform or as an unbounded multivariate Gaussian, all being centred on $m_{0_{\perp}}=0^{p}$. For the case of TMVN priors, all previous results for the bounded case remain valid, with the only change that the bounds for the $i$ th component of $m_{\perp}$ will now be $\left[-b_{i} / 2,+b_{i} / 2\right]$. The case of uniform priors will also be approximated using the TMVN prior with large values of $\sigma_{i} / b_{i}$ as in Section 3. The case of $m_{\perp}$ with unbounded multivariate Gaussian priors can also be approximated by choosing large bound values $b_{i}$ for the components of $m_{\perp}$, that is, $\sigma_{i} / b_{i}$ should be small (e.g. bounds of $[-100,100] \mathrm{m}$ and $\sigma_{i}=1 \mathrm{~m}$ ). For marginal pdf, the remaining integral term in eqs (11) and (12) can be evaluated with infinite bounds that are compatible with the method from Genz \& Bretz (2009) method.

Although these approximations are valid, it is interesting to scrutinize how some of the equations previously derived behave for the mixed Gaussian/truncated Gaussian case. In the following, I will assume that the prior pdf for $m_{\Perp}$ is a TMVN with covariance $C_{m_{\|}}$and a priori $m_{0_{\|}}$, while the prior pdf for $m_{\perp}$ is an untruncated centred Gaussian, with covariance $C_{m_{\perp}}$ and mean $m_{0_{\perp}}=0^{p}$. I will also make the reasonable assumption that the priors for $m_{\Perp}$ and $m_{\perp}$ are independent (Minson et al. 2013; Minson et al. 2014). I note $\mathbb{M}_{*}$ the associated space model with $\operatorname{dim}\left(\mathbb{M}_{*}\right)=2 p . \mathbb{M}_{\|}$and $\mathbb{M}_{\perp}$ are the subspaces of $\mathbb{M}_{*}$ corresponding to the main rake and main rake perpendicular slip components so that $\mathbb{M}_{*}=\mathbb{M}_{\|} \times \mathbb{M}_{\perp} . \mathbb{M}_{\|}$can be $\left[0, b_{i}\right]^{p}$ for the bounded case or $\left(\mathbb{R}^{+}\right)^{p}$ for the non-negative case as before and $\mathbb{M}_{\perp}=\mathbb{R}^{p}$.

## D1 Marginal probability density functions for the mixed Gaussian/truncated Gaussian case

Under these assumptions, we can write the prior pdf of $m$ as
$\rho_{\mathbb{M}_{*}}(m)=K_{m_{*}} \exp \left(-\frac{1}{2}\left(m_{\|}-m_{0_{\|}}\right)^{T} C_{m_{\|}}^{-1}\left(m_{\|}-m_{0_{\|}}\right)\right) \exp \left(-\frac{1}{2}\left(m_{\perp}-m_{0_{\perp}}\right)^{T} C_{m_{\perp}}^{-1}\left(m_{\perp}-m_{0_{\perp}}\right)\right)$.
The posterior joint pdf from eq. (8) is
$\sigma_{\mathbb{M}_{*}}(m)=K_{*} \exp \left(-\frac{1}{2}(m-\tilde{m})^{T} C_{\tilde{m}}^{-1}(m-\tilde{m})\right)$.
Using the partitioning $\tilde{m}=\left[\begin{array}{c}\tilde{m}_{\|} \\ \tilde{m}_{\perp}\end{array}\right]$ and $C_{\tilde{m}}^{-1}=\left[\begin{array}{cc}C_{\tilde{m}_{\|}} & C_{\tilde{m}_{\| \perp}} \\ C_{\tilde{m}_{\| \perp}}^{T} & C_{\tilde{m}_{\perp}}\end{array}\right]$. From eq. (11), we can write

$$
\begin{align*}
\sigma_{\mathbb{M}_{\|}}\left(m_{\|}\right) & =K_{*} \exp \left(-\frac{1}{2} Q_{1}\left(m_{\|}\right)\right) \int_{\mathbb{M}_{b 2}} \exp \left(-\frac{1}{2} Q_{2}\left(m_{\|}, m_{\perp}\right)\right) \mathrm{d} m_{\perp} \\
& =K_{*} \exp \left(-\frac{1}{2}\left(m_{\|}-\tilde{m}_{\|}\right)^{T} C_{\tilde{m}_{11}}^{-1}\left(m_{\|}-\tilde{m}_{\|}\right)\right) \tag{D3}
\end{align*}
$$

$$
\begin{equation*}
\int_{\mathbb{M}_{\perp}} \exp \left(-\frac{1}{2}\left(m_{\perp}-b\left(m_{\|}\right)\right)^{T} A^{-1}\left(m_{\perp}-b\left(m_{\|}\right)\right) \mathrm{d} m_{\perp}\right. \tag{D4}
\end{equation*}
$$

Now $\mathbb{M}_{\perp}=\mathbb{R}^{p}$ so that

$$
\begin{equation*}
\int_{\mathbb{M}_{\perp}} \exp \left(-\frac{1}{2}\left(m_{\perp}-b\left(m_{\|}\right)\right)^{T} A_{\perp}^{-1}\left(m_{\perp}-b\left(m_{\|}\right)\right) \mathrm{d} m_{\perp}=\sqrt{2 \pi}^{n} \sqrt{\left|A_{\perp}\right|}\right. \tag{D5}
\end{equation*}
$$

with $A_{\perp}=C_{\tilde{m}_{\perp}}-C_{\tilde{m}_{\| \perp}}^{T} C_{\tilde{m}_{\|}} C_{\tilde{m}_{\| \perp}}$ and $\left|A_{\perp}\right|$ is the determinant of $A_{\perp}$. This result shows that the calculation of posterior marginal pdf for a subset of $\tilde{m}_{\|}$, therefore also including the 1-D posterior pdf, can be reduced because the contribution of $\tilde{m}_{\perp}$ is simply a constant. Thus, we are now again in the case of Section 2.3.

If we now want to calculate the marginal pdf for $\tilde{m}_{\perp}$, eq. (8) gives

$$
\begin{align*}
& \sigma_{\mathbb{M}_{\perp}}\left(m_{\perp}\right)=K_{*} \exp \left(-\frac{1}{2} Q_{1}\left(m_{\perp}\right)\right) \int_{\mathbb{M}_{\|}} \exp \left(-\frac{1}{2} Q_{2}\left(m_{\perp}, m_{\|}\right)\right) \mathrm{d} m_{\|}  \tag{D6}\\
& =K_{*} \exp \left(-\frac{1}{2}\left(m_{\perp}-\tilde{m_{\perp}}\right)^{T} C_{\tilde{m} \perp}^{-1}\left(m_{\perp}-\tilde{m_{\perp}}\right)\right) . \\
& \quad \int_{\mathbb{M}_{\|}} \exp \left(-\frac{1}{2}\left(m_{\|}-b\left(m_{\perp}\right)\right)^{T} A_{\|}^{-1}\left(m_{\|}-b\left(m_{\perp}\right)\right) \mathrm{d} m_{\|}\right. \tag{D7}
\end{align*}
$$

with $A_{\|}=C_{\tilde{m}_{\|}}-C_{\tilde{m}_{\| \perp}} C_{\tilde{m}_{\perp}} C_{\tilde{m_{\| \perp}}}^{T}$.
So the posterior of parameters with prior Gaussian are not Gaussian anymore but also are the product of a Gaussian with a skewness function.

## D2 MAP for the mixed Gaussian/truncated Gaussian case

From eq. (2), we have
$\sigma_{\mathbb{M}_{*}(m)}=k \rho_{\mathbb{M}_{*}(m)} \rho_{\mathbb{D}}\left(G_{m}\right)$.
Inserting the expression of the prior from eq. (D1) gives

$$
\begin{aligned}
\sigma_{\mathbb{M}_{*}(m)}= & K_{m_{*}} \exp \left(-\frac{1}{2}\left(m_{\|}-m_{0_{\|}}\right)^{T} C_{m_{\|}}^{-1}\left(m_{\|}-m_{0_{\|}}\right)\right) \\
& \exp \left(-\frac{1}{2}\left(m_{\perp}-m_{0_{\perp}}\right)^{T} C_{m_{\perp}}^{-1}\left(m_{\perp}-m_{0_{\perp}}\right)\right) \exp \left(-\frac{1}{2}\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)\right) .
\end{aligned}
$$

So, the cost function becomes
$2 S(m)=\left(G_{m}-d_{\mathrm{obs}}\right)^{T} C_{d}^{-1}\left(G_{m}-d_{\mathrm{obs}}\right)+\left(m_{\|}-m_{0_{\|}}\right)^{T} C_{m_{\|}}^{-1}\left(m_{\|}-m_{0_{\|}}\right)+\left(m_{\perp}-m_{0_{\perp}}\right)^{T} C_{m_{\perp}}^{-1}\left(m_{\perp}-m_{0_{\perp}}\right)$.
Defining $G=\left[G_{\Perp}, G_{\perp}\right]$ with $G_{\sharp}$ and $G_{\perp}$ being the Green's function relating respectively the unit slip in the main rake and its perpendicular to the observation vector $d_{\text {obs }}$ and
$C_{m}^{-1 / 2}=\left[\begin{array}{cc}C_{m_{\|}}^{-1 / 2} & 0 \\ 0 & C_{m_{\perp}}^{-1 / 2}\end{array}\right]$.

I write
$A=\left[\begin{array}{cc}C_{d}^{-1 / 2} G_{\|} & C_{d}^{-1 / 2} G_{\perp} \\ C_{m_{\|}}^{-1 / 2} & 0 \\ 0 & C_{m_{\perp}}^{-1 / 2}\end{array}\right]=\left[\begin{array}{c}C_{d}^{-1 / 2} G \\ C_{m}^{-1 / 2}\end{array}\right]$
and
$B=\left[\begin{array}{c}C_{d}^{-1 / 2} d_{\mathrm{obs}} \\ C_{m_{\|}}^{-1 / 2} m_{0_{\|}} \\ C_{m_{\perp}}^{-1 / 2} m_{0_{\perp}}\end{array}\right]=\left[\begin{array}{c}C_{d}^{-1 / 2} d_{\mathrm{obs}} \\ C_{m}^{-1 / 2} m_{0}\end{array}\right]$.
We have $2 S(m)=\left(A_{m}-B\right)^{T}\left(A_{m}-B\right)$ which can be used as input for non-negative or bounded least-squares minimization. The algorithms from Lawson \& Hanson (1974) or Stark \& Parker (1995) do not explicitly include an option for infinite bounds. This is not a problem since the solution is achieved by finding the subset of $m_{i}$ which are set to their bounds, the other $m_{i}$ being the results of a classical least-squares solution (Lawson \& Hanson 1974). So, for parameters with untruncated Gaussian priors, setting sufficiently large bounds that will never be reached provides the correct solution for the MAP.

