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Abstract. In many walking, running, flying, and swimming animals, in-
cluding mammals, reptiles, and birds, the vestibular system plays a cen-
tral role for verticality estimation and is often associated with a head sta-
bilisation (in rotation) behaviour. Head stabilisation, in turn, subserves
gaze stabilisation, postural control, visual-vestibular information fusion
and spatial awareness via the active establishment of a quasi-inertial
frame of reference. Head stabilisation helps animals to cope with the
computational consequences of angular movements that complicate the
reliable estimation of the vertical direction. We suggest that this strat-
egy could also benefit free-moving robotic systems, such as locomoting
humanoid robots, which are typically equipped with inertial measure-
ments units. Free-moving robotic systems could gain the full benefits of
inertial measurements if the measurement units are placed on indepen-
dently orientable platforms, such as a human-like heads. We illustrate
these benefits by analysing recent humanoid robots design and control
approaches.

1 Introduction

Spatial awareness is crucial for free-moving robots. For instance, legged hu-
manoid robots must be aware of their body motion and orientation with respect
to gravity in order to maintain stable posture and gait. Recent technological de-
velopments in sensing and control for robotic systems contributed to the appear-
ance of new humanoid robots with human-like (anthropomorphic) behaviours.
However, the performance of robots is still lagging far behind the abilities of
biological systems. For example, it is clear that that a powerful and adaptive
sensorimotor control system enables humans, for example, to balance on fallen
trunks or run on sandy beaches, not mentioning the locomotion prowesses of
felines, of mountain goats, and so on.

The purpose of this chapter is to examine the phenomenon of head stabili-
sation displayed by biological and robotic systems and the importance of such
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behavior in motion sensing and body balancing. Head stabilisation has been ex-
tensively studied by neuroscientists and recently several robotic systems have
adopted this human-like control to improve inertial sensing, gaze and postural
control, and interaction qualities of the robots. Functions of the vestibular sys-
tem and its primary roles are first reviewed in Section 2. Head stabilisation in
humans is next discussed in Section 3, which is then followed by the overview of
inertial sensing and head stabilisation in robotics systems in Sections 5 and 6.

2 Sensing body movements in animals and robots

2.1 Sense of motion

Humans and animals have a complex multisensory system which provides the
central neural system (CNS) with information about the external world. For us,
like for other living creatures, it is important to understand the spatial orien-
tation and localization of our bodies with respect to the objects of the external
world. This can be accomplished by the help of diverse sensory systems: vision,
audition, tactile, proprioception and vestibular. Change of visual flow in the
retina would indicate that the position of the body changed with respect to an
observed environment. Change of difference in acoustic flow in the ear would
indicate that the body moves with respect to a sound source. Likewise, tactile
and proprioceptive inputs would signal position change of the body if the lat-
ter interacts with an environment. However, independent sensory information
of one modality only may not be sufficient for correct motion perception. For
instance, change of visual flow can be caused by movements of eyes, sound source
movement may be estimated wrongly if the head rotates, etc. Then, the prob-
lem is solved by multisensory integration [45]. The CNS can efficiently process
multisensory information and provide the brain with a proper motion sensation.
Visual, audition, tactile and proprioception sensory inputs, excluding vestibu-
lar, can be easily put out of action while vestibular inputs will always be there.
Even in case of zero gravity vestibular organs will respond to linear accelerations
and angular velocities of the body motion. It is thus reasonable to claim that the
vestibular system plays a key role in perceiving self-motion. The principles which
govern vestibular organs and their roles for postural control will be described
next.

2.2 Vestibular system

The vestibular system detects motion of the head in space and generates re-
flexes that are crucial for survival, such as stabilising gaze and maintaining head
and body posture. In addition, the vestibular system provides its owner with a
subjective sense of movement and orientation in space. The vestibular sensory
organs are located in close proximity to the cochlea, as shown in Figure 1A. The
vestibular system consists of two types of organs: the two otolith organs and the
three semicircular canals. Two types of otolith organs (the saccule and utricle)
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sense linear acceleration which includes gravitational and translational forces.
Semicircular canals sense angular velocities in three planes. Receptor signals are
sent through the vestibular nerve fibres to the neural structures that are respon-
sible for eye movements, posture and balance control. As a result, the vestibular
organs constitute our sixth sense - the sense of motion which allows us to perceive
and control bodily movements [16]. Vestibular processing is highly multimodal,
for instance, visual/vestibular and proprioceptive/vestibular sensory inputs are
dominant for gaze and postural control, but at the same time vestibular system
itself plays an important role in everyday activities and contributes to a various
range of functions [5, 35].

head rotation

flow

deflection

head's translation

A. B.
otoconia crystals

canals

saccule and utricle
with otoliths

C.

Fig. 1. The vestibular organs located in each inner ear (A). Main organs are three
almost orthogonal semicircular canals (superior, posterior and lateral) and two otolith
organs (utricle and saccule). Semicircular canals measure angular velocity of the head
(B). Otolith organs measure linear gravitoinertial acceleration (C).

Each inner ear has three semicircular canals arrayed approximately at
right angles to each other. The real geometry has evolved during evolution de-
pending upon the need of each species [37]. Semicircular canals are sensitive to
angular accelerations [121]. Each canal is comprised of a circular path of fluid
continuity, interrupted at the ampulla by a watertight, elastic membrane called
the cupula [5]. Fig. 1B shows a schematic view of one semicircular canal. Each
canal is filled with a fluid called endolymph. When the head rotates in the plane
of a semicircular canal, inertial forces causes the endolymph in the canal to lag
behind the motion of the head [28]. The motion of the endolymph applies pres-
sure to the membrane of the cupula and its deflection causes shearing stress in
the hair cells [28]. The corresponding electrical signals are generated and trans-
mitted through neurons in a way similar to the way it is done in the otoliths.
Although the semicircular canals respond to angular acceleration, the neural out-
put from the sensory cells represents the velocity of rotation. This suggests that
the input signal is integrated due to the mechanics of the canals, mainly because
of the increase in viscous properties of the fluid in a tight canal [36, 76]. The
vestibular system transmits the components of the angular velocity of the head
to the CNS which forms a three-dimensional angular velocity vector describing
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the body motion. More advanced experimental studies with human subjects sup-
ported the torsion-pendulum representation of the canal dynamics [75, 68, 107].
In [139], it was suggested to model semicircular canals with the heavily-damped
second order system which behaved as an angular-velocity meter.

The otolith organ comprised utricle and saccule, both sensitive to linear
acceleration of the head in linear motion and static tilt in the vertical planes.
The utricle and the saccule are arranged to respond to the motion in three di-
mensions. When the head is upright, the saccule is vertical and it measures linear
accelerations in the sagittal plane, specifically movements up and down. The utri-
cle is horizontally oriented and measures accelerations in interaural transverse
(horizontal) plane (anterio-posterior and medio-lateral accelerations) [70]. Both,
the utricle and the saccule, contain sheets of hair cells a sensory epithelium (mac-
ula). An otolithic membrane (otoconia) composed of calcium carbonate crystals
sits atop of hair cells. Fig. 1C shows the simplified view of otolithic hair cells
during an accelerated motion to the right. In response to linear acceleration,
the crystals are left behind due to their inertia. Linear acceleration of the head
causes otoconia’s motion which in turn causes shear forces acting on the hair
cells. In addition during head tilt they can measure the changes of head angle
with respect to the gravity vector. Complex molecular level mechanic-electro-
chemical mechanism of interaction between hair cells results in the generation
of electrical signals which are sent to the neural structures for further process-
ing [28]. The displacement of the large saccular otolith of a ruff was measured in
[39] and the dynamic identification suggested that the mechanics of the otolith
could be described by a critically damped second-order system with a resonant
frequency of 50 Hz. A recent model of the geometry of the utriculus and sacculus
has suggested that the curved shape of the striola (which contains the dynamic
sensory cells) are in fact the projection of a curved virtual striola giving the
ensemble of the two sensors the capacity to measure directly the 3D acceleration
vector of the movements for the head in space [41].

2.3 Sensory data integration and processing

Sensory outputs from otoliths and semicircular canals are processed in neural
systems on different levels. Some information is processed in low-level neural
networks, while some are directed to CNS where integration with other sensory
modalities may occur.

L. R. Young with his group proposed an optimal estimator model in [21].
A concept of the internal model was introduced which comprised the dynamic
model information about the sensory organs and head-neck system. This in-
ternal model was considered to be known for the CNS. L. R. Young used an
optimal estimator (Kalman filter) to estimate the human’s orientation based on
the outputs from visual, vestibular, proprioceptive and tactile sensory systems.
Assumptions about sensor dynamics and noise statistic from internal model were
used to correct the estimated states which represented spatial orientation. Esti-
mated states, called as perceptions, contained angular orientation of the head,
its angular velocity, inertial translation and inertial velocity.
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In similarity with [21], an internal model based approach was proposed by
D.M. Merfeld and colleagues in [99]. Their sensory integration model was based
on simulating the neural processing of gravito-inertial cues. In [151, 101] experi-
ments were performed to analyse the vestibular-ocular response during tilt and
rotation of the head and the body. The presented experimental findings were
consistent with the hypothesis that the nervous system resolves the ambiguous
measurements of gravitoinertial forces into neural estimates of gravity and linear
acceleration. A human model for this vestibular signals processing was presented
in [100]. A linear system was used to model the semicircular canals’ dynamics,
and a simple gain (identity matrix) was used to model the otoliths. It was sug-
gested that the CNS is able to perform the operation of gravitational vector
transformation (rotation) from the world frame to the head’s frame.

More recently, J. Laurens and J. Droulez built a Bayesian processing model
of self-motion perception in [90]. It was proposed that the brain processes these
signals in a statically optimal fashion, reproducing the rules of Bayesian infer-
ence. It was also proposed that the Bayesian based processing uses the statistics
of natural head movements. The outputs of semicircular canals and head’s an-
gular velocity were assumed to be subjects to Gaussian noise. By using particle
filtering, a three dimensional model of vestibular signal processing model was
developed based on optimal estimation. The model was successfully tested by
computational experiments, as well, it was proved to be efficient in modelling
the vestibulo-ocular reflex.

Among the vestibular information processing models mentioned above, the
concepts of internal model and estimator or observer are crucial for the system
description. Detailed reviews of existing vestibular information processing mod-
els can be found in [96, 126]. Interestingly, in robotic systems, the concept of the
internal model has been known for decades, since the early works of E. Kalman in
linear filtering [82] and D. Luenberger in state estimation for linear systems [95].

2.4 Roles of the vestibular system

Humans rely on the multiplicity of sensory inputs and sophisticated anticipatory
mechanisms to solve the control problems subserving standing, walking, running,
jumping, dancing, and so on. Vestibular inputs play a central role in all these
tasks, which are achieved through a combination of postural movements and
forces and torques exerted against the environment. Better understanding of the
functioning of the vestibular system may have important implications in design
and control of robotic systems.

Vision. In humans, the head-located vestibular system is known to par-
ticipate in a number of functions that include gaze stabilisation through the
vestibulo-ocular reflex [18, 17, 57, 40]. The vestibulo-ocular reflex stabilises the
gaze to ensure clear and still vision. It is a reflex of eye movement that stabilises
the image projected on the retina during head movements. Produced eye move-
ments are in the direction opposite to head movements. The reflex has both
rotational and translational components which are driven by semicircular canals
and otoliths, respectively.
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Self-motion perception. The vestibular system is a key sensory organ
that enables perception of body motion [19]. A human with a healthy vestibular
system can always tell if the body is moving even if other senses such as vision,
audition are absent. Vestibular system provides us with the ability to distinguish
between self-generated motion and the external one. It has been shown that
vestibular only information is sufficient to reconstruct current and past passive
body locations [77, 78].

Balance. The vestibular system plays a dominant role in the coordination
of postural reflexes, such as vestibulocollic reflex. The vestibulocollic reflex is
responsible for maintaining head and body posture. This reflex stabilises the
head with respect to inertial space. It produces commands to move the head
in the direction opposite to the direction of the actual velocity of the head [47,
10]. Another important role of the vestibular system is vestibulospinal reflex
which coordinates head and neck movement with respect to the trunk of the
body. The goal of the reflex is maintaining the head in an upright position
[3]. Together, vestibulocollic and vestibulospinal reflexes are responsible for self-
balancing control [145, 146, 127, 2, 98].

Perception of verticality. The vestibular system is the principal sensory
system which is able to perceive perceive gravitational forces. When the body is
motionless, otoliths measure the gravitational acceleration vector, whose compo-
nents render the sense of absolute verticality [20, 149]. Knowledge of gravitational
verticality is essential for balancing and posture control, as it allows to determine
spatial orientation of the body [30].

Frame of reference. The vestibular system, like embodied inertial sensors,
provides the CNS with a head-centred frame of reference. It may be suggested
that low-level balance and posture control is realised in this frame of refer-
ence. Spatial transformations from head-fixed and world inertial frame can be
performed based on vestibular system measurements. Therefore, this embodied
frame of reference is directly related to the world inertial frame and enables
the neural system to perform stable posture control independently from other
sensory inputs, such as tactile or proprioception information on ground incli-
nation. In this way, ground-independent posture and balance control can be
implemented.

3 Head stabilisation behaviour in animals and humans

Various human motion experimental studies showed that humans stabilise their
heads while performing locomoting, balancing or other postural tasks. It has been
initially proposed by T. Pozzo and A. Berthoz that humans stabilise their heads
in rotation for different locomotor tasks, such as free walking, walking in place,
running in place and hopping [115]. In the experiments with ten healthy subjects
humans stabilised their heads in such a way as the maximum angular amplitude
of Frankfort’s plane (plane of horizontal semicircular canals) did not exceed
20◦. It was suggested that such stabilisation is probably due to a cooperation
between both the measurement of head rotations by the semi-circular canals and
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the measure of translations by the utriculus and sacculus (otolith organs). The
plane of the stabilisation is determined by the task; it can vary and be controlled
by gaze. Further experiments showed that total darkness does not significantly
influence the stabilisation of the head, which stresses the importance of this
behaviour in the coordination of the multiple degrees of freedom of the body
during gait [116].

Later in [117], it was shown that head stabilisation occurred also in the
frontal plane during the maintenance of monopodal and bipodal equilibrium on
unstable rocking platforms. The head remained stable relative to the vertical,
despite large translations in the frontal plane. Head angular stabilisation close
to vertical orientation was essential for effective postural control during those
complex balancing tasks.

Some recent behavioural studies by A. Berthoz and colleagues showed that
head orientation is anticipated during locomotion relatively to walking direc-
tion [64, 113, 73]. This may suggest that head orientation and gaze stabilisation
is important for motion planning during locomotion, and both visual and vestibu-
lar cues can be processed by the CNS in a better way if the head is stabilised
and oriented towards the walking direction. Additional studies suggested that
the motion of the head, together with gaze control, is closely related to optimal
postural control during locomotion [6].

In [84], a control mechanism model for head stabilisation was described.
Angular velocities of the head and trunk in space were recorded in seated subjects
during external perturbations of the trunk. The passive mechanics of the head
was changed by adding additional mass in different experimental trials. It was
shown that head stabilisation in a horizontal plane in yaw orientation did not
differ much with respect to the changed inertia of the head. For pitch motion, the
response of the head-neck stabilisation controller was changed when additional
mass was added to the head. However, in all the cases subjects were stabilising
their heads while their trunk was perturbed.

In [25], balancing on a moving platform with subjects with and without the
bilateral vestibular loss was studied. Results showed that subjects with vestibular
loss were unable to perform that task properly, and their trunk and head were not
stabilised in space, while healthy subjects were stabilising their heads regardless
to the motion of the platform.

Similar to humans, head stabilisation was observed in many other animals.
For instance, head stabilisation was reported for cats [61]. Similar head stabili-
sation was found in monkeys during locomotion [148]. The head was stabilised
and absolute values of pitch and roll head movements did not exceed 7◦. The
similar result was obtained for running monkeys [42]. For horses, a weaker head
stabilisation effect was reported [43].

Head stabilisation was observed for birds, as well. In [65], head stabilisation
in chickens during jumping and walking on surfaces of different slopes. Results
suggested that the head was stabilised during locomotion but the angle of sta-
bilisation increased with increasing downwards slope of the walking surface and
decreased with increasing upwards slope. Head stabilisation was reported for
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other birds such as herons, as well [83]. In most of the cases, different types of
herons stabilised their heads’ spatial orientation and location while their body
was disturbed by harmonic oscillations. Head bobbing during locomotion is a
very well-known behaviour for birds like pigeons, egrets, whooping cranes [55,
38, 34, 56, 136]. Head-bobbing behaviour results in stabilisation of the head to
the surroundings for specific phases of the locomotion cycle. This bobbing is
coupled with the locomotion and is mainly under the control of visual system
inputs [55, 106].

In the studies mentioned above, it was shown that orientation of the head
is naturally stabilised during locomotion, balancing. These studies emphasized
the importance of head stabilisation as a part of the general postural control
in humans and animals. In some cases, head stabilisation may be related to
the task performed by a human, but naturally, the head stabilisation may be
the result of vestibular-ocular interactions, as well [69]. However, in all of these
cases vestibular information is important for the head-neck control system, and
sometimes it is the only source of information available [23]. One of the key roles
of head stabilisation is related to the establishment of a stable reference frame
in which spatial perception, multiple sensory integration, and postural control
are performed. The stable frame of reference based on vestibular information
provides the brain with a mobile reference frame, which, in cooperation with
vision and gaze allows a ‘top-down’ control of locomotion [15, 8].

4 Sensing motion in robots with inertial sensors

4.1 Inertial sensors

In robotic systems, inertial sensors play a role similar to the vestibular system in
humans and animals. In this subsection, we give a short introduction to inertial
sensors and their applications in robotic systems. Modern inertial sensors are
electromechanical transducers which measure translation and rotation of their
bodies. Recent technological developments provided robotics with various types
of inertial sensors [12, 144]. The most common inertial sensors are accelerometers,
gyrometers and inclinometers. Very often they are combined together and then
they are called inertial measurement units (imu).

An accelerometer measures linear acceleration which is a result of linear
forces and gravitational forces applied. Modern accelerometers are usually im-
plemented in MEMS based electronic circuits and can have sensitivity in one,
two or three axes. Some examples of different technologies used in accelerometer
design can be found in [87, 4, 108, 26, 118]. In a typical accelerometer, a rigid
body is constrained to linear translation inside the frame of the sensor. The
body is attached to the frame with a spring of a known stiffness. Assuming lin-
ear stiffness, low friction and small displacements acceleration of the sensor’s
body can be calculated from the body’s displacement. Importantly, accelerom-
eters react to both translational and gravitational accelerations. In absence of
translational motion, they can thus be used as tilt meters (inclinometers). How-
ever, this causes a significant problem for acceleration sensing in robotics which
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is often called gravito-inertial ambiguity. It is impossible to distinguish between
translational and gravitational components of acceleration when a robotic body
is being accelerated in translation and rotation at the same time.

An inclinometer is a sensor used to measure the absolute angular orienta-
tion of a body with respect to gravitational acceleration. The physical principle
of sensing is the same as for the accelerometer, but an inclinometer’s primary
function is to measure angular orientation with respect to the gravitational ac-
celeration vector. A very simple type of inclinometer can be implemented with
a pendulum which tends to keep its verticality, and in steady state, it is aligned
with the gravitational acceleration vector. The measurement is an angle between
the pendulum and the frame of the sensor. This angle is usually measured by
magnetic, optical or electromechanical angular encoders attached to the joint
between the sensor frame and the pendulum. Usually, a moving body in an in-
clinometer is damped to achieve convergence and steady measurements. In the
cases when the frame of the sensor is accelerated, the measurement from the
inclinometer is no longer tilt-only related, and the sensor behaves in the same
way as the tilted accelerometer as it responses both to translational and gravita-
tional acceleration. Modern inclinometers use different electromechanical, mag-
netic, hydraulic, optical and other physical effects. Some design examples can be
found in [102, 97, 92, 150].

A gyrometer (or a gyroscope) is a sensor for measuring the angular velocity.
Modern gyrometers, similar to accelerometers are implemented in electronic cir-
cuits based on MEMS technology [66, 105]. A common MEMS based gyrometer
measures angular velocity by means of Coriolis acceleration [60].

4.2 Verticality estimation methods

Verticality estimation is a crucial task for the stability of mobile robotic sys-
tems. In particular humanoid robots and other walking machines require ac-
curate knowledge of verticality to perform balancing and postural tasks in the
gravitational field. In this subsection, we look into some basic methods of ver-
ticality estimation methods used in robotic systems. Here we limit our review
to approaches which use inertial measurements only. Theoretically, simple time
integration of gyrometers output will provide us with the angular orientation of
a body (robot) in space. However, initial conditions have to be known, which is
not the case for many real-life applications. Another problem with rate sensors is
bias, which changes with time, temperature and other conditions. An accelerom-
eter can be used as a tilt sensor to measure the vertical orientation of the robot
in the cases when the linear acceleration of the robot is zero or negligible. But
most of robotic systems such as humanoid robots are moving continuously with
variable velocities and are the subjects to unpredictable mechanical impacts.
Generally speaking, inertial sensors are noisy because they pick-up vibrations
that become added to the low-frequency components of interest of the acceler-
ation and velocity signals. Gyroscopic measurements also suffer from bias and
are highly sensitive to dynamic errors. To combat these problems, different ap-
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proaches to the design state observers and sensor fusion methods have been
proposed to improve inertial measurements [13].

In [4], a nonlinear regression model to improve the accuracy of a low-g MEMS
accelerometer was proposed. It was assumed that accelerometer was not trans-
lated and its measurements provided the tilt information only. Similarly, in [119]
accelerometer was used as a tilt sensor. Accurate tilt sensing was achieved with
a linear kinematic model which included scale factor, bias and misalignment. It
was assumed that the body does not perform any translational motion which
makes this approach limited to rotations only. Gyrometer and accelerometer
measurements were used together with a Kalman filter for sensors alignment
and calibration errors compensation in [67]. Similar to previous cases only rota-
tions were considered.

The vertical orientation of a flying robot was estimated in [9]. The measure-
ment system included an inclinometer and a rate gyro. The data coming from the
sensors was fused through a complementary filter, which compensated the slow
dynamics of the inclinometer. It was assumed that the robot did not perform
fast accelerated motions.

A sensor fusion approach for verticality estimation in mobile robots which
are translated and rotated simultaneously was proposed in [138]. To resolve the
ambiguity of translational and gravitational components in measurements the
odometry of the mobile robot was used. Angular measurements from the robot’s
wheels, joints and knowledge of its kinematics were used to provide the estimator
with additional information about the robot’s orientation.

In [120] drift-free attitude estimation for accelerated rigid bodies was de-
scribed. The attitude estimation problem for an accelerated rigid body using
gyros and accelerometers was solved with a switching algorithm which employed
Kalman filters. Switching was performed based on the values of estimated linear
acceleration of the body. The main idea of the algorithm was to consider the
translational accelerations as disturbances that were measured partially by the
accelerometer. When the acceleration of the body was too high, the accelerom-
eter measurements were considered completely unreliable to provide verticality
measurements switching algorithm forced the estimator to rely on the rate gyros
by setting the accelerometer noise covariance matrix to infinity.

Additional inclination sensor was used in [91]. A state estimation technique
was developed for sensing inclination angles using a low-bandwidth tilt sensor
along with an inaccurate rate gyro and a low-cost accelerometer. The model
of rate gyro included an inherent bias along with sensor noise. The tilt sensor
was modelled as a pendulum and was characterized by its own slow dynamics.
These sensor dynamics was combined with the gyrometer model to achieve high-
bandwidth measurements using an optimal linear state estimator. Acceleration
of the system in the inertial frame was measured by additional accelerometer and
was considered as a known input for the estimator. However, in many robotic
systems knowledge of the acceleration vector expressed world inertial frame is
unavailable or requires additional global measurements.
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In [46] acceleration of an unmanned aerial vehicle expressed in the world
frame was estimated by an airflow sensor. This estimation together with the
raw measurement from accelerometer was used to calculate the gravitational
component of the acceleration. But the performance of the air flow sensor and
may not be suitable for human-like walking robotic systems.

A multiple accelerometer based sensory system was used for attitude esti-
mation of a rigid body in [135]. A set of accelerometers was attached to various
locations of a rigid body and an optimal linear estimation algorithm was devel-
oped for determining pitch and roll of the body fixed at a pivot. The estimated
tilt angles values were filtered based on additional angular velocity measure-
ments.

As shown above, the attitude estimation problem for robotic systems is a
complex one and often requires nonlinear state estimation techniques to solve
it [33]. One of the key problems in verticality estimation based on inertial sensors
only is the ambiguity in acceleration or inclinometer measurements. Additional
techniques are required to separate the gravitational component of acceleration
from translational one. In many cases, extra sensors may facilitate the solution.
For example, global positioning system (GPS) was used in [59]; magnetic field
sensors were utilized in [103, 54], additional bearing information was required
in [11]; landmark measurements were used in [141], Earth horizon sensor was
utilized in [63], active vision system was employed in [22]. In humanoid robots,
it was shown that inertial sensing can be efficiently used to estimate the robot’s
attitude when combined with body joint and links relative position sensors and
legs contact information [14, 123] or based on additional information from an
external range sensor [48]. Like robotic systems, living creatures are solving
the same problem of estimation gravitational verticality using a limited set of
sensors.

5 Anthropomorphic head stabilisation in human-like
robots

5.1 Location of inertial sensors in humanoid robots

In living creatures, past and present, the vestibular system is located in the
head which is explained by their evolutionary development and specific roles of
vestibular organs. In robotic systems, a common design wisdom wants that the
inertial sensors to be located close to the centre of mass of a humanoid robot.
Most of the humanoid robots have their IMU located in the main body close
to their centre of mass. Locating an imu close to the centre of mass provides
information about the motion of the centre of mass, of rotations about it, and
allows the application of simple models (inverted pendulum) for locomotion and
balancing control tasks. In Table 5.1, we summarised our survey results on the
location of inertial sensors in some of the humanoid robots used in research.

As we can see from the table, most of the robots have their IMU, or, we may
call it, artificial vestibular system, in the main body: between hip joints, torso,



12 Farkhatdinov et al

Table 1. Location of the inertial sensors in the humanoid robots

Robot’s name imu location Reference Year

Cog head [24] 1999
asimo upper body [124, 74] 1999
atlas (DASL-1) pelvis [79] 2002
h7 upper body [81] 2004
khr-3 hubo torso [112] 2005
fhr-1 fibo hip [147] 2006
khr-2 torso [85] 2006
cb head & torso [31, 71] 2007
iCub head [137, 111] 2007, 2012
mahru-r pelvis [29] 2008
armar-iii head [7] 2008
Lola upper body [27, 93] 2009
Nao torso [62] 2009
aau-bot1 trunk [133] 2009
Sarcos Primus hip [131] 2010
kobian head [86] 2012
wabian head [49] 2012
romeo head [114] 2014
coman waist [1] 2014
momaro head [125] 2016

trunk or pelvis. Only some robots have their imu located in the head. In robots
like Cog, [24], and iCub, [137], the IMU is located in their heads. However, the
original design of these robots did not include locomotion functionality, since
they were mainly used for human-robot interaction and computational neuro-
science studies. The ARMAR-III robot, [7], has its inertial sensors in the head,
but the lower body of the robot is based on a wheeled platform, which makes it
very different from legged biological systems. To our knowledge, very few phys-
ical humanoid robots use inertial sensors in the head for posture control during
locomotion and balancing. Another example, the CB humanoid, [31, 71], uses
two IMUs: one in the head and another one in the torso. Information from both
of them is used to coordinate eyes, head and torso movements [132]. In [86]
and [49], robotic heads were equipped with IMUs which were used for head sta-
bilisation during locomotion. In [86], direct measurements of the head’s angular
orientation were fed back to linear control of the head. However, the performance
of this head stabilisation system was quite low, because there were no filtering or
estimation methods used for sensory data processing. In [49], a feedback learning
algorithm was employed to stabilise the head orientation independently from the
trunk motion. A neural network was used to learn the unknown head dynamics.
More recent robotic systems used imu located in the head for cooperative head-
neck movements and gaze control, which enabled the humanoid robot to achieve
human-like gaze and head control behaviour.
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5.2 Head stabilisation in robots

In robotic systems, inertial sensors provide control systems with important in-
formation on actual robot’s state such as its body’s acceleration, velocity, ori-
entation. This information is important for maintaining stable motion while
performing a required task. Accelerometers are often utilized as tilt sensors and
gyroscopes are used to measure the change in the robot’s orientation. Next, we
describe some of the robotic applications in which head stabilisation plays an
important role to achieve better performance and human-like behaviour.

Balancing and walking. Classical humanoid robot locomotion strategy is
based on zero moment point (ZMP) control originally proposed by M. Vuko-
bratovic [143]. In this case, knowledge about the robot kinematic configuration
and mass distribution was sufficient for stable locomotion. Modern humanoid
robotics requires robots to move faster and perform more dynamic tasks which
require the use of additional sensory information, such as inertial measurements
to enhance balance control of the robot.

For example, in [133], development of AAU-BOT1 humanoid robot is de-
scribed. In this robot, an IMU was placed in the trunk and was used for balance
control during locomotion. The orientation of the robot measured by accelerom-
eters and gyroscopes and foot-ground force reactions measured by force sensors
were considered to be the dominant information for walking controller.

Tilt and angular velocity of humanoid’s torso were used for balance and
walking control in [85]. Tilt was measured by accelerometers attached to the torso
of the robot. Direct measurements were used by torso roll and pitch controller
and predicted motion controller to avoid tilt over situations.

Inertial measurement unit was used for humanoid balance control in [31, 71].
Three-axis accelerometer and gyro were attached close to the centre of mass in
the trunk of the robot. Angular velocity information was used for the centre
of mass measurement and calculation of the desired ground interaction force
direction for maintaining a stable posture.

Balance control of humanoid robot was described in [29]. The robot’s body
was equipped with an IMU for measuring trunk’s angular velocity and orienta-
tion in space. This information was used for the robot’s actual posture calculation
together with the measurements from joint sensors.

Biologically inspired postural and reaching control for the humanoid robot
was presented in [134]. A humanoid robot was equipped with accelerometer and
gyrometer in the head. Normal and tangential contact forces between the robot
and the platform were measured by force sensors. Unlike in most of the humanoid
research literature, in [134], the platform’s (ground’s) non zero inclination was
considered to be unknown. Unknown ground tilt and disturbance forces were
estimated based on measurements from accelerometer and gyrometer. Estima-
tion was implemented by Kalman filtering. It was claimed that inertial sensors
and their signals processing could be called as the artificial vestibular system
of the humanoid robot [134]. In [114] a sophisticated version of imu and eye
control integration was presented for a humanoid robot. The system was based
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on coordinated human-like control of head-neck and gaze system which enabled
to achieve natural saccadic movements in the head’s frame of reference.

Gaze and head stabilisation. In many recently developed human-like
robots, the vestibulo-ocular reflex is realised for gaze stabilisation. Common
human-like robot’s head is equipped with two video cameras. Stereo information
from these cameras is used for robot’s localization and visual perception of the
environment. For instance, it may be very important for planning grasping tasks.
This visual flow should be stabilised by implementation gaze stabilisation like
it is done in biological systems. In addition, this gaze stabilisation behaviour
makes a humanoid robot’s more natural and realistic which is important in
human-robot interaction scenarios.

One of the first humanoid ocular motor control systems was described in [128,
129]. A biomimetic gaze stabilisation based measurements from three gyros in
the head of the robot was implemented. Feedback-error learning algorithm with
neural networks was implied to achieve human-like vestibulo-ocular and optoki-
netic reflexes. Similarly, in [110], the humanoid robot’s head was equipped with
an IMU and video cameras. Measurements from the IMU and analysis of visual
flow from cameras were used for achieving efficient visual stabilisation. Inertial
sensors provided short latency measurements of rotations and translations of
the robot’s head. Visual flow information provided a delayed estimate of the
motion across the image plane. A self-tuning neural network was used to learn
to integrate visual and inertial information and to generate proper ocular-motor
control signals.

Vision only based gaze stabilisation was presented in [58]. Adaptive frequency
oscillators were used to learn the frequency, phase and amplitude of the optical
flow from the robot’s cameras during locomotion. The developed vision-based
control was used for gaze stabilisation during periodic locomotion and for visual
object tracking.

In [31], a three-axis gyrometer and an accelerometer in the head of the hu-
manoid were used for controlling the gaze and implementing visual attention
system. In [94], biomimetic eye-neck coordination control was proposed and used
for visual target tracking. Proprioceptive feedback from neck joints and vestibu-
lar signals from inertial sensors in the head were processed together. The control
system was tested with the iCub humanoid robot.

6 Benefits of head stabilisation in robots

6.1 Towards a robotic vestibular system

In the previous section, we have presented some example of robots with imus
located in their heads. We can call such imus as a robotic vestibular system. In
fact, in humanoid robotics research, the term robotic vestibular system or artifi-
cial vestibular system was already in use. However, strictly speaking not in all of
the cases inertial sensors may be interpreted as the artificial vestibular system
because of the ways the sensors are implemented or used. In [142], one of the first
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attempts to design artificial vestibular system was presented. It was suggested
to integrate bi-axial accelerometer and uni-axial gyrometer in a single inertial
sensing unit. Later, in [109] a three-axial artificial vestibular system was de-
scribed. It included a sensing unit with three orthogonal planes. Each plane was
equipped with MEMS based accelerometer and gyrometer. Design approaches
described in [142] and [109] are similar to the one used in classical sensor engi-
neering when a set of individual inertial sensors were integrated together in a
single IMU. An attempt to realise a biomimetic angular rate sensor based on the
biomechanical model of the semicircular canals was presented in [32]. However,
no further experimental results were presented. A more general point of view to
the artificial vestibular system as a part of a multi-sensory system for a robotic
rat was presented in [104]. A more thorough example of an artificial vestibular
system implementation can be found in [114] where mutual integration of imu
sensing and head control for natural gaze control for was demonstrated for a
humanoid robot.

6.2 Advantages of head stabilisation in human-like robots

A stabilised robotic head would presumably benefit from the same advantages
as those of natural heads, hence we suggest that humanoid robots should also
adopt a similar head stabilisation behaviour. Head stabilisation improves sensing
robustness of visual and vestibular organs located in the head. It is important
for the visual sensory system and gaze stabilisation, as well as it enables the es-
tablishment of a stable frame of reference for motion planning within the robots’
body.

Among numerous other potential advantages, it is important to mention that
a horizontally stabilised head facilitates the estimation of the gravitational ver-
tical during locomotion. Knowledge of the direction of the gravity vector, that is
of the gravitational vertical, is essential to achieve stance and locomotion as the
gravitational vertical may be poorly estimated from visual cues or based on the
kinematic relationship of the robot to the ground. However, when accelerome-
ters cannot distinguish between translational and gravitational components of
acceleration when translated and tilted at the same time. We suggest that a
stabilised robotic head may improve the quality of inertial measurements of the
sensors located in this head. First of all, we suppose that the head stabilised
independently from the motion of the trunk will be less affected by external
forces and disturbances which may occur during locomotion [51, 52]. Second, if
the head is stabilised in upright vertical position, then at least one of the axis
of inertial sensors will be aligned with gravitational acceleration. This means
that a simpler estimation method can be used to process the measurements
from inertial sensors, such as accelerometers. In certain situations, it may be
assumed that accelerometer located in the upright stabilised head will measure
independently gravitational and translational components of acceleration. How-
ever, stabilisation of a robotic head with respect to the gravitational verticality
requires knowledge of this verticality, and in our case, the only available infor-
mation related to gravitational verticality can be obtained from inertial sensors,
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in particular from an accelerometer. This means that the control loop has to
be closed by the feedback of the measured or estimated vertical orientation of
the head. As a result, we obtain an observer-based closed loop control system.
The task of the observer is to estimate the vertical orientation of the head based
on inertial sensor measurements without the explicit knowledge of translational
acceleration of the head. Hence, our head observation-stabilisation system can
be considered as self-sufficient or in other words ideothetic.

Idiothetic sensing, or sensing entirely based on states measured with refer-
ence to one’s own body, is of course not special to robots. In aerospace engineer-
ing, flying and rocketing vehicles also use imu. Long ago, it was noticed that
guidance was greatly simplified if the inertial sensors were placed on stabilised
platforms [44]. In such systems, the application of fundamental mechanical prin-
ciples and stabilising control provided engineers with possibilities to establish
the gravity referenced Earth’s inertial frame without the need for other external
references. Ideothetic inertial sensing can be useful to any type of mobile robotic
systems [13].

Recently, a concept of top-down control was proposed for humanoid robotics.
It was suggested the posture control during locomotion is governed in the head’s
frame of reference. As the head is stabilised, a stable frame of reference is
achieved. Inertial measurements from the vestibular system would be expressed
in this frame of reference and would be used for gaze control. Gaze direction
anticipates on head orientation which in turn anticipates on the body segments
during locomotion [80, 88, 15] and this behaviour can be used to control steering
in assistive walking robots [53]. Following the top-down control organisation,
a humanoid robot can be controlled in its stabilised head’s frame of reference
as it was done in [130, 72]. In [130], the humanoid robot was teleoperated and
its desired walking direction and posture were given to the controller in head’s
frame. This example of robot control with top-down organization differs from
the classical humanoid locomotion control when posture configuration was de-
fined in the world (ground) reference frame. In most of the humanoid walking
applications ground is assumed to be flat and rigid, and its inclination has to
be known. However, the concept of top-down control organization suggests that
the only information which is required is joint (proprioceptive) information of
the robot’s body with respect to a stabilised head’s frame of reference. Head
stabilisation also contributes to whole body dynamic stabilisation during loco-
motion in humanoid robots, as it was demonstrated in [89]. Interestingly, head
stabilisation contributed to the stabilisation while the head’s mass accounted
only for 7% of the total mass of the body.

6.3 Current state of research and challenges

In this final subsection, we would like to re-iterate the importance of head sta-
bilisation for robots through demonstrating some successful implementations.
Research on human-like head stabilisation and control has been intensified over
last years. In [114] a set of experiments for human-like gaze control for a hu-
manoid robot was presented. Efficiently coordinated head and eye movements
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were achieved through the development of anthropomorphic algorithms based
on the head’s imu measurements and position sensing of head-neck and head-
eye electric motors. Experiments with Romeo humanoid robot demonstrated
that eyes-only, head-only and combined head-eye coordinated movements corre-
sponded to the natural behaviour observed in humans, which in turn contributed
to realistic and intuitive human-robot interaction.

The problem of compensating for disturbances induced in a humanoid robot’s
cameras due to self-generated body movements was approached in [122]. The
head’s angular velocity measured by an embedded imu was used to compensate
the head’s and the eyes’ movements, which improved the quality of the robot’s
optical flow.

An internal model-based adaptive gaze stabilisation for a humanoid robot
was proposed in [140]. The internal model was based on the coordination of
vestibulocollic and vestibulo-ocular reflexes, and it includes a self-learning and
adaptation capabilities. As a result, the experiments with a simulated robotic
platform demonstrated that the model was able to stabilise the robot’s head
independently of the torso movements and at the same time to control gaze for
tracking visual targets.

Three head stabilisation control approaches for humanoid robots were de-
scribed and implemented in [50]. The approaches were two types of inverse kine-
matic based control and bioinspired adaptive control based on feedback error
learning control. All controllers used the robot’s head imu measurements and
head-neck joint kinematics information. Additionally to head stabilisation be-
haviour, vestibulo-ocular and optokinetic reflexes were implemented for the gaze
control. Control based on feedback error learning adjusted the mapping of sen-
sory errors into control errors. It showed better performance in head stabilisation
behaviour compared to a simple feedback control with inverse kinematics model,
demonstrating that nonlinear adaptive techniques are more suitable for anthro-
pomorphic robot control.

Whereas significant progress has been achieved in transferring anthropomor-
phic behaviours to humanoid robot control, substantial research and develop-
ment challenges remain. Firstly, resolution of gravito-inertial ambiguity for iner-
tial sensor measurements is problematic for robots with ideothetic sensing and
very often employment of external sensors with a fixed frame of reference is re-
quired. One more challenging issue, also related to gravito-inertial ambiguity is
the existence of several competing gaze-head stabilisation approaches, however,
due to technical limitation none of them is mimicking the simplicity of the bio-
logical system and achieve sufficient performance. Further development of gaze
stabilisation algorithms will also require integration of visual flow based move-
ment compensation, so that accurate visual tracking is achieved while head and
gaze are stabilised. Addressing these challenges will enable development of more
dynamic, stable and reliable robotic systems, and will be beneficial not only to
humanoid robots but also to other types of mobile systems, such as jumping and
flying robots.
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