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Abstract. Feature extraction and classification are two key steps for activity 

recognition in a smart home environment. In this work, we performed a new 

hybrid model using Temporal or Spatial Features (TF or SF) with the PCA-

LDA-WSVM classifier. The last method combines two methods for feature 

extraction: Principal Component Analysis (PCA), and Linear Discriminant 

Analysis (LDA) followed by Weighted SVM Classifier. This classifier is used 

to handle the problem of imbalanced activity data from sensor readings. The 

experiments that were implemented on multiple real-world datasets, showed the 

effectiveness of TF and SF attributes combined with PCA-LDA-WSVM in 

activity recognition. 

Keywords: Activity recognition; Feature extraction; PCA; LDA; Weighted 

SVM. 

1   Introduction 

Several classification algorithms have been employed for Human Activity 

Recognition (HAR) tasks [1, 2, 3, 4] to automatically recognize activities in 

intelligent manner about the occupants and ensure the comfort of older adults in smart 

home using sensor networks. In [5], we have developed a new classification method 

named PCA-LDA-WSVM based on a combination of Principal Component Analysis 

(PCA), Linear Discriminant Analysis (LDA) and the modified Weighted Support 

Vector Machines (WSVM). We demonstrated the ability of this method to achieve 

good improvement over the standard used methods such as HMM, CRF, SVM, 

WSVM.  

Classifiers address the challenge of extracting information from raw sensor data 

through the use of features. In this paper, we wanted to improve the classification 

performances of the approach in [5] by introducing prior knowledge [6]. The ‘Prepare 

breakfast’ and ‘Prepare dinner’ activities share the same model as they involve the 

same set of object interactions. These two activities are distinguished by time of 

taking place, i.e. ‘Prepare breakfast’ takes place in the morning hours and “Prepare 

dinner” takes place in the afternoon or evening hours of the day. The location attribute 

can also discriminate between two different activity classes as ‘Toileting’ and 

‘Showering’ that performed in two different locations. 



2 The Proposed HAR system by introducing the prior knowledge    

2.1 Overview 

The core idea of proposed method is as follows: A dataset is divided into training 

and testing sets. Having defined the activities to recognize and the list of potentially 

interesting features, we added both temporal and spatial features (TF and SF). We 

then extract the features that proved to be the most useful for activity recognition. 

These two sets are transformed independently with PCA and LDA methods. By 

adding those PCF it is possible to have more than the number of classes minus one 

extracted features by LDA. Then WSVM method, as the latter process as follow. 

 

 
Figure 1.  Block diagram of the proposed activity recognition approach using the feature 

insertion. Att1 = TF, Att2 = SF. 

 

2.2 Feature Representation 

Sensors outputs are binary and represented in a feature space which is used by the 

model to recognize the activities performed. The raw data obtained from the sensors 

can either be used directly, or be transformed into a different representation forms 

(Fig. 2). We do not use the raw sensor data representation as observations; instead we 

use the “Change point” and “Last” representations which have been shown to give 

much better results in activity recognition [7].  

 

 
 

Figure 2.  Different feature representations [8]. 



2.3   Feature insertion 

In this work, we improve the classification performances of class activities by 

introducing the feature insertion stage. We added two new features to the existent data 

matrix. The first attribute corresponds to the hour of beginning of the activity. We 

extract this feature directly from the data structure. The sensor activations are 

collected by the state-change sensors distributed all around the environment. To find 

out the second feature corresponding to the room label of performed activity, we 

search the different objects he is manipulating in the sensors, see the below figure. ID: 

is a number representing the sensor ID. Each sensor has its own unique ID. 
 

 
Figure 3.  TF and SF for TK26M dataset. In red, the hour of beginning activity. 

 

2.4 Weighted Support Vector Machines Classification (WSVM) 

Osuna et al [9] proposed a Weighted SVM (WSVM) algorithm by introducing two 

different cost parameter -C  and C in SVM optimization problem for the minority (di 

=-1) and majority classes (di =+1), as follow               
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Solving the formulation dual of WSVM [5] gives a decision function for classifying a 

test point
qp

Ry


      

                  







 


svl

1i
iii bxxKdαx ),(sgn)(f

                                       

(2) 

We used the Gaussian kernel as follows:  22
2/exp),(  yxyxK . Huang et 

al. [10] raised a Weighted SVM algorithm. The cost coefficients are typically chosen 

as:                                 

                                    





l

l

C

C -

-

                                                   (3)                                                                           



To extend Weighted SVM to the multi-class scenario in order to deal with N classes 

(daily activities), we used different misclassification Ci per class similar to [11]. By 

taking C- =Ci  and C+ = C, with l and il be the number of samples of majority classes 

and number of samples in the i
th

 class and C is the common cost parameter of the 

WSVM. The main ratio cost value Ci for each activity can be obtained by:         

                     )/(round illCCi         Ni ,...,1                              (4)  

                                                                 

3 Simulation results and Assessment 

3.1 Datasets 

We used fully labeled datasets [1], [3], [7] gathered by a single occupant from four 

houses having different layouts. We chose the ideal time slice length for discretizing 

the sensor data 60t  seconds. We splitted the initial dataset into training and testing 

subsets using the ‘leave one day out’ approach, retaining one full day of sensor 

readings for testing and using the remaining sub-samples as training data.  
 

3.2 Results 

We optimized the SVM hyper-parameters (σ, C) for all training sets in the range 

[0.1–2] and {0.1, 1, 5, 10, 100}, respectively, to maximize the error rate of leave-

oneday-out cross-validation technique. The number of features after extraction for 

PCA and LDA is mentioned in [5]. Then, for WSVM classification method, we 

optimized locally the cost parameter Ci adapted to different classes.  

In table 1, the results show that the feature insertion set using either TF or SF 

contributes to significantly enhance the performance of PCA-LDA-WSVM classifier. 

One also notices that the TF is slightly better than SF for recognizing activities. 
 

Table 1. Recall, Precision, F-measure and Accuracy results for all approaches in (%). 

Bold values are the results for our approaches for each dataset.  

 

We report in figure 4, the classification results in terms of accuracy measure for 

each class. In TK26M dataset, our proposed combinations outperforms the other 

Datasets Approach Recall  Precision  F-Measure  Accuracy 

 

TK26M 

PCA-LDA-WSVM [5] 
TF-PCA-LDA-WSVM 
SF-PCA-LDA-WSVM 

78.8 

82 

80.4 

80.1 

82.8 

83.4 

79.4 

82.4 

81.8 

95.6 

93.8 

94.7 

TAP80F PCA-LDA-WSVM [5] 
TF-PCA-LDA-WSVM 
SF-PCA-LDA-WSVM 

41.4 
43.2 
44.7 

49.6 
51.3 

46.8 

45.1 
46.9 
45.7 

75.8 

65.4 

70.7 

OrdonezA PCA-LDA-WSVM [5] 
TF-PCA-LDA-WSVM 
SF-PCA-LDA-WSVM 

65.0 
68.7 
68.0 

71.7 
75.2 
73.0 

68.2 
71.8 
70.4 

88.4 

84.1 

86.5 



approaches for ‘Idle’, ‘Leaving’, ‘Toileting’, ‘Showering’, ‘Breakfast’, ‘Dinner’ and 

‘Drink’ activities. The majority activities are better for all methods over all datasets 

while the ’Idle’ activity is more accurate for the proposed method compared to other 

methods. Additionally, the kitchen-related activities as ‘Breakfast’, ‘Dinner’ and 

‘Drink’ are in general harder to recognize than other activities.  
 

 
Figure 4. Accuracy recognition rate for each activity on TK26M dataset. 

 

In order to quantify the extent to which one class is harder to recognize than another 

one, we analyzed the confusion matrix of TF-PCA-LDA-WSVM for TK26M dataset 

in Table 2. One notices that the activities ‘Leaving’, ‘Toileting’, ‘Showering’, 

‘Sleeping’, ‘Dinner’ and ‘Drink’ are better recognized comparatively with ‘Idle’ and 

‘Breakfast’. The kitchen activities seem to be more recognized using the proposed 

method combining TF with the PCA-LDA-WSVM classifier.  

Given the considerations pointed out previously, the high performance obtained in 

the case of TK26M dataset, which seems to be less vulnerable to class-overlapping 

than others, as compared to other datasets. This overlapping between the activities is 

due to the layout of the house. In the TK26M House, there is a separate room for 

almost every activity. The kitchen activities are food-related tasks, they are worst 

recognized because most of the instances of these activities were performed in the 

same location (kitchen) using the same set of sensors. Therefore the location of 

sensors strongly influences recognition performance. 

 
Table 2. Confusion matrix (values in %) of activities for TF-PCA-LDA-WSVM on the TK26M 

dataset. 

Activity Id Le To Sh Sl Br Di Dr 

Id 64.3 7.6 2.0 1.1 4.7 8.7 6.5 5.1 

Le 0.6 98.6 0.2 0.5 0.0 0.0 0.1 0.0 

To 7.8 5.2 83.2 2.1 0.7 0.6 0.1 0.3 

Sh 5.2 0.0 4.2 88.5 0.0 0.0 0.9 0.2 

Sl 0.3 0.3 0.4 0.5 98.5 0.0 0.0 0.0 

Br 16.0 0.0 0.9 0.2 0.6 63.4 11.6 7.3 

Di 5.0 0.7 0.3 0.0 0.5 2.6 83.4 3.5 

Dr 6.8 0.0 0.0 0.2 0.2 6.2 1.7 76.1 



4 Conclusion 
 

Our experiments on real-world datasets from smart home environment showed that 

the strategy (TF or SF)-PCA-LDA-WSVM can significantly increase the recognition 

performance to classify multiclass sensory data, and can improve the prediction of the 

minority activities. It significantly outperforms the results of the typical methods 

PCA-LDA-HMM and PCA-LDA-WSVM. TF-PCA-LDA-WSVM is slightly better 

than SF-PCA-LDA-WSVM. We added the space features needs a prior knowledge 

about the smart home, which makes a model very specific for that environment. 
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