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Abstract We present an extension to high-order of a first-order Lagrange-projection
like method for the approximation of the Euler equations introduced in Coquel
et al. (Math. Comput., 79 (2010), pp. 1493–1533). The method is based on a de-
composition between acoustic and transport operators associated to an implicit-
explicit time integration, thus relaxing the constraint of acoustic waves on the
time step. We propose here to use a discontinuous Galerkin method for the space
approximation. Considering the isentropic Euler equations, we derive conditions
to keep positivity of the mean value of density and to satisfy a discrete entropy
inequality in each element of the mesh at any approximation order in space. These
results allow to design limiting procedures to restore these properties at nodal val-
ues within elements. Numerical experiments support the conclusions of the analysis
and highlight stability and robustness of the present method, while it allows the
use of large time steps.

Keywords Lagrange-projection · discontinuous Galerkin method · explicit-
implicit · entropy-satisfying · positivity-preserving · isentropic Euler equations
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1 Introduction

In this work, we are interested in the design of a robust and accurate numerical
method for the description of flows exhibiting multiple space and time scales that
can differ by several orders of magnitude. An example is the cooling system of
high-pressure gas turbines in turbomachinery. The flow induced by the blade rows
is transonic, while the internal cooling channels contain region of very low speed
convection. Another examples are multiphase flows where the acoustic time scales
strongly differ between liquid and gas, or the Euler equations in the incompressible
limit where the speed of acoustic and transport waves differ notably.
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In those applications, one may be interested in the transport phenomena asso-
ciated to slow waves only. Unfortunately, numerical methods are usually designed
for the resolution of all waves and suffer from restriction of the fast waves. In stan-
dard explicit shock-capturing methods the time step is limited by the fast waves
to ensure stability of the numerical scheme. Moreover, their numerical diffusion is
proportional to the speed of the fastest waves. Both aspects impose over-resolution
in time and space. As a consequence, spurious pressure oscillations that deteriorate
the quality of the solution are usually observed.

The present work is mainly based on a Lagrange-projection like scheme intro-
duced in [13] in the context of a first-order finite volume formulation of the Euler
equations. The method uses the Lagrange-projection framework [16] for the split-
ting of acoustic and transport operators, but no mesh movement is applied. The
acoustic operator is solved in Lagrange coordinates, while the projection onto the
grid is replaced by the transport operator. The Lagrange step is integrated in time
with an implicit backward-Euler scheme in order to relax the time step restric-
tion associated to acoustic waves. An explicit forward Euler method is applied for
the transport step in order to accurately describe associated unsteady phenom-
ena. This method was then successfully used to design an asymptotic preserving
scheme for the discretization of the Euler equations with source terms [7].

Besides, the work in [13] circumvent the difficulties in the treatment of non-
linearities associated to the equation of state by using a relaxation approximation
[14,10]. The latter method approximates the nonlinear system with a linear or
a quasi-linear enlarged system with stiff relaxation source terms. In the limit of
instantaneous relaxation, the system is consistent with the original system. Re-
laxation approximations have been applied to the isentropic Euler equations [6]
and to the full system of gas dynamics [5,10] where only the physical pressure is
replaced by a relaxation pressure with its own evolution equation.

One attractive feature of the Lagrange-projection like scheme introduced in
[13] is the preservation of convex invariant domains and entropy inequality at the
discrete level, while allowing the use of large time steps. The objective of the
present work is to extend this method to space discretization of arbitrary order
by using a discontinuous Galerkin (DG) method [19,18] which has become very
popular for the solution of nonlinear convection dominated flow problems [8,9,15,
23,24]. These are particular aspects that make the DG method well suited. First,
it is possible to use the numerical fluxes derived in [13] and therefore the present
method may be viewed as a natural extension to high-order of the related numerical
method. Then, the effect of the numerical flux on the quality of the approximation
is known to decrease as the polynomial degree p in the DG method increases [9,
21,22]. This avoids the use of local numerical parameters tuned at each interface
of the mesh in order to lower the numerical diffusion induced by the first-order
approximation [13,7]. This aspect is essential in our analysis to restore the PDE
properties at the discrete level and to derive a priori conditions to preserve invari-
ant domains and satisfy an entropy inequality by the present Lagrange-projection
DG (LPDG) scheme. These two latter properties are satisfied for the mean value
of the numerical solution in the elements of the mesh and present similarities with
the positivity preserving scheme in [20] and the entropy satisfying scheme in [3].
Besides, they suggest the application of a posteriori limiters introduced in [27,28]
that extend the properties to nodal values whithin elements.
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The paper is organized as follows. Section 2 presents the model problem with
the system of isentropic Euler equations (section 2.1), its relaxation approxima-
tion (section 2.2) and the splitting between acoustic and transport operators (sec-
tion 2.3). The numerical approach for the high-order space discretization is in-
troduced in section 3, while time discretization is described in section 4. The
first-order implicit-explicit time integration is described in section 4.1 and the
properties of the numerical scheme are analyzed in section 4.2. High-order time
discretization and limiting strategies are discussed in sections 4.3 and 4.4, respec-
tively. These results are assessed by several numerical experiments in section 5.
Finally, concluding remarks about this work are given in section 6.

2 One-dimensional model problem

2.1 Isentropic Euler equations

The discussion in this paper focuses on the Euler equations for an isentropic gas in
one space dimension. Let Ω = R be the space domain and consider the following
problem

∂tu + ∂xf(u) = 0, in Ω × (0,∞), (1a)

u(·, 0) = u0(·), in Ω. (1b)

The vector

u =

(
ρ
ρu

)
(2)

represents the conservative variables with ρ the density and u the velocity. The
nonlinear convective fluxes in (1a) are defined by

f(u) =

(
ρu

ρu2 + p

)
. (3)

Equations (1) are supplemented with an equation of state for the pressure of
the form p = p(τ), with τ = 1/ρ the specific volume. Assuming that p′(τ) < 0
and p′′(τ) > 0 for all τ > 0, the system (1a) is strictly hyperbolic over the set of
states

Ωa = {u ∈ R2 : ρ > 0, u ∈ R},

with eigenvalues u±c(τ) associated to nonlinear fields. The sound speed is defined
by c2(τ) = τ2e′′(τ) with e(τ) the specific internal energy defined by e′(τ) = −p(τ).

Introducing the specific total energy E = e + u2/2, the mapping ρE : Ωa 3
u 7→ ρE(u) ∈ R is a strictly convex function [16]. Physically relevant solutions to
(1) must hence satisfy an inequality of the form

∂tρE + ∂x(ρEu+ pu) ≤ 0. (4)
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2.2 Relaxation approximation of the Euler equations

Solutions to the isentropic Euler equations (1a) may be approximated by solutions
of the following Suliciu relaxation system [6]

∂tρ+ ∂x(ρu) = 0, (5a)

∂t(ρu) + ∂x(ρu2 +Π) = 0, (5b)

∂t(ρΠ) + ∂x(ρΠu+ a2u) = −ρ(Π−p(τ))
ε , (5c)

where ε > 0 represents a characteristic relaxation time. Equation (5c) models the
evolution of the pressure relaxation, Π, in flows subject to mechanical disequilib-
rium. The variable Π may be viewed as a linearization of the pressure p around
its equilibrium, Π = p(τ), while a > 0 is a parameter that approximates the La-
grangian sound speed, ρc, and whose value will be specified later. In the limit of
instantaneous relaxation, we get

lim
ε→0

Π = p(τ), (6)

and system (5) converges formally toward (1a). We refer the reader to [6] for an
in-depth discussion of the relaxation approximation of the Euler equations for an
isentropic fluid.

It may be checked that the homogeneous quasilinear system (5) is strictly
hyperbolic over the set of states

Ωr = {w ∈ R3 : ρ > 0, u ∈ R, Π ∈ R}, (7)

with eigenvalues µ1 = u − aτ , µ2 = u, and µ3 = u + aτ . All the characteristic
fields associated with these eigenvalues are linearly degenerate.

We note that the relaxation system (5) is a dissipative approximation of the
Euler equations providing that the following subcharacteristic condition is satisfied

a > max
τ

√
−p′(τ), (8)

for all τ under consideration [6].

2.3 Acoustic-transport operator splitting

We decompose equation (1a) between acoustic and transport operators with a
sequential splitting: the acoustic step reads

∂tu + (∂xu)u + ∂x

(
0
p

)
= 0, (9)

then the transport step reads

∂tu + ∂xft(u)− (∂xu)u = 0, (10)

with ft(u) = uu. Assuming smooth solutions, the acoustic step (9) may be rewrit-
ten into the equivalent form

∂tτ − τ∂xu = 0, (11a)

∂tu+ τ∂xp = 0. (11b)
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In the following, we shall consider a Suliciu relaxation approximation for the
Lagrangian gas dynamics applied to (11). Considering the relaxation system for
the Euler equations (5), the relaxation system for the acoustic part reads

∂tw + τ∂xfa(w) = s(w), (12)

with

w =

 τ
u
Π

 , fa(w) =

 −uΠ
a2u

 , s(w) =

 0
0

−Π−p(τ)
ε

 . (13)

With a slight abuse, the whole vector w will be referred to as the Lagrange
variables in the following. It may be shown that the relaxation system (12) is a
dissipative approximation of the acoustic step (11) under the subcharacteristic
condition (8).

Let m be the mass variable defined by dm = ρ0(x)dx. Then, approximating
the space derivative operator τ∂x by τ(x, 0)∂x with τ(·, 0) = 1/ρ0(·) and imposing
ε→∞, the equations in (12) may be written in the following conservation form

∂tτ − ∂mu = 0, (14a)

∂tu+ ∂mΠ = 0, (14b)

∂tΠ + ∂m(a2u) = 0. (14c)

The following results hold for the homogeneous relaxation system (14).

Theorem 1 (Hyperbolicity of the relaxation system) The homogeneous re-
laxation system (14) is strictly hyperbolic over the set of states (7) with eigenvalues
µ1 = −a < µ2 = 0 < µ3 = a. All the characteristic fields associated with these
eigenvalues are linearly degenerate. Moreover, the characteristic variables associ-

ated with these eigenvalues are
⇀
w= Π + au, J = Π + a2τ , and

↼
w= Π − au,

respectively:

∂t
⇀
w +a∂m

⇀
w = 0, (15a)

∂tJ = 0, (15b)

∂t
↼
w −a∂m

↼
w = 0. (15c)

Proof Computing the eigenvalues and eigenvectors of ∂fa/∂w is straightforward
and is left to the reader. Likewise, the three operations (14c)+a(14b), (14c)+a2(14a),
and (14c)−a(14b) give (15a,b,c), respectively. ut

Theorem 2 (Riemann problem for the relaxation system) Consider the
Riemann problem defined by the homogeneous relaxation system (14) associated
with the initial condition

w(m, 0) =

{
wL, m < 0,
wR, m > 0,

where wL and wR are in Ωr. Then, the unique solution to this problem is the
self-similar solution W(·; wL,wR) defined by

W(mt ; wL,wR) =


wL,

m
t < −a,

w?
L, −a < m

t < 0,
w?
R, 0 < m

t < a,
wR,

m
t > a,

(16)
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where w?
L = (τ?L, u

?, Π?)>, w?
R = (τ?R, u

?, Π?)>, and

u? =
uL + uR

2
+
ΠL −ΠR

2a
, (17a)

Π? =
ΠL +ΠR

2
+
a(uL − uR)

2
, (17b)

τ?L = τL +
u? − uL

a
, (17c)

τ?R = τR +
uR − u?

a
. (17d)

Proof The Rankine-Hugoniot relations associated with the continuity and mo-
mentum equations (14a,b) through the steady 2-wave impose u?L = u?R = u? and
Π?
L = Π?

R = Π?. Now, applying the Rankine-Hugoniot relations across the 1- and
3-waves, one obtains

−a(τ?L − τL) + (u? − uL) = 0, (18a)

a(τR − τ?R) + (uR − u?) = 0, (18b)

−a(u? − uL)− (Π? −ΠL) = 0, (18c)

a(uR − u?)− (ΠR −Π?) = 0. (18d)

Adding and subtracting (18c) and (18d), one obtains the expressions for u?

and Π?, respectively. Then, (18a) and (18b) lead to the expressions (17c) and
(17d). ut

We end this section by summing up our strategy to solve problem (1). We
split (1a) into acoustic and transport parts by applying the decomposition intro-
duced in section 2.3: (i) the acoustic step is approximated with the homogeneous
relaxation system (14); (ii) we apply the transport step (10). We stress that re-
laxation mechanisms in the right-hand-side of (12) are taken into account through
the initial condition (1b) which is transformed into Lagrange variables with data

at equilibrium, i.e., w0 =
(
1/ρ0, ρu0/ρ0, p(1/ρ0)

)>
pointwise. We now propose to

mimic this strategy at the discrete level in the next section, where Theorems 1
and 2 will be used to design the numerical flux for the acoustic step.

3 Discontinuous Galerkin formulation

The DG method consists in defining a discrete weak formulation of problem (10),
(14) with initial condition (1b). The domain is discretized with a uniform grid
Ωh = ∪j∈Zκj with cells κj = [xj−1/2, xj+1/2], xj+1/2 = (j + 1

2 )h and h > 0 the
space step (see Figure 1).

3.1 Numerical solution and Lagrange polynomials

We look for approximate solutions in the function space of discontinuous polyno-
mials

Vph = {vh ∈ L2(Ωh) : vh|κj ∈ Pp(κj), κj ∈ Ωh}, (19)
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Fig. 1 Mesh with definition of left and right traces at interfaces xj±1/2.

where Pp(κj) denotes the space of polynomials of degree at most p in the element
κj . The approximate solutions to systems (10) and (14) are sought under the form

uh(x, t) =

p∑
l=0

φlj(x)Ul
j(t), ∀x ∈ κj , κj ∈ Ωh, t ≥ 0, (20a)

wh(x, t) =

p∑
l=0

φlj(x)Wl
j(t), ∀x ∈ κj , κj ∈ Ωh, t ≥ 0, (20b)

where Ul
j = (ρlj , ρU

l
j)
> constitute the degrees of freedom (DOFs) in the element

κj and are associated to conservative variables, while Wl
j = (τ lj , U

l
j , Π

l
j)
> are

coefficients associated to Lagrange variables. The subset (φ0
j , . . . , φ

p
j ) constitutes a

basis of Vph restricted onto a given element. In this work we will use the Lagrange
interpolation polynomials `0≤k≤p associated to the Gauss-Lobatto nodes over the
segment [−1, 1]: s0 = −1 < s1 < · · · < sp = 1:

`k(sl) = δk,l, 0 ≤ k, l ≤ p, (21)

with δk,l the Kronecker symbol. The basis functions in a given element κj thus
write φkj (x) = `k(σj(x)) where σj(x) = 2(x−xj)/h and xj = (xj+1/2 +xj−1/2)/2
denotes the center of the element.

The DOFs thus correspond to the point values of the solution, e.g. given 0 ≤
k ≤ p, j in Z, and t ≥ 0, we have uh(xkj , t) = Uk

j (t) for xkj = xj + skh/2. The left
and right traces of the numerical solution at interfaces xj±1/2 of a given element
hence read (see figure 1):

u−
j+ 1

2

(t) := uh(x−
j+ 1

2

, t) = Up
j (t), ∀t ≥ 0, (22a)

u+
j− 1

2

(t) := uh(x+
j− 1

2

, t) = U0
j (t), ∀t ≥ 0. (22b)

Moreover, assuming equilibrium ε → 0 for the relaxation system (12), the
physical and relaxation pressures satisfy

p
(
τkj (t)

)
= Πk

j (t), 0 ≤ k ≤ p, t > 0. (23)

As a consequence, the conservative and Lagrange variables (20) may be related
in a weak sense by the relations

Wk
j (t) = w(Uk

j (t)) 0 ≤ k ≤ p, t ≥ 0, (24a)

Uk
j (t) = u(Wk

j (t)) 0 ≤ k ≤ p, t ≥ 0, (24b)
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where

w : Ωa → Ωr ; u 7→ w(u) =
(
1
ρ ,

ρu
ρ , p

(
1
ρ

))>
,

u : Ωr → Ωa ; w 7→ u(w) =
(
1
τ ,

u
τ

)>
denote, with a slight abuse, the change from conservative to Lagrange variables
and its inverse.

3.2 Space discretization

We first consider the space discretization of the relaxation approximation of the
acoustic step without source term, i.e., equation (14). Substitute (20b) in equation
(14) with ε→∞, multiply it with a test function vh in Vph with support in a given
element κj and integrate by parts over κj to obtain∫

κj

vh∂twhdx−
∫
κj

fa(wh)∂x(vhτh)dx+
[
vhτhha(w−h ,w

+
h )
]x

j+ 1
2

x
j− 1

2

= 0, (25)

after replacing the physical flux at interface by the numerical flux ha : Ωr×Ωr →
R3 defined from the solution of the Riemann problem (16):

ha(w−
j+ 1

2

,w+
j+ 1

2

) = fa
(
W(0; w−

j+ 1
2

,w+
j+ 1

2

)
)

=

 −u
?
j+ 1

2

Π?
j+ 1

2

a2u?j+ 1
2

 , (26)

with data at equilibrium, i.e., Π±
j+ 1

2

= p(τ±
j+ 1

2

). Note that there is no ambiguity in

defining the numerical flux at ξ = 0 since the application ξ 7→ fa
(
W(ξ; wL,wR)

)
is continuous at the origin because of the Rankine-Hugoniot relations associated
with the steady wave.

Using a second integration by parts, the semi-discrete equation may be equiv-
alently written as∫
κj

vh∂twhdx+

∫
κj

vhτh∂xfa(wh)dx+
[
vhτh

(
ha(w−h ,w

+
h )− fa(wh)

)]xj+ 1
2

x
j− 1

2

= 0.

(27)
We now introduce the space discretization of the transport problem (10) where

we consider the approximate solution (20a). Using a similar approach as for the
acoustic step, with one integration by parts, the semi-discrete form of the DG
discretization in space reads∫
κj

vh∂tuhdx+

∫
κj

(vhuh)∂xuhdx+
[
vh
(
ht(u

−
h ,u

+
h )− hu(u−h , u

+
h )uh

)]xj+ 1
2

x
j− 1

2

= 0,

(28)
where ht : Ωa×Ωa → R2 and hu : R×R→ R denote Lipschitz-continuous numer-
ical fluxes consistent with the physical fluxes of the transport step: ht(u,u) = uu
and hu(u, u) = u. In this work, we use upwind numerical fluxes. Introducing

ûj+ 1
2

=

{
Up
j , u?j+ 1

2

> 0,

U0
j+1, u

?
j+ 1

2

≤ 0,
(29)
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where the quantity u?j+1/2 is defined from the first component of the numerical
flux (26) for the acoustic step, we set

ht(u
−
j+ 1

2

,u+
j+ 1

2

) = u?j+ 1
2
ûj+ 1

2
= (u?j+ 1

2
)+Up

j + (u?j+ 1
2
)−U0

j+1, (30)

where

(u?j+ 1
2
)+ = max(u?j+ 1

2
, 0), (u?j+ 1

2
)− = min(u?j+ 1

2
, 0)

represent positive and negative parts of u?j+ 1
2

. Then, we set

hu(u−
j+ 1

2

, u+
j+ 1

2

) = u?j+ 1
2
. (31)

The integrals in the semi-discrete equations are approximated by using a nu-
merical quadrature. We use a Gauss-Lobatto quadrature rule with nodes associated
with the interpolation points of the numerical solution

∫
κj

f(x)dx ' h

2

p∑
l=0

ωlf(xlj),

with ωl > 0,
∑p
l=0 ωl = 2, xlj = xj+slh/2 the weights and nodes of the quadrature

rule, and sl defined in (21). For p+ 1 integration points, this quadrature is exact
for polynomials of degree deg(f) ≤ 2p− 1. It is worth noting that the integration
by parts used in equations (27) and (28) are replaced by summation by parts of
the form

〈f, dxvh〉pj + 〈dxf, vh〉pj = f(xpj )vh(xpj )− f(x0j )vh(x0j ), ∀vh ∈ Vph,

where

〈f, g〉pj =
h

2

p∑
l=0

ωlf(xlj)g(xlj)

represents the discrete inner product in the element κj . As noticed in [17], this
operation holds true in a weak sense for general functions f by considering the
interpolation polynomials of degree p of the function, let say fh, at integration
points, x0≤k≤pj .

4 Time discretization

In section 4.1, we introduce the fully discrete scheme for a one-step first-order
implicit-explicit time discretization and analyze its properties in section 4.2, while
we briefly discuss high-order time discretization in section 4.3 and limiting strategy
in section 4.4.
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4.1 First order time discretization

Let t(n) = n∆t with ∆t > 0 the time step, the time integration of the Euler equa-
tions with Lagrange-projection over a time step is done with a two-step sequential

splitting: (i) homogeneous acoustic step (27) over (t(n), t(n+1−)] and (ii) transport

step (28) over (t(n+1−), t(n+1)]. Again, relaxation mechanisms in (12) are taken

into account by imposing data at equilibrium at each time step: Π
(n)
h = p(τ

(n)
h ).

We use an implicit backward-Euler scheme for the time discretization of the

acoustic step over (t(n), t(n+1−)]. Approximating the mass variable by ∆m =

τkj (t(n))h at point xkj over (t(n), t(n+1−)] and setting vh = φkj into (27), the discrete
scheme now reads

Wk,n+1−

j = Wk,n
j − λkτ

k,n
j

[〈
∂xfa(wn+1−

h ), φkj
〉p
j

+ δk,p
(
ha(Wp,n+1−

j ,W0,n+1−

j+1 )− fa(Wp,n+1−

j )
)

− δk,0
(
ha(Wp,n+1−

j−1 ,W0,n+1−

j )− fa(W0,n+1−

j )
)]
, (32)

for all 0 ≤ k ≤ p and j in Z, where we have used the notations Wk,n
j = Wk

j (t(n))
and λk = 2λ/ωk with λ = ∆t/h. For the sake of clarity, we now use the short
notations for the components of the Riemann solver

ha(Wp,n+1−

j ,W0,n+1−

j+1 ) =

 −u
?
j+ 1

2

Π?
j+ 1

2

a2u?j+ 1
2


without any possible confusion on the time and trace values.

The subcharacteristic condition (8) is imposed at the discrete level by requiring
that

a > max
j∈Z

max
0≤k≤p

max
θ∈[0,1]

√
−p′

(
θτk,nj + (1− θ)τk,n+1−

j

)
, n ∈ N. (33)

Likewise, we use an explicit forward Euler time integration of the semi-discrete
transport equations (28). Introducing the definitions of the numerical fluxes (30)
and (31), we obtain

Uk,n+1
j = Uk,n+1−

j − λk
[〈
un+1−

h ∂xu
n+1−

h , φkj
〉p
j

+ δk,pu
?
j+ 1

2

(
ûn+1−

j+ 1
2

−Up,n+1−

j )−δk,0u?j− 1
2

(
ûn+1−

j− 1
2

−U0,n+1−

j )
]
. (34)

The discrete problem for the Euler equations now reads: for all time t(n+1) with
n ≥ 0 find uh(·, t(n+1)) in (Vph)2 such that equations (32) and (34) are satisfied
with

Wk,n
j = w

(
Uk,n
j

)
, 0 ≤ k ≤ p, j ∈ Z, (35a)

Uk,n+1−

j = u
(
Wk,n+1−

j

)
, 0 ≤ k ≤ p, j ∈ Z, (35b)

given by transformations (24).
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The time sequence uh(·, t(n)) is associated with the initial condition∫
Ωh

vhwh(x, 0)dx =

∫
Ωh

vhw
(
u0(x)

)
dx, ∀vh ∈ Vph, (36)

which reduces to Wk
j (0) = w

(
u0(xkj )

)
for all 0 ≤ k ≤ p and j in Z.

The following theorem allows us to give the final form (37) of the LPDG scheme.

Theorem 3 (Consistency and conservation) The discrete schemes (32) and
(34) with projections (35) constitute a conservative approximation consistent in
time and space with the Euler equations (1a) of the form

Uk,n+1
j = Uk,n

j − λk
[
−
〈
f(un+1−

h ), dxφ
k
j

〉p
j

+ δk,ph
n+1−

j+ 1
2

− δk,0hn+1−

j− 1
2

]
, (37)

with

hn+1−

j+ 1
2

=

u?j+ 1
2

ρ̂n+1−

j+ 1
2

u?j+ 1
2

ρ̂un+1−

j+ 1
2

+Π?
j+ 1

2

 , (38)

evaluated from DOFs at time t(n+1−).

Proof We first observe that the first component of the discrete equation (32) reads

τk,n+1−

j = Lk,n+1−

j τk,nj with

Lk,n+1−

j = 1 + λk

(〈
∂xu

n+1−

h , φkj
〉p
j

+δk,p(u?j+ 1
2
− Up,n+1−

j )− δk,0(u?j− 1
2
− U0,n+1−

j )
)

(39a)

= 1 + λk

(
−
〈
un+1−

h , dxφ
k
j

〉p
j

+ δk,pu
?
j+ 1

2
− δk,0u?j− 1

2

)
. (39b)

Using the change of variables (24b) and assuming that τk,nj > 0 and τk,n+1−

j >
0 (see equation (47) in Lemma 1), the two first components of (32) may thus be
rewritten under the form

Lk,n+1−

j ρk,n+1−

j = ρk,nj , (40a)

Lk,n+1−

j ρUk,n+1−

j = ρUk,nj − λk
(〈
∂xΠ

n+1−

h , φkj
〉p
j

+ δk,p
(
Π?
j+ 1

2
−Πp,n+1−

j

)
− δk,0

(
Π?
j− 1

2
−Π0,n+1−

j

))
.(40b)

Using the expressions of the numerical fluxes (30) and (31) with ft(U
k,n
j ) =

Uk,nj Uk,n
j , the discrete transport step (34) may be rewritten as

Uk,n+1
j = Uk,n+1−

j − λk
[〈
∂x(un+1−

h un+1−

h ), φkj
〉p
j
−
〈
∂xu

n+1−

h un+1−

h , φkj
〉p
j

+δk,p
(
ht(u

−
j+ 1

2

,u+
j+ 1

2

)− ft(U
p,n+1−

j ) + ft(U
p,n+1−

j )− u?j+ 1
2
Up,n+1−

j

)
−δk,0

(
ht(u

−
j− 1

2

,u+
j− 1

2

)− ft(U
0,n+1−

j ) + ft(U
0,n+1−

j )− u?j− 1
2
U0,n+1−

j

)]
= Lk,n+1−

j Uk,n+1−

j − λk
[〈
∂x(un+1−

h un+1−

h ), φkj
〉p
j

+δk,p
(
ht(u

−
j+ 1

2

,u+
j+ 1

2

)− ft(U
p,n+1−

j )
)

−δk,0
(
ht(u

−
j− 1

2

,u+
j− 1

2

)− ft(U
0,n+1−

j )
)]
.
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Summing the two above schemes, we get

Uk,n+1
j = Uk,n

j − λk
[〈
∂xfE(un+1−

h ,wn+1−

h ), φkj
〉p
j

+δk,p
(
hn+1−

j+ 1
2

− fE(Up,n+1−

j ,Wp,n+1−

j )
)

−δk,0
(
hn+1−

j− 1
2

− fE(U0,n+1−

j ,W0,n+1−

j )
)]
,

with fE(u,w) = uu+(0, Π)> consistent with the Euler fluxes f(u) when Π = p(τ).

This is done by imposing instantaneous relaxation (23), p
(
τk,n+1
j

)
= Πk,n+1

j . Now,
we use the equivalence between the discrete DG formulations with either one or
two integration by parts when using a collocated Gaus-Lobatto quadrature [17].
Applying integration by parts, the above scheme reduces to (37) and constitutes a
conservative implicit-explicit discretization of the Euler equations (1a) consistent
in space and time. ut

Then, the numerical scheme (32) provides the following discrete versions of
the conservation equations (15) for the characteristic variables. Note that from
the definition of the numerical flux (26) with (17) we have

Π?
j+ 1

2
−Πp,n+1−

j = −a(u?j+ 1
2
− Up,n+1−

j ), (41a)

Π?
j− 1

2
−Π0,n+1−

j = a(u?j− 1
2
− U0,n+1−

j ). (41b)

Then, setting

⇀

W
k,n

j = Πk,n
j + aUk,nj , Jk,nj = Πk,n

j + a2τk,nj ,
↼

W
k,n

j = Πk,n
j − aUk,nj , (42)

and using relations (41), the three operations (32c)+a(32b), (32c)+a2(32a) and
(32c)−a(32b) give respectively:

⇀

W
k,n+1−

j =
⇀

W
k,n

j −aλkτk,nj
[〈
∂x

⇀
w
n+1−

h ,φkj
〉p
j
−δk,0

( ⇀

W
p,n+1−

j−1 −
⇀

W
0,n+1−

j

)]
,(43a)

Jk,n+1−

j =Jk,nj , (43b)

↼

W
k,n+1−

j =
↼

W
k,n

j +aλkτ
k,n
j

[〈
∂x

↼
w
n+1−

h ,φkj
〉p
j
+δk,p

( ↼

W
0,n+1−

j+1 −
↼

W
p,n+1−

j

)]
. (43c)

Equation (37) constitutes the LPDG scheme where the state un+1−

h is evaluated
from the linear implicit system (43a,c) that may be easily solved for the discrete

characteristic variables (42), τk,n+1−

j being then given explicitly by (43b). Then,

the Lagrange variables are obtained by inverting relations (42) at time t(n+1−).
This result is essential for the performances of the present method.

4.2 Properties of the discrete scheme

In this section, we discuss the properties of the LPDG scheme with first-order time
integration and arbitrary order for the space discretization. The main results are
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given in Theorem 4 and prove positivity and an entropy inequality for the mean
value of the numerical solution

unj :=
1

h

∫
κj

uh(x, t(n))dx =

p∑
l=0

ωk
2

Ul,n
j . (44)

The entropy inequality applies to the total energy that we introduce at the
discrete level via its interpolant

ρEh(x, t) =

p∑
l=0

φlj(x)ρElj(t), ∀x ∈ κj , t ≥ 0, (45)

with ρElj(t) = ρE
(
Ul
j(t)

)
.

Lemma 1 Assume that ρ0≤k≤p,nj∈Z > 0, then under the CFL condition

λmax
j∈Z

max
0≤k≤p

1

ωk

(〈
un+1−

h , dxφ
k
j

〉p
j
− δk,p(u?j+ 1

2
)− + δk,0(u?j− 1

2
)+
)
<

1

2
, (46)

we have
ρk,n+1−

j > 0 (47)

and

un+1
j =

p∑
k=0

(
ωk
2
− λ

(〈
un+1−

h , dxφ
k
j

〉p
j
− δk,p(u?j+ 1

2
)− + δk,0(u?j− 1

2
)+
))

Uk,n+1−

j

−λ(u?j+ 1
2
)−U0,n+1−

j+1 + λ(u?j− 1
2
)+Up,n+1−

j−1 (48)

is a convex combination of DOFs at time t(n+1−).

Proof From (40a), we have Lk,n+1−

j ρk,n+1−

j = ρk,nj with Lk,n+1−

j > 0 from (39b)

and condition (46), hence ρk,n+1−

j > 0. Then using (34) to evaluate the mean

value at time t(n+1) together with the definition of the upwind flux (29), we get

un+1
j =

p∑
k=0

ωk
2

Uk,n+1
j

=

p∑
k=0

ωk
2

(
Uk,n+1−

j − λk
[〈
un+1−

h ∂xu
n+1−

h , φkj
〉p
j

+δk,p(u?j+ 1
2
)−
(
U0,n+1−

j+1 −Up,n+1−

j )

−δk,0(u?j− 1
2
)+
(
Up,n+1−

j−1 −U0,n+1−

j )
])
.

Then, developing the expression of the volume integral, the above equation
reads

un+1
j =

p∑
k=0

ωk
2

Uk,n+1−

j − λ
p∑
k=0

(
ωkh

2
Uk,n+1−

j

p∑
l=0

dxφ
l
j(x

k
j )Ul,n+1−

j

+ δk,p(u?j+ 1
2
)−(U0,n+1−

j+1 −Up,n+1−

j )− δk,0(u?j− 1
2
)+(Up,n+1−

j−1 −U0,n+1−

j )

)
.
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Inverting indices in the double sum and rearranging terms, one easily obtains (48)
and positivity of coefficients follows from (46). Finally, note that all coefficients in
(48) are positive from condition (46) with unit sum from

∑p
k=0 dxφ

k
j = 0. Thus

(48) is a convex combination. ut

Lemma 2 Assume that ρ0≤k≤p,nj∈Z > 0, then the discrete acoustic step satisfies the
following discrete entropy inequality

ηk,n+1−

j −ηk,nj −2a2λkτ
k,n
j

[〈
Πn+1−

h un+1−

h , dxφ
k
j

〉p
j
−δk,pHn+1−

j+ 1
2

+δk,0H
n+1−

j− 1
2

]
≤ 0,

(49)
with

ηk,nj =
(
⇀

W
k,n

j )2 + (
↼

W
k,n

j )2

2
= (Πk,n

j )2 + a2(Uk,nj )2, (50a)

Hn+1−

j+ 1
2

=
(
⇀

W
p,n+1−

j )2 − (
↼

W
0,n+1−

j+1 )2

4a
= Π?

j+ 1
2
u?j+ 1

2
. (50b)

Proof Relations (50) follow directly from the definitions in (42) and (17). Then,

multiplying equation (43a) with
⇀

W
k,n+1−

j gives

⇀

W
k,n+1−

j (
⇀

W
k,n+1−

j −
⇀

W
k,n

j ) + aλkτ
k,n
j

[ωkh
2

⇀

W
k,n+1−

j
∂
⇀
wh
∂x

∣∣∣n+1−

xk
j

−δk,0
⇀

W
0,n+1−

j

( ⇀

W
p,n+1−

j−1 −
⇀

W
0,n+1−

j

)]
= 0,

hence

(
⇀

W
k,n+1−

j )2

2
−

(
⇀

W
k,n

j )2

2
+ aλkτ

k,n
j

[〈
∂x(

(
⇀
w

n+1−

h )2

2 ), φkj
〉p
j

− δk,0

( (
⇀

W
p,n+1−

j−1 )2

2
−

(
⇀

W
0,n+1−

j )2

2

)]

= −
(
⇀

W
k,n+1−

j −
⇀

W
k,n

j )2

2
− aλkτk,nj δk,0

(
⇀

W
p,n+1−

j−1 −
⇀

W
0,n+1−

j )2

2
.

Using integration by parts in the above equation and considering the sign of
its right-hand-side, one deduces

(
⇀

W
k,n+1−

j )2

2
−

(
⇀

W
k,n

j )2

2
+ aλkτ

k,n
j

[
−
〈 (⇀wn+1−

h )2

2 , dxφ
k
j

〉p
j

+ δk,p
(
⇀

W
p,n+1−

j )2

2
− δk,0

(
⇀

W
p,n+1−

j−1 )2

2

]
≤ 0.
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Likewise, multiplying equation (43c) with
↼

W
k,n+1−

j and applying similar ma-
nipulations give

(
↼

W
k,n+1−

j )2

2
−

(
↼

W
k,n

j )2

2
− aλkτ

k,n
j

[
−
〈 (↼wn+1−

h )2

2 , dxφ
k
j

〉p
j

+ δk,p
(
↼

W
0,n+1−

j+1 )2

2
− δk,0

(
↼

W
0,n+1−

j )2

2

]
≤ 0.

Summing the two last equations gives the desired inequality (49). ut

Lemma 3 Assume that ρ0≤k≤p,nj∈Z > 0, then under the CFL condition (46) and
subcharacteristic condition (33), the discrete acoustic step satisfies the following
discrete entropy inequality

Ek,n+1−

j −Ek,nj −λkτk,nj
[〈
Πn+1−

h un+1−

h , dxφ
k
j

〉p
j
− δk,pHn+1−

j+ 1
2

+ δk,0H
n+1−

j− 1
2

]
≤ 0,

(51)

with Hn+1−

j± 1
2

given by (50b).

Proof Using (50a) and (45), the specific total energy may be written as Ek,nj =

e(τk,nj ) + (ηk,nj − (Πk,n
j )2)/2a2. Hence, we have

Ek,n+1−

j − Ek,nj = e(τk,n+1−

j )− e(τk,nj ) +
ηk,n+1−

j − ηk,nj
2a2

−
(Πk,n+1−

j −Πk,n
j )2

2a2
−
Πk,n
j (Πk,n+1−

j −Πk,n
j )

a2
.

Using (43b) to substitute Πk,n+1−

j −Πk,n
j = −a2(τk,n+1−

j −τk,nj ) and the fact

that data at equilibrium impose Πk,n
j = p(τk,nj ) = −e′(τk,nj ), we have

Ek,n+1−

j − Ek,nj −
ηk,n+1−

j − ηk,nj
2a2

= e(τk,n+1−

j )− e(τk,nj )

− e′(τk,nj )(τk,n+1−

j − τk,nj )− a2

2
(τk,n+1−

j − τk,nj )2.

Applying a second-order Taylor development with integral remainder of e(τk,n+1−

j )

about τk,nj , we obtain

Ek,n+1−

j − Ek,nj −
ηk,n+1−

j − ηk,nj
2a2

= (τk,n+1−

j − τk,nj )2 × · · ·∫ 1

0

(
e′′(τk,nj + ξ(τk,n+1−

j − τk,nj ))− a2
)
(1− ξ)dξ ≤ 0,

under the subcharacteristic condition (33). Finally, using (49) gives (51). ut
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Theorem 4 Assume that ρ0≤k≤p,nj∈Z > 0, then under the CFL condition (46) and
subcharacteristic condition (33), the LPDG scheme satisfies positivity for the mean
value of the solution:

ρn+1
j > 0, (52)

and the discrete entropy inequality

ρE(un+1
j )−ρEnj +λ

(
u?j+ 1

2
(ρ̂E

n+1−

j+ 1
2

+Π?
j+ 1

2
)−u?j− 1

2
(ρ̂E

n+1−

j− 1
2

+Π?
j− 1

2
)
)
≤ 0, (53)

where ρ̂E
n+1−

j± 1
2

denote upwind fluxes of the form (29) evaluated at time t(n+1−).

Proof From assumptions of Theorem 4, the results of Lemmas 1 and 3 hold. We
thus infer positivity in (52) by using the convex combination (48) with (47).

Then, the entropy inequality (53) follows from the following arguments. Mul-

tiplying (51) with ρk,nj = Lk,n+1−

j ρk,n+1−

j and using (39a), we get

ρEk,n+1−

j − ρEk,nj + λkρE
k,n+1−

j

[〈
∂xu

n+1−

h , φkj
〉p
j

+δk,p(u?j+ 1
2
− Up,n+1−

j )− δk,0(u?j− 1
2
− U0,n+1−

j )
]

+λk

[
−
〈
Πn+1−

h un+1−

h , dxφ
k
j 〉pj + δk,pu

?
j+ 1

2
Π?
j+ 1

2
− δk,0u?j− 1

2
Π?
j− 1

2

]
≤ 0.

The first volume integral may be rewritten as

ρEk,n+1−

j

〈
∂xu

n+1−

h , φkj
〉p
j

=
ωkh

2
ρEk,n+1−

j

∂uh
∂x

∣∣∣n+1−

xk
j

=
〈
ρEn+1−

h ∂xu
n+1−

h , φkj
〉p
j
,

and using integration by parts one thus obtains

ρEk,n+1−

j − ρEk,nj + λk

[
−
〈
un+1−

h , ∂x(ρEn+1−

h φkj ) +Πn+1−

h dxφ
k
j

〉p
j

+δk,pu
?
j+ 1

2
(ρEp,n+1−

j +Π?
j+ 1

2
)− δk,0u?j− 1

2
(ρE0,n+1−

j +Π?
j− 1

2
)
]
≤ 0.

Summing over 0 ≤ k ≤ p with weights ωk/2, one obtains

ρE
n+1−

j − ρEnj + λ
(
−
〈
un+1−

h , ∂xρE
n+1−

h

〉p
j

+u?j+ 1
2
(ρEp,n+1−

j +Π?
j+ 1

2
)− u?j− 1

2
(ρE0,n+1−

j +Π?
j− 1

2
)
)
≤ 0. (54)

Now, by convexity of the mapping ρE(u), the convex combination (48) gives

ρE(un+1
j )−

p∑
k=0

(
ωk
2
− λ

(〈
un+1−

h , dxφ
k
j

〉p
j
− δk,p(u?j+ 1

2
)−

+δk,0(u?j− 1
2
)+
))
ρEk,n+1−

j + λ(u?j+ 1
2
)−ρE0,n+1−

j+1 − λ(u?j− 1
2
)+ρEp,n+1−

j−1 ≤ 0.
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Using integration by parts, we obtain

ρE(un+1
j ) − ρE

n+1−

j + λ

p∑
k=0

(
−
〈
∂xu

n+1−

h , φkj
〉p
j

− δk,p((u?j+ 1
2
)− − Up,n+1−

j ) + δk,0((u?j− 1
2
)+ − U0,n+1−

j )
)
ρEk,n+1−

j

+ λ(u?j+ 1
2
)−ρE0,n+1−

j+1 − λ(u?j− 1
2
)+ρEp,n+1−

j−1 ≤ 0.

Using again integration by parts and the definition of the numerical flux (29)
applied to ρEh, one obtains

ρE(un+1
j )− ρEn+1−

j + λ
(〈
un+1−

h , ∂xρE
n+1−

h

〉p
j

+u?j+ 1
2
(ρ̂E

n+1−

j+ 1
2
−ρEp,n+1−

j )− u?j− 1
2
(ρ̂E

n+1−

j− 1
2
−ρE0,n+1−

j )
)
≤ 0. (55)

Summing (54) and (55) gives (53). ut

We end this section by noting that the inequality (53) should be written as

ρE(un+1
j )− ρE(unj ) + λ

(
u?j+ 1

2
(ρ̂E

n+1−

j+ 1
2

+Π?
j+ 1

2
)

− u?j− 1
2
(ρ̂E

n+1−

j− 1
2

+Π?
j− 1

2
)
)
≤ ρEnj − ρE(unj ),

and is not strictly speaking an entropy inequality since the quantity ρE
n
j −ρE(unj )

is positive from a Jensen’s inequality. As a consequence, the Lax-Wendroff theorem
cannot be applied to prove convergence to an entropy solution. The control of
this quantity is a challenging task (see [2] and references therein for an in-depth
discussion on discrete entropy inequalities for high-order schemes). In the present
work, the limiter (57) is an attempt to circumvent this difficulty.

4.3 High-order time discretization

The present method is extended to high-order time integration by using strong-
stability preserving explicit Runge-Kutta methods [25,26]. These methods consist
in convex combinations of first-order forward Euler methods and thus will keep
positivity of Theorem 4 under a given CFL condition. We note however that the
first-order time discretization (37) is not an explicit forward Euler method because

the residuals are evaluated at an intermediate time step t(n+1−). As a consequence,
accuracy in time is not guaranteed when using high-order Runge-Kutta schemes.
The design of adapted high-order time integration is beyond the scope of the
present study. However, the numerical experiments in section 5 tend to indicate
that explicit Runge-Kutta time integration do not alter accuracy of the present
method and are thus well adapted in practice at least for the present range of
applications.
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4.4 Limiting strategy

The properties in Theorem 4 hold only for the mean value in mesh elements of
the numerical solution at time t(n+1), which is not sufficient for robustness and
stability of numerical computations. However, these results may motivate the use
of a posteriori limiters introduced in [27,28]. These limiters aim at extending
preservation of invariant domains [28] or maximum-principle [27] from mean to
nodal values within elements. Our strategy differs slightly from the ones in [27,
28], so we describe it in the following.

First, we enforce positivity of nodal values of density by using the linear limiter

ρ̆k,n+1
j = θρj (ρk,n+1

j − ρn+1
j ) + ρn+1

j , (56)

with 0 ≤ θρj ≤ 1 defined by

θρj = min
( ρnj − ε
ρnj − ρminj

, 1
)
, ρminj = min

0≤k≤p
ρk,n+1
j ,

and 0 < ε� 1 a parameter.
Then, we set Ŭk,n+1

j = (ρ̆k,n+1
j , ρUk,n+1

j )> and strengthen the entropy in-
equality (53) by observing that the discrete transport step (34) satisfies a maxi-
mum principle for any convex function U : Ωa 3 u → U(u) ∈ R. Indeed, using
(48) we obtain

U(un+1
j ) ≤ Un+1−

j := max
(
U(Up,n+1−

j−1 ),U(U0≤k≤p,n+1−

j ),U(U0,n+1−

j+1 )
)
,

we thus impose a maximum principle at nodal values from

Ũk,n+1
j = θsj (Ŭ

k,n+1
j − un+1

j ) + un+1
j , (57)

with 0 ≤ θsj ≤ 1 defined by

θsj = min
0≤k≤p

(
θs,kj : U

(
θs,kj (Ŭk,n+1

j − un+1
j ) + un+1

j

)
= Un+1−

j

)
.

Note that when Ŭk,n+1
j is not in Ωa, there exists a unique 0 ≤ θs,kj ≤ 1 such

that the above relation holds by convexity of U since un+1
j is in Ωa. In practice,

we use the total energy as entropy. Finally, we replace the DOFs at time t(n+1)

by the limited values Ũ0≤k≤p,n+1
j∈Z . For high-order time integration, we apply the

limiter after each stage of the Runge-Kutta scheme. We stress that the limiters
(56) and (57) preserve conservation and accuracy for smooth solutions [27,28].

We end this section by summing up our strategy at the discrete level with the
following algorithm applied at each stage of the Runge-Kutta method:

(i) solve the linear system (43) for the characteristic variables (42) with data at
equilibrium (35a);

(ii) compute the conservative variables with (42);
(iii) compute the discrete residuals of the LPDG scheme (37) with these values;
(iv) apply the limiters (56) and (57).
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5 Numerical experiments

In this section we present several numerical experiments to illustrate the perfor-
mances of the LPDG scheme derived in this work. For all experiments, we consider
an isentropic polytropic ideal gas with an equation of state of the form p(τ) = κτ−γ

with κ > 0 and γ > 1.
We use strong-stability preserving Runge-Kutta time integration schemes of

order p + 1 when using polynomials of degree p for the space discretization: the
two-stage second-order Heun method for p = 1, the three-stage third-order scheme
of Shu-Osher [25] for p = 2, and the five-stage fourth-order scheme of Spiteri and
Ruuth [26] for p = 3, respectively.

Finally, the a priori CFL condition (46) and subcharacteristic condition (33)
are imposed at time t(n) as was proposed in [13,7].

5.1 Manufactured smooth solution

We first consider the convection of a density wave in a uniform flow with Mach
number M∞. Let Ω = (0, 1), we solve

∂tu + ∂xf(u) = s, in Ω × (0,∞),

with periodicity conditions and initial condition

ρ0(x) = 1 + ε sin(2πx), u0(x) = 1, ∀x ∈ Ω,

with ε = 0.2. The source term s = s(x, t) is such that the exact solution for this
problem reads

ρ(x, t) = 1 + ε sin(2π(x− t)), u(x, t) = 1, ∀x ∈ Ω, t > 0.

The parameters of the equation of state are κ = 1/γM2
∞ with M∞ = 0.1

and γ = 1.4. Table 1 indicates different norms of the numerical error on density
eh = ρh − ρ for different polynomial degrees and grid refinements with associated
convergence orders in space. The expected p+ 1 order of convergence is recovered
with the present method.

5.2 Riemann problems

We now consider Riemann problems with initial condition

u0(x) =

{
uL, x < 0,
uR, x > 0.

The set of initial conditions is given in Table 2. Problems RP1 and RP3 are
taken from [6], while problem RP4 is taken from [1]. Figures 2 to 5 compare the
numerical solution in symbols with the exact solution in lines.

For RP1, RP2 and RP3, results are qualitatively similar. The shock waves
are well captured and the increase in the discretization order has a clear positive
effect on the approximation of the rarefaction waves in RP3. We observe some
spurious oscillations of low amplitude in the neighborhood of strong shocks with
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Table 1 Manufactured smooth solution: different norms of the error at time t = 5 and asso-
ciated orders of convergence.

p h ‖eh‖L1(Ω) O1 ‖eh‖L2(Ω) O2 ‖eh‖L∞(Ω) O∞

1/4 0.35511e−01 − 0.45109e−01 − 0.85997e−01 −
1/8 0.97747e−02 1.86 0.12770e−01 1.82 0.31154e−01 1.46

1 1/16 0.24729e−02 1.98 0.32942e−02 1.95 0.78816e−02 1.98
1/32 0.61003e−03 2.01 0.81665e−03 2.01 0.19587e−02 2.00
1/64 0.14369e−03 2.08 0.19544e−03 2.06 0.45383e−03 2.10

1/4 0.50087e−02 − 0.76828e−02 − 0.26541e−01 −
1/8 0.42909e−03 3.54 0.65902e−03 3.54 0.24946e−02 3.41

2 1/16 0.33870e−04 3.66 0.53700e−04 3.61 0.21400e−03 3.54
1/32 0.50879e−05 2.73 0.79338e−05 2.75 0.25079e−04 3.09
1/64 0.50163e−06 3.34 0.75007e−06 3.40 0.23383e−05 3.42

1/4 0.39559e−03 − 0.55401e−03 − 0.19667e−02 −
1/8 0.23759e−04 4.05 0.36194e−04 3.93 0.13136e−03 3.90

3 1/16 0.15068e−05 3.97 0.22986e−05 3.97 0.94855e−05 3.79
1/32 0.94001e−07 4.00 0.14440e−06 3.99 0.61378e−06 3.94
1/64 0.58836e−08 3.99 0.90435e−08 3.99 0.38706e−07 3.98

Table 2 Initial conditions and physical parameters of Riemann problems

test description left state uL right state uR κ γ

RP1 shock-shock (1, 1)> (2, 1)> (γ−1)2

4γ
1.6

RP2 shock-shock (0.5, 1)> (2, 1)> (γ−1)2

4γ
1.6

RP3 rarefaction-shock (1,−0.5)> (0.5,−0.25)> (γ−1)2

4γ
1.6

RP4 rarefaction-rarefaction (1,−5)> (1, 5)> 1 1.4

the highest discretization order p = 3 as visible in the density distributions of
RP1 and RP2. The solution for RP4 is made of two symmetric rarefaction waves
with formation of near-vacuum in the intermediate region. The positivity limiter
is successful to keep robustness of the computation and increasing p reduces the
diffusion at the tail of the waves as expected. However, the entropy limiter slightly
alters the solution at the head of the rarefaction waves for p = 3. We attribute
this effect to the fact that the solution is not smooth in this region, the limiters
keeping accuracy for smooth solutions only. We refer to the work in [29] for details
on the conditions for preserving accuracy for smooth solutions.

6 Concluding remarks

The LPDG scheme introduced in this work is based on the Lagrange-projection
like scheme from [13] derived in the context of a first-order finite volume formula-
tion of the Euler equations. This method is here extended to high-order by using
a DG method of arbitrary order for the space discretization and associated to a
first-order implicit-explicit time discretization of acoustic and transport operators,
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Fig. 2 RP1: numerical solution for density (left) and velocity (right) at time t = 0.3 for
different polynomial degrees p = 1 to p = 3 from top to bottom, h = 1

200
.

respectively. Considering the isentropic Euler equations, a priori conditions on the
time step and on the numerical parameter imposing the subcharacteristic condi-
tion are derived in order to guaranty positivity and entropy inequality for the mean
value of the numerical solution in each mesh element. A posteriori limiters similar
to those introduced in [27,28] are then used to extend these properties to nodal
values within elements. Strong-stability preserving Runge-Kutta schemes are ap-
plied for the time integration in order to keep positivity at any time discretization
order.

Numerical experiments in one space dimension highlight high-order approxi-
mation of smooth solutions, while the method proves to be robust in the presence
of discontinuities or vacuum. Future investigations will consider the full system of
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gas dynamics with a general equation of state and the extension to several space
dimensions.
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nique and Christophe Chalons from Université de Versailles-Saint-Quentin-en-Yvelines for
valuable discussions and their constructive comments.

References

1. F. Berthelin, T. Goudon and S. Minjeaud, Kinetic schemes on staggered grids for barotropic
Euler models: entropy-stability analysis, Math. Comput., 84 (2015), pp. 2221–2262.

2. C. Berthon and V. Desveaux, An entropy preserving MOOD scheme for the Euler equations,
Int. J. Finite Volumes, 11 (2014), pp. 1–39.



A high-order Lagrange-projection like scheme 23

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

-0.4 -0.2  0  0.2  0.4

x

-0.5

-0.48

-0.46

-0.44

-0.42

-0.4

-0.4 -0.2  0  0.2  0.4

x

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

-0.4 -0.2  0  0.2  0.4

x

-0.5

-0.48

-0.46

-0.44

-0.42

-0.4

-0.4 -0.2  0  0.2  0.4

x

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

-0.4 -0.2  0  0.2  0.4

x

-0.5

-0.48

-0.46

-0.44

-0.42

-0.4

-0.4 -0.2  0  0.2  0.4

x

Fig. 4 RP3: numerical solution for density (left) and velocity (right) at time t = 0.4 for
different polynomial degrees p = 1 to p = 3 from top to bottom, h = 1

200
.

3. C. Berthon, Robustness of MUSCL schemes for 2D unstructured meshes, J. Comput. Phys.,
218 (2006), pp. 495–509.

4. F. Bouchut, Ch. Bourdarias and B. Perthame, A MUSCL method satisfying all the numer-
ical entropy inequalities, Math. Comput., 65 (1996), pp. 1439–1461.

5. C. Chalons and F. Coquel, Navier-Stokes equations with several independent pressure laws
and explicit predictor-corrector schemes, Numer. Math., 101 (2005), pp. 451–478.

6. C. Chalons and J. F. Coulombel, Relaxation approximation of the Euler equations, J. Math.
Anal. Appl., 348 (2008), pp. 872–893.

7. C. Chalons, M. Girardin and S. Kokh, Large time step and asymptotic preserving numerical
schemes for the gas dynamics equations with source terms, SIAM J. Sci. Comput., 35 (2013),
pp. A2874–A2902.

8. B. Cockburn and C. W. Shu, TVB Runge-Kutta local projection discontinuous Galerkin
finite element method for scalar conservation laws II: general framework, Math. Comput.,
52 (1989), pp. 411–435.

9. B. Cockburn and C. W. Shu, Runge-Kutta discontinuous Galerkin methods for convection-
dominated problems, J. Sci. Comput., 16 (2001), pp. 173–261.



24 Florent Renac

 0

 0.2

 0.4

 0.6

 0.8

 1

-0.4 -0.2  0  0.2  0.4

x

-6

-4

-2

 0

 2

 4

 6

-0.4 -0.2  0  0.2  0.4

x

 0

 0.2

 0.4

 0.6

 0.8

 1

-0.4 -0.2  0  0.2  0.4

x

-6

-4

-2

 0

 2

 4

 6

-0.4 -0.2  0  0.2  0.4

x

 0

 0.2

 0.4

 0.6

 0.8

 1

-0.4 -0.2  0  0.2  0.4

x

-6

-4

-2

 0

 2

 4

 6

-0.4 -0.2  0  0.2  0.4

x

Fig. 5 RP4: numerical solution for density (left) and velocity (right) at time t = 0.07 for
different polynomial degrees p = 1 to p = 3 from top to bottom, h = 1

200
.

10. F. Coquel, E. Godlewski, A. In, B. Perthame and P. Rascle, Some new Godunov and
relaxation methods for two-phase flow problems. Godunov methods, Kluwer/Plenum, New
York, 2001, pp. 179–188.

11. F. Coquel, P. Helluy and J. Schneider, Second-order entropy diminishing scheme for the
Euler equations, Int. J. Numer. Meth. Fluids, 50 (2006), pp. 1029–1061.

12. F. Coquel and P. G. LeFloch, An entropy satisfying MUSCL scheme for systems of con-
servation laws, Numer. Math., 74 (1996), pp. 1–33.

13. F. Coquel, Q. Long-Nguyen, M. Postel and Q. H. Tran, Entropy-satisfying relaxation
method with large time-steps for Euler IBVPs, Math. Comput., 79 (2010), pp. 1493–1533.

14. S. Jin and Z. P. Xin, The relaxation schemes for systems of conservation laws in arbitrary
space dimension, Comm. Pure Appl. Math., 48 (1995), pp. 235–276.

15. N. Kroll, H. Bieler, H. Deconinck, V. Couaillier, H. van der Ven and K. Sorensen (eds.),
ADIGMA - A european initiative on the development of adaptive higher-order variational
methods for aerospace applications, Notes on Numerical Fluid Mechanics and Multidisci-
plinary Design, 113 (2010), Springer Verlag.



A high-order Lagrange-projection like scheme 25

16. E. Godlewski and P.-A. Raviart, Numerical approximation of hyperbolic systems of con-
servation laws, Applied Mathematical Sciences, vol. 118, Springer-Verlag, New-York, 1996.

17. D. A. Kopriva and G. Gassner, On the quadrature and weak form choices in collocation
type discontinuous Galerkin spectral element methods, J. Sci. Comput., 44 (2010), pp.136–
155.

18. P. Lesaint and P.-A. Raviart, On a finite element method for solving the neutron transport
equation, in Mathematical Aspects of Finite Elements in Partial Differential Equations, de
Boor ed., Academic Press, New York, 1974, pp. 89–123.

19. W. H. Reed and T. R. Hill, Triangular mesh methods for the neutron transport equation,
Technical Report LA-UR-73-479, Los Alamos Scientific Laboratory, NM, 1973.

20. B. Perthame and C.-W. Shu, On positivity preserving finite volume schemes for Euler
equations, Numer. Math., 73 (1996), pp. 119–130.

21. J. Qiu, B.C. Khoo and C.-W. Shu, A numerical study for the performance of the Runge-
Kutta discontinous Galerkin method based on different numerical fluxes, J. Comput. Phys.,
26 (2006), pp. 540–565.

22. F. Renac, Stationary discrete shock profiles for scalar conservation laws with a discontin-
uous Galerkin method, SIAM J. Numer. Anal., 53 (2015), pp. 1690–1715.
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