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Abstract—Speech transcription can now be achieved quickly enough to generate subtitles in real-time. Research presented in this paper aims to explore the potential of synchronous transcription in instrumenting learning environments, specifically in the context of hybrid lectures. Considering available technologies, we designed a toolset in order to answer the existing needs of students and teachers. This toolset is built around the transcription of the teacher’s speech, which acts as a support for interactions and provides data needed by other functionalities. We present here the different interfaces and their components, as well as the results of the user test carried out in real life conditions.
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I. PROJECT OVERVIEW

PASTEL is a research project aiming to explore the potential of synchronous speech transcription, and its applications, in specific teaching situations. This technology allows to generate a textual version of the teacher’s or the students’ speech, and immediately use it in order to help them in their teaching or learning activities. Other project interests include an editorial toolset for teachers to save, edit and reuse the material produced or gathered in class. This edited material can be exploited during future sessions of the course, or become the support of another course of different format such as an online class.

The project focuses on pedagogical situations such as lectures and group work, mainly in tertiary education. These situations can take place either in the classroom, online using videoconferencing systems, or in hybrid classes. These situations are complex and need to be instrumented with flexible and adaptive tools, proposing various configurations for diverse actors.

Speech transcription allows human actors to access the textual version of a sentence a few seconds after it was said, and browse the whole text as they wish. This tool can help students solving comprehension problems caused by hearing difficulties, or allow them to use down time to read again a more complex section. Having access to the recording of a lecture decreases students’ stress: they express trust in these recordings, which leads them to take fewer notes and concentrate on the teacher’s explanations [4]. In addition, their performances can be improved if they are accustomed to using such a transcription in their learning activity [6]. In addition to these functionalities, the transcription can also be the support of teacher-student interactions. Facilitating these interactions can increase students’ engagement as well as their performances [2].

As part of this project, we will additionally test usability of tools based on other technologies which uses have for now been limited in synchronous pedagogical situations. Course material recommendation and text segmentation are two of the technologies explored to design tools for facilitating students’ and teachers’ tasks, as editing a summary, accessing other complementary resources, etc. Our whole toolset is designed to facilitate the aggregation of content and the replay of the lecture at a later time, as these are assets of learning systems based on recording [1].

The development of this project follows iterative cycles. Through successive iterations, more pedagogical situations will be considered and more features will be added to cover needs derived from these new situations.

II. TARGET AUDIENCE AND USER NEEDS

The first step of the project consisted in studying the existing uses in considered pedagogical situations before any instrumentation, as well as possible uses for tools planned to be developed during the project.

We conducted a study [3] based on a twofold approach, both quantitative and qualitative. First, we built a questionnaire and distributed it to 94 students enrolled in a computer science master’s degree. Sixty-two questionnaires were collected and exploited for this study. Meanwhile, we conducted a semi-directive interview with an associate professor giving lectures as part of the computer science master’s program at Le Mans Université. For facilitation the development and tests of a first prototype of these tools, we’ve chosen to work with a small students’ cohort, already invested in transcription technologies and aware of research activities.

In regard to lectures, among students encountering difficulties, 66% report experiencing downtime at a point during class, as well as difficulties in understanding the class concepts (reported by 61% of them). Only a minority is using external resources given that 75% of students do not search for additional material such as definitions, texts or graphics on the Internet during class.

Considering the course instrumentation based on transcription, students are mainly interested by the possibility to communicate to the teacher which points were not understood. A majority of students also estimate the
synchronous transcription is useful, particularly the possibility of reading and exploiting the text after class. Seventy-two percent of students estimate that the possibility of adding comments to the transcription is moderately to very useful.

The teacher estimates that the access to the transcribed speech is a good thing, albeit student should still be taking notes, as he views writing down content as a part of the learning process. He does not want students to be distracted from their learning activity, so the resource recommendation system usage should be occasional and brief, in order to prevent cognitive overload.

III. SCENARIO

Though diverse pedagogical situations will be considered in the project, current development has focused on lecture situations, either in presence of students or in hybrid configuration. Traditional, face-to-face situations have been considered first due to their relative simplicity. The teacher interacts with his audience as a whole and student-to-student interactions are very limited. Hybrid situations add, on top of this context, the possibility for remote students to attend to the lecture entirely by using their remote interface to watch the professor giving their lecture. Interactions are similar, yet some information is lost: teachers may evaluate the degree of understanding or motivation by reading the students’ posture or watching their note-taking activity. This evaluation considerably harder is the given context, students being scattered through different spaces and not necessarily being filmed. By considering these situations, we must find a way to convey information needed by the teachers during their task. Furthermore, as teachers traditionally use slides as a visual medium for their lectures, we have to adapt to the constraint of diffusing a slideshow to the audience as support of the learning process. Additionally, we concentrate on courses teaching topics complex but known enough so that external resources are available.

In the next section, we describe the interface through two use cases: a student using the tool to attend a distant lecture in real time, and a teacher giving the lecture to students connected to the tool situated both in class and in a remote location.

IV. STUDENT’S TOOL INTERFACE

A. Architecture of the device

The solution was conceived as a Moodle plugin. Moodle is an open source Learning Management System and as such our learning tool can be dropped into existing courses. The course, as well as the data generated while using the plugin, are hosted on a Moodle server. The video recording of the lecture, the corresponding transcription, the notes taken by each student, and the traces of their activity are part of this data.

Students connecting to the PASTEL Moodle plugin integrated to the course, are first asked if they wish to access to the remote interface or the face-to-face interface. As the first one contains more features, we will focus on a student choosing the remote interface. They are then redirected to the corresponding page, and their connection logs are stored for

![Figure 1. Example of the student’s interface: (a) Timeline (b) Webcam flux and question field (c) Slideshow and control panel (d) Transcription (e) Notes & alert panel (f) Material recommendation.](image)
eventual later consultation by the teacher. The page is divided in three columns and a screen-wide timeline.

B. Visualization and interaction with the classroom

To the left (see Fig. 1 B), students can watch the teacher’s video stream in real-time. Under this video feed, they can enter their questions or their needs in a text field and submit it by pressing enter (the default label states “Enter your questions or express your needs”). The text is then sent to the teacher, and also analyzed by the resource recommendation system (described later in this section). Since the teacher has no time during the session to read long argumentation, the text field is by design small, to encourage concise demands.

The slideshow display (see C) is positioned in the bottom left, and is by default synchronized with the slide projected in the physical classroom. The students can thus read the slide’s content as they listen to the professor’s speech. If the content is too small, they can zoom on the slide by clicking on it, opening a pop-up with a larger version of the picture displayed.

If a student was not able to keep pace with an explanation or if a concept was explained too abruptly by the professor, typing it in the open question field could make him lose more time. This is why a button (in the bottom left corner, labelled “The lecture is going too fast”) was specifically designed to send an alert to the professor expressing that the lecture’s pace goes too fast for the student. An issue drawn from the users’ needs assessment was the teacher’s inability to read body language or watch directly the note-taking activity of the students, if said students are not situated in the classroom. This button was added so that the professor would be able to control the lecture’s pace despite the absence of these usual clues.

C. Transcription display

The transcription display area is located in the center of the screen (see D) and is updated synchronously. It is divided in several paragraphs, each of them being associated to the slide projected at the moment they were transcribed. Each time the teacher projects a new slide, a new paragraph is created and the transcription of the current speech is added to it. Each of these paragraphs can be selected (its background color changes as shown in figure 1-D), which causes the note-taking panel (see E) to open.

Using this panel, two actions concerning the paragraphs are available to the students. If the transcription is not complete enough and they want to write down additional information, the text they type and format is saved in the Moodle plugin database for later use. If the teacher’s comment on a given slide is not clear enough for the student, they can send an alert concerning that particular slide using the button labelled “[I] need more information” on the bottom. This allows the teacher to identify which section of his lecture needs further explanation. The material recommendation system also takes in consideration this alert, since the students are expressing their need for more information. The automated system analyses the concepts being explained or cited in the paragraph to provide relevant information.

D. Recommendation system

This automated system suggests a set of links on the right part of the screen (see F), evolving in real-time, redirecting to external resources moderated by the teacher or the course designer. Each of these resources has a title and a very short preview. The first five links suggested are relevant to the topic currently discussed. The list is updated every time the teacher changes the slide displayed. Another three are suggested specially to answer the demand for more information expressed by the students, and are updated as students express their needs by typing questions or clicking the button asking for more information.

Two buttons, one of which shows a thumb up and the other a thumb down, constitute a system of evaluation for each resource. After consulting a resource, the students can evaluate it in regard of its usefulness in the learning activity. In the current version of the plugin, the ratings of the class are only stored on the server for asynchronous use. After class, students can find their favorite resources. The teacher can find feedback on the quality of resources, and potentially decide which one could be integrated in the lecture if the ratings are unanimous. A synchronous usage of these ratings (described in section VI) is planned in future iterations.

E. Navigation system

The material proposed during a lecture can vary depending on time, and the students may want to finish reading a slide before the teacher moves on to the next one. This is why the tool provides two modes of content browsing: synchronous and asynchronous. In synchronous mode, slide display is coordinated in real-time with the projection in the classroom (by the way of a timestamp event). In asynchronous mode, even though data are received and stored, the display keeps focused on a given slide or point of the transcription, allowing the student to spend a longer time reading.

At the top of the screen (see A), a wide timeline of the lecture is displayed. It is a navigation tool designed to facilitate browsing the slideshow and the transcription window quickly. The white bar taking the entire width of the screen symbolizes the current timespan of the lecture, and similarly to a video player, the darker bar represents the duration of time before the moment being browsed. To facilitate access to a given point in time, vertical lines are displayed to show slides changes.

If a given student wants to read again a slide that was showed previously during the first quarter of the lecture, he can do so by clicking on the first quarter of the timeline. The slideshow and the transcription displays are then updated to show the text and slide projected at that moment. If the student didn’t click the correct moment on the timeline, for example if the lecture was long and many slides were used, the sections of the timeline guide him and allow to find at what point the previous slide was used, and the relevant paragraph in transcription is synchronously displayed.
Under the slide display is a control panel allowing asynchronous browsing of content already presented during the lecture. The student clicking on the arrows can exploit a short downtime in the professor’s speech to go back to a previous slide and view its content again. Once he has finished and wishes to resume the real-time display of the slideshow visible in the classroom, he hits the button with a circle symbol, that then lights red akin to a “recording” icon. The slideshow keeps being updated in real time until he presses one of those buttons again.

When the lecture is over, students can click the link in the top right corner to export a file containing the slides used, the teacher’s speech corresponding to each slide as well as their notes. After saving this file, they can go back to the course’s Moodle page using the link in the top left corner.

V. TEACHER’S TOOL INTERFACE

If the Moodle user account is listed as a teacher’s account for this class, then the user is redirected towards a dedicated page (as shown on figure 2). This page acts as a dashboard designed to assist the teacher in their task, and there is no particular need to share it with the entire class.

A. Feedback of the students’ view

First, this screen gives visual feedback of the camera, displaying the same video stream as the students receive (see A). The teachers can accordingly place themselves in the camera’s field of view.

In the central column, the resources recommended to students are displayed in real time, in a table (see B). The appearance is more concise as a teacher do not need to rate, or get a preview of the resources they selected. Only the titles are displayed, allowing him to recommend a particular resource to students, or even projecting it during the presentation if most of the audience is located in the classroom. However, this usage is not extensive, and this list is primarily there to ensure that teachers have feedback on what is displayed to their students.

B. Feedback of the student’s activity

Under this table is presented a set of indicators (see C), two of them shown as bar graphs. The first one displays the number of alerts sent by students estimating the lecture’s pace was too quick relatively to the total number of students. If this bar grows too large, the teachers can slow down their explanation, to ensure most of the audience can keep up, or interrupt it for explanatory feedbacks. The second bar displays the proportion of students browsing previous content, and thus not keeping up with the lecture. If this bar fills up, a teacher may have lost his audience at a previous point, and could react by adapting his speech accordingly. For instance, students could be looking at a big table of data or confused by a definition. If the teacher wants to know precisely where the problem lies, he can then ask student to type it or look at which slide they asked for more explanation.

Three of these slides are listed in a table at the bottom center of the screen (see D). Each row contains the sequence number of the slide dealing with a topic needing more explanations, as well as the number of students requiring them. The three slides numbers shown are those marked by the biggest numbers of students.

The right part of the screen is dedicated to a text feed showing open-ended questions asked by the audience in real time (see E). The most recent question is stacked on top of the list, and is displayed anonymously (even though the sender can be identified by searching the Moodle plugin database, to prevent eventual counter-productive behavior).

Figure 2. Example of the teacher’s interface (a) Webcam feedback (b) Material recommandation review (c) & (d) Indicators display (e) Real-time questions feed (f) Link to the slideshow control page.
as soon as it is typed and sent. The teacher can ask a question and watch answers be displayed in real time in this area. The question’s purpose can be the evaluation of the student’s understanding, but can also take the form of organizational discussion if needed.

This interface is designed to assist the teacher throughout the lecture, and is not the teaching support shared with students. By clicking on a link (see F), he can open a second page displaying the slides, destined to be projected to the audience in the classroom. He can operate the slideshow using the mouse or the left and right arrow keys, updating all the students’ displays in the process.

VI. USER TEST IN REAL-LIFE CONDITIONS

A first user test took place December 12, 2017 in hybrid configuration, both on Le Mans and on Nantes campuses. The teacher was situated on the former location accompanied by three students while the remaining 7 students were located on the other campus. In both places, participants were filmed, their screen’s activity was recorded and they agreed to take part in a post-experiment interview.

Since the recommendation system is in development, material was selected and tagged by the team designing the system, and associated to a particular slide. However, the system did analyze questions asked by students during the session and automatically considered their demand for more information through the interface. Resources fetched were collected from the web in real time.

Collected traces and interviews have still to be analyzed thoroughly, but general tendencies are described in this section. The quality of the microphone impacted negatively on the transcription’s fidelity. In order to instrument other real-life situations, we will need to take into account the quality of the recording device. Students’ behavior during the lecture was mainly concentrated on the teacher and slides, and their usage of the transcription and resources was more occasional. To navigate between different slides, students mostly used the previous and next slide display buttons. Their usage of the whole timeline to browse content was limited. During the interview, they expressed that manipulating the timeline requires additional thinking, albeit short, they cannot invest time and concentration in. The students also made explicit their frustration about the substance of recommended material. The content was not adapted to their master’s degree level: a lot of suggested information was considered trivial at this point of the cursus, such as definitions of basic concepts used during the lecture.

VII. ISSUES AND FUTURE WORK

As several class configurations are possible, and for each of them a great amount of teacher pedagogical practices and student personal preferences can exist, our goal is to propose a flexible interface to match the diversity of practices. This is getting more important as we add functionalities and take into account configurations differing from the studied case.

After asking a question, suggested resources can be picked from a larger pool than the limited subset moderated by the teacher. Future work on the system include training the system so that it can extract relevant concepts from the questions asked by learners and fetch corresponding online resources.

Currently, post-session asynchronous access to course content is limited to an ex-port of the text posted, generated and typed, and to watching the recorded video as it is stored on the server. We plan to develop a browsing system allowing students to retrieve all this content on a single interface where the different elements are synchronized together, and allow them to watch a real-time replay of the lecture. More than controlling only the video, setting the replay to a particular point in time would display the corresponding piece of transcription and resources. Due to the large amount of content, readability and browsing can become a tedious task; a thematic segmentation system will be implemented in order to divide the material into smaller chapters, easier to label and to browse individually.

As for the teacher, post-session use of traces and generated content is for now limited to the display of the contents of the Moodle database. Future work involves the conception of an editorial tooset allowing to retrieve more easily and more clearly the content produced and the feedback collected during a particular lecture. This information could become more useful once summarized as indicators helping the teacher revise or keep unchanged certain parts of the course depending on the feedback. Finally, the opportunity to extract parts of the content, especially video chapters, is a big part of the project. This would allow the teacher to easily produce and share online pedagogical material relevant to a particular theme, greatly reducing the time investment required to set up a SPOC or a flipped classroom configuration.
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