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S U M M A R Y
In this work, we study seismoelectric conversions generated in the vadose zone, when this
region is traversed by a pure SH wave. We assume that the soil is a 1-D partially saturated
lossy porous medium and we use the van Genuchten’s constitutive model to describe the water
saturation profile. Correspondingly, we extend Pride’s formulation to deal with partially satu-
rated media. In order to evaluate the influence of different soil textures we perform a numerical
analysis considering, among other relevant properties, the electrokinetic coupling, coseismic
responses and interface responses (IRs). We propose new analytical transfer functions for the
electric and magnetic field as a function of the water saturation, modifying those of Bordes
et al. and Garambois & Dietrich, respectively. Further, we introduce two substantially different
saturation-dependent functions into the electrokinetic (EK) coupling linking the poroelastic
and the electromagnetic wave equations. The numerical results show that the electric field IRs
markedly depend on the soil texture and the chosen EK coupling model, and are several orders
of magnitude stronger than the electric field coseismic ones. We also found that the IRs of the
water table for the silty and clayey soils are stronger than those for the sandy soils, assuming
a non-monotonous saturation dependence of the EK coupling, which takes into account the
charged air–water interface. These IRs have been interpreted as the result of the jump in the
viscous electric current density at the water table. The amplitude of the IR is obtained using
a plane SH wave, neglecting both the spherical spreading and the restriction of its origin to
the first Fresnel zone, effects that could lower the predicted values. However, we made an
estimation of the expected electric field IR amplitudes detectable in the field by means of the
analytical transfer functions, accounting for spherical spreading of the SH seismic waves. This
prediction yields a value of 15 µV m−1, which is compatible with reported values.

Key words: Numerical approximations and analysis; Electrical properties; Hydrogeophysics;
Permeability and porosity; Wave propagation.

1 I N T RO D U C T I O N

Characterization of the vadose zone, that is, the portion of the sub-
surface above the water table, is one of the most challenging tasks
in hydrogeological and geophysical investigations. One of the main
reasons is that flow and transport processes are very sensitive to
water saturation, which shows remarkable variations in this zone
(Alumbaugh et al. 2002; Turesson 2006). The most commonly used
geophysical techniques for water detection in the vadose zone are
electric resistivity imaging (ERI), ground-penetrating radar (GPR),
nuclear magnetic resonance imaging (NMR) and Streaming Po-
tential (SP) measurements. All these methods detect the presence
of water in soils by detecting changes in ground physical prop-

erties (e.g. electrical conductivity, dielectric permittivity and elec-
trokinetic coupling; Jouniaux et al. 1999; Bano & Girard 2001;
Garambois et al. 2002; Pinettes et al. 2002; Alumbaugh et al. 2002;
Darnet et al. 2003; Henry et al. 2003; Sailhac et al. 2004; Girard
et al. 2005; Jouniaux et al. 2006; Turesson 2006; Allègre et al. 2012;
Giampaolo et al. 2014; Ahmed et al. 2016). Most commonly,
in order to investigate the soil and the vadose zone, electromag-
netic tools, such as time domain reflectometry (TDR) and ground-
penetrating radar have been employed, sometimes coupled with
electrical resistivity surveys, because of the sensitivity of resistivity
and dielectric permittivity to volumetric moisture content (Darnet
& Marquis 2004; Brovelli et al. 2005; Bavusi et al. 2006; Hayley
et al. 2007).
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One of the most novel techniques that recently has spawned
new interest in vadose zone studies is the seismoelectric method.
This method aims at combining the sensitivity of the electric meth-
ods to the fluid content with the spatial resolution of the seismic
method. Although the seismoelectric effect had been known for sev-
eral decades (Ivanov 1939; Frenkel 1944; Martner & Sparks 1959;
Long & Rivers 1975; Russell et al. 1997), it was after the work of
Pride (1994), where a closed formulation for the electromagnetic-
to-seismic and seismic-to-electromagnetic conversions were pre-
sented, that this field has achieved new interest. The seismoelec-
tromagnetic method can be used for non-invasive subsurface ex-
ploration. It shows potential for detecting pore fluids such as wa-
ter, oil, gas, and also helps to better characterize the subsurface
in terms of porosity, permeability, and fractures, see for example,
Hu et al. (2007), Thompson et al. (2007), Bordes et al. (2008),
Valuri et al. (2012). It is well known that the induced signals
are small and difficult to detect, and need filtering techniques
(Butler & Russell 2003; Warden et al. 2012). However, some re-
ports display interesting results; for example, seismoelectric effects
related to surface waves have been observed in field measurements
by Strahser et al. (2011), while conducting a seismoelectric sur-
vey over an unconfined aquifer, Dupuis et al. (2007) reported that
the most prominent signal was generated at the water table; later,
Dupuis et al. (2009) confirmed the results of the previous work by
measuring conversions of compressional seismic waves to electric
signals in wells. However, they noted that partially cemented layers
commonly found to straddle the water table in the field may have
played a role in generating those interfacial responses. They also
measured spatial and temporal polarity reversals of the interface
responses (IRs), providing evidence in support of the conceptual
model for seismoelectric conversions at interfaces. The reader can
find in a recent book (Revil et al. 2015) or open-access reviews
(Jouniaux & Ishido 2012; Jouniaux & Zyserman 2016) a detailed
description on the manifold advances attained in this research area.
In this paper we are interested in the vadose zone, so we describe
below the studies concerning the seismoelectric effect in partially
saturated media.

Water saturation Sw affects both mechanical and electrical proper-
ties such as seismic velocity, seismic attenuation, electrical conduc-
tivity, and also the electrokinetic coupling L, so both the coseismic
field and IR properties are expected to depend on the soil water con-
tent. Among previous works in partially saturated soils, Strahser
et al. (2011) observed seismoelectric conversions in the field, as
a function of water saturation, and proposed a transfer function be-
tween the electric field and the acceleration as a function of the
water saturation. However the observations could not be performed
in a large range of water content, leading to relatively scattered data.
Zyserman et al. (2010) modelled electroseismic waves in sandstones
saturated with two-phase oil/water or gas/water mixtures by resort-
ing to an effective medium approach to determine the mixture’s
mechanical properties, that is, the effective fluid mechanical prop-
erties were established by performing a weighted average of those
of the individual fluid phases. For the electrical conductivity, the
dielectric permittivity and the electrokinetic coupling, the values
taken by these parameters in the wetting phase, that is, water, were
retained. Moreover Munch & Zyserman (2016) numerically studied
the effect of (D)NAPL contamination in the vadose zone, and in-
terpreted the source for the interface response due to an impinging
SH-wave source not as the standard dipole-like one, but as a current
sheet flowing along the interface.

Using the modelling approach introduced by Revil & Linde
(2006), which considers electrokinetic couplings as a function of

the charge density, Jardani et al. (2010) numerically simulated the
forward seismoelectric response over a stratified medium including
a reservoir partially saturated with oil, introducing the partial satu-
ration condition by dividing the excess of charges appearing in the
right hand side of the mentioned system of equations by the water
saturation Sw. Later, Revil & Mahardika (2013) and Revil et al.
(2014) used the same approach in a numerical study of water flood-
ing monitoring experiments, to track the saturation front in time.
Note, however, that these last works employ a relation between the
excess charge density and permeability QV = − Cs0σ0

k0
, that, to our

knowledge, has not been validated through independent measure-
ments of permeability and charge density. Indeed this expression
means that if the volumetric charge density is deduced from stream-
ing potential coefficient measurements Cs0 and the rock electrical
conductivity σ 0, using this equation, it can lead to a dependence
between QV and permeability, if the variations of Cs0σ 0 are not
important compared to the variations of the permeability, as just
shown by the formula. This equation has been used to calculate QV,
using permeability values, to deduce that QV is inversely related
to the permeability. Therefore, using this equation to calculate QV

does not prove by itself the existence of a real link between both
quantities. Moreover it is more appropriate to use the electric cur-
rent density as a function of the pressure, rather than as a function
of the velocity and QV because the velocity is an extrinsic variable
while pressure is a thermodynamic variable; any change in volume
could change the results when not using the pressure. Finally, the
CEC being not a well-defined property, limited by kinetics, arises
much more uncertainties. Therefore this approach should not be
used unless the relation between the excess charge density and the
permeability is proved (Jouniaux & Zyserman 2015, 2016).

Concerning wave propagation in partially saturated soils,
Warden et al. (2013) extended Pride’s theory by making the model
parameters—the streaming potential coefficient (SPC), bulk elec-
trical conductivity, fluid viscosity, etc.—saturation dependent; they
compared the influence of these parameters using different satura-
tion laws. Modifying the Generalized Reflection and Transmission
Matrix method (GRTM) accordingly, they used this extension to
analyse the response of a capillary fringe between a totally satu-
rated layer and a partially saturated one. The authors concluded
that an IR created by a saturation contrast between sand and sand-
stone may be easier to detect than a SE conversion occurring
at the same boundary between sand and sandstone with the two
units fully saturated. Moreover they proved that the conversions
depend on the type of saturation transition existing between the
partially saturated and fully saturated units. Recently Bordes et al.
(2015), extended analytic seismoelectric transfer functions (Pride &
Haartsen 1996; Garambois & Dietrich 2001) for unsaturated condi-
tions, and performed laboratory experiments to analyse them, show-
ing that the amplitude ratio of seismic to coseismic electric signals
remain rather constant upon variations of Sw, which is consistent
with the theoretical predictions.

In the present work we extend the seismoelectric formulation,
and correspondingly the associated finite element numerical code
used in Zyserman et al. (2015), to appropriately model the dif-
ferent partial saturation profiles present in the vadose zone when
considering different soil textures, which we characterize follow-
ing the USDA nomenclature. Assuming a given fixed water table
depth we obtain the water saturation profile up from the water table
for five different soil textures assuming static conditions. Using a
shear wave source, we analyse the seismic response of the different
soils, and the behaviour of relevant parameters, such as electrical
conductivity and electrokinetic coupling; further, for the latter we
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consider two different saturation dependent behaviours published
in the literature. Then, we compare our numerical predictions for
the coseismic conversions with analytical transfer functions, and
we analyse the behaviour of the interface response for the different
soils presented.

2 T H E O R E T I C A L B A C KG RO U N D

In this section we derive the saturation profile for the different soil
textures, and afterwards show how all the model parameters are
appropriately written for the partial saturation environment.

2.1 Saturation profile

Let us assume that the soil is a partially saturated 1-D
porous medium where water flow obeys Richards’ equation
(Richards 1931)

∂

∂z

(
K (h)

∂

∂z
(h + z)

)
− φ

∂Sw(h)

∂t
= 0, (1)

z being the vertical coordinate defined positive downwards, h the
pressure head, φ the porosity (which is assumed to be independent
of depth), Sw the water saturation and K the hydraulic conductivity.
Note that both Sw and K are explicitly written as functions of the
pressure head. The maximum value for K occurs when h ≥ 0. Under
this condition the soil is completely saturated (Sw = 1), and the
hydraulic conductivity can be related to the absolute permeability
k0 of the porous medium as follows:

K (h) = Ks = ρwgk0

ηw

, (2)

where ρw and ηw are the density and viscosity of water respectively
and g = 9.806 m s−2 is the gravity of Earth. Eq. (1) governs the water
flow in a 1-D partially saturated porous medium under Richards’
assumptions (Richards 1931). To solve this equation, initial and
boundary conditions must be given, together with constitutive rela-
tions between Sw, K and h. In this paper, the van Genuchten consti-
tutive model is used to compute the water saturation as a function
of pressure head as (van Genuchten 1980)

Sw(h) =
{ [

1 + (α|h|)n]( 1
n −1) h < 0

1 h ≥ 0.
(3)

In eq. (3), α and n are parameters of the model, and will take different
values depending on the considered soil. In Table 1, we display the
five soil textures considered in this work, classified according the
USDA nomenclature, along with their corresponding associated
parameters φ, α, n and Ks, as loamy sand, sandy loam, silt loam,
sandy clay, and silty clay loam.

Figure 1. Saturation profile as calculated from eq. (5) for the five different
soils. The water table is located at zwt = 25 m.

Assuming a static situation, that is, the water in the vadose zone
is not moving, Sw cannot undergo variations in time, which reduces
Richards’ equation to

∂

∂z

(
K (h)

∂

∂z
(h + z)

)
= 0. (4)

Moreover, in this regime the flow predicted by Darcy’s law q =
−K (h) ∂

∂z (h + z) must be zero. The solution for eq. (4) in this
special case is given by h + z = c, where c is a constant which
may be determined upon the position of the zero-reference of the
z-coordinate. Assuming that the origin of coordinates is located at
the Earth’s surface, as h = 0 at the water table, then c = zwt, which
completely defines the pressure head profile for the static case.
Therefore, the water saturation profile Sw(z) can be obtained from
the constitutive relation (3) and the z-dependence of the pressure
head h = zwt − z

Sw(z) =
{ [

1 + (α (zwt − z))n]( 1
n −1) z < zwt

1 z ≥ zwt.
(5)

Fig. 1 shows the water saturation profiles given by eq. (5) plotted for
the above mentioned soil textures and assuming a water table depth
zwt = 25 m. The loamy sand and the sandy loam present a very sharp
increase in the saturation profile in the immediate neighbourhood
of the water table, while the more clayey textures, starting with a
significant saturation at the surface, show a more gradual profile;
however, the water saturation grows faster near zwt.

Table 1. Soils considered in this work, classified following the USDA nomenclature. Second to fourth columns display
constituents fractions for the different textures. The corresponding hydraulic parameters for van Genuchten’s saturation
model (φ, α, n and Ks) are taken from Carsel & Parrish (1998).

Soil γ sand γ silt γ clay φ α [cm−1] n Ks [cm d−1]

Loamy Sand 0.75 0.20 0.05 0.41 0.124 2.28 350.2
Sandy Loam 0.55 0.30 0.15 0.41 0.075 1.89 106.1
Silt Loam 0.30 0.55 0.15 0.45 0.02 1.41 10.8
Sandy Clay 0.52 0.05 0.43 0.38 0.027 1.23 2.88
Silty Clay Loam 0.20 0.53 0.27 0.43 0.01 1.23 1.68
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Table 2. Values of model parameters used in this
work. Those not shown in this table can be obtained
from the present ones using the formulae described
throughout the text.

Model parameters

m̂ 1.35
n̂ 1.85
Gsand [Pa] 45
Gsilt [GPa] 45
Gclay [GPa] 6.8
ρs, sand [Kg m−3] 2600
ρs, silt [Kg m−3] 2600
ρs, clay [Kg m−3] 2580
Ds, sand [m] 8 × 10−5

Ds, silt [m] 1 × 10−5

Ds, clay [m] 5 × 10−7

ηw [Pa s] 1 × 10−3

ρw [Kg m−3] 1000
ηa [Pa s] 1.81 × 10−5

ρa [Kg m−3] 1.2
εw [F m−1] 80 ε0

C0 [mol L−1] 5 × 10−3

T [K] 298

In the following section these curves will be used to compute the
effective model parameters as functions of water saturation.

2.2 Effective model parameters

All classical model parameters are given in Tables 1 and 2; we ex-
plain here how all the valid ones in partial saturation conditions are
derived from them. We consider three different materials building
the solid matrix, namely sand, silt and clay, and we call γ sand, γ silt

and γ clay their respective volume fractions; γ sand+ γ silt+ γ clay = 1.
The values of these fractions, for each soil type, are given in Ta-
ble 1. The mass density of the aggregate, ρs, is given by the volume
weighted mean of the respective components mass densities,

ρs = γsandρs,sand + γsiltρs,silt + γclayρs,clay. (6)

The absolute permeability value k0 for each soil texture is computed
from eq. (2) using material properties given in Tables 1 and 2. For the
effective shear modulus of the aggregate Gs we use the Reuss lower
bound (Mavko et al. 2009), calculated in terms of the components
volume fractions and shear moduli as:

Gs =
(

γsand

Gs,sand
+ γsilt

Gs,silt
+ γclay

Gs,clay

)−1

, (7)

We use Walton model (Mavko et al. 2009) to estimate the solid
matrix shear modulus G; this choice is appropriate when unconsol-
idated soils are considered (Pride 2005; Bordes et al. 2015; Dupuy
et al. 2016). It reads

G = 1

10

[
3(1−φ)2Ĉ2 P

π B2

]
, with B = 1

4π

(
1

Gs
+ 1

Gs + λc

)
.

(8)

In this equation, Ĉ is the so called coordination number, and is
related to the packing of the spheres building the solid aggregate,
P is the hydrostatic pressure and λc is Lamé’s coefficient of the
effective grain material; in Walton model, it is calculated by taking
the bulk modulus of the effective grain material equal to 5

3 Gs . In

this work we consider Ĉ = 9 and P = 101 325 Pa.

In order to model the high attenuation levels of waves trav-
elling through unconsolidated soils (Schön 1996), which are not
explained—as we discuss in Section 5.1— by Biot’s intrinsic atten-
uation, we assume a linear viscoelastic behaviour for the bulk mate-
rial using the correspondence principle as stated by Biot (Biot 1962;
Carcione 2014), replacing the real shear modulus by a complex
and frequency dependent viscoelastic shear modulus G�. The lat-
ter is obtained using Liu et al. (1976) linear viscoelastic model, as
G�(ω) = G/(R(ω) − iT(ω)); here ω is the angular frequency. The
functions R(ω) and T(ω), associated with a continuous spectrum
of relaxation times, characterize the viscoelastic behaviour and are
given by (Santos et al. 2004)

R(ω) = 1 − 1

π Q̂
ln

(
1 + ω2T 2

1

1 + ω2T 2
2

)
,

T (ω) = 2

π Q̂
tan−1

(
ω(T1 − T2)

1 + ω2T1T2

)
.

The model parameters Q̂, T1 and T2 are taken such that the soil
quality factor Q(ω) is approximately equal to the constant Q̂ within
the chosen frequency range. As we want to model a lossy medium,
we consider Q̂ = 30, and as we work in the seismic frequency
range, T1 = 1

2π
106 s and T2 = 1

2π
10−7 s in our simulations. Al-

though there are other models to account for the energy loss, for
example, Chotiros & Isakson (2004) and Gauzellino et al. (2014),
we used Liu’s model because it provides a constant quality factor
over the frequency range considered, the modulus G� is well behaved
at ω → 0 and ensures causality, which is a reasonable behaviour for
geophysical applications -unless otherwise expected in a particular
model-, as suggested in Santos et al. (2005)

As our interest lies in both saturated and partially saturated porous
media, it is necessary to introduce appropriate effective properties in
order to use them within Pride’s formulation for seismoelectrics. In
order to do so, we follow here the same approach taken by Zyserman
et al. (2012); Smeulders et al. (2014); Warden et al. (2013); Bordes
et al. (2015); Zyserman et al. (2015). Let us start with the effective
fluid mass density, for which we use (Bordes et al. 2015)

ρ f = ρw Sw + ρa(1 − Sw), (9)

where Sw + Sa = 1 is assumed and subscript a stands for air. The
bulk density ρb is then computed as

ρb = φρ f + (1 − φ)ρs . (10)

The effective viscosity is computed in terms of the mixture compo-
nents viscosities ηl, l = w, a and water saturation Sw using (Teja &
Rice 1981)

η = ηa

(
ηw

ηa

)Sw

. (11)

As usual, the shear modulus of the saturated rock matrix is assumed
to be equal to G, the shear modulus of the dry matrix.

In order to characterize the electrical conductivity of the effec-
tive fluid saturated solid matrix we use the expression recently pro-
posed by Warden et al. (2013), extending Pride’s original formula
(Pride 1994, eq. 242) to the realm of partially saturated media:

σ (Sw, ω) = Sn̂
w

F
σw + 2

F

Cem + Cos(ω)

�
. (12)

The first term in this equation is Archie’s law for a partially saturated
medium, where F = φ−m̂ stands for the formation factor, m̂ being
the cementation exponent and n̂ the Archie’s saturation exponent.
The electrical conductivity of water containing sodium chloride
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can be computed as σw = ∑
l=Na+,Cl− (ezl )2bl Nl , where e = 1.6 ×

10−19 C is the electron electric charge, and zl is the ions’ valence,
taken to be one for both species. The ions’ mobility bl and concen-
tration Nl (depending on the salinity C0) are calculated following
Carcione et al. (2003). The second term accounts for the surface
conductivity; in it, as Pride stated in his seminal work, the factor
Cem is the excess conductance associated with the electromigration
of double layer ions; Cos(ω) is the frequency-dependent electro-
osmotic conductance due to electrically induced streaming of the
excess double-layer ions. Finally, � is a parameter obtained from
the condition (ξα∞k0)/(φ�2) = 1 (Pride 1994); the pore-geometry
dependent factor ξ lies in the range 4 ≤ ξ ≤ 8 and in this work we
consider ξ = 8. We remark here that, as in Brovelli et al. (2005)
and Warden et al. (2013), the surface conductivity is assumed to be
independent of water saturation, because under realistic saturation
ranges (residual water saturation Swr ≥ 0.1) the thickness of the wet-
ting phase layer on the pore surface is always larger than the Debye
length. This also means that all fluid related properties involved in
the calculation of the surface conductivity and of the electrokinetic
coupling -see below- are just those of water.

Again, following Warden et al. (2013), we propose for the effec-
tive fluid saturated media the following electrokinetic coupling:

L0(Sw) = − φ

α∞

εwζ

ηw

(
1 − 2

d

�

)
Sn̂

wC(Sw), (13)

In this equation α∞ = φF is the tortuosity, ζ is the zeta potential, d is
the Debye length and C(Sw) is a function relating the streaming po-
tential coefficient obtained under partial saturation conditions to the
one corresponding to full saturation conditions, which is described
in what follows. We mentioned in the Introduction that several au-
thors have investigated the relation C(Sw) from both theoretical and
experimental viewpoints. In the study of Strahser et al. (2011),
different models for the SPC dependence on Sw were considered,
namely the ones by Perrier & Morat (2000), Revil et al. (2007),
Guichet et al. (2003) and Allègre et al. (2010). Characterizing this
dependence by a power law has also been proposed to model the rela-
tive electrokinetic coefficient in an imbibition experiment (Saunders
et al. 2008). Jackson (2010) used a capillary tube model making
explicit the SPC dependence with water saturation, relative per-
meability and relative charge density. Further models derived from
considerations on how the excess charge dragged by the water varies
with water saturation may be mentioned, as those derived by Mboh
et al. (2012) and Jougnot et al. (2015). Recently, Allègre et al. (2012)
modelled both Richards’ equation for hydrodynamics and Poisson’s
equation for electrical potential for unsaturated conditions, using
a 1-D finite element method. They concluded, based on previous
laboratory experiments (Allègre et al. 2010 2011), that the un-
saturated electrokinetic coefficient should have a non-monotonous
behaviour. Moreover, experimental results from periodic succes-
sion of drainage and imbibition cycles on sand suggested that the
air–water interface that develops for unsaturated conditions gets
polarized and therefore generates an electrical response (Allègre
et al. 2014). Allègre et al. (2015) showed that the interface between
water and air should also be taken into account, since this interface
is negatively charged, as is the interface between the rock matrix and
the water. Moreover, during a drainage the surface area of this in-
terface does not decrease with decreasing water saturation, but first
increases before decreasing, leading to a non-monotonic behaviour
of the resulting SPC (Allègre et al. 2015).

In this work we use the following relations, which display
two qualitatively distinct behaviours, namely a monotonic or non-
monotonic dependence with water saturation respectively:

C(Sw) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1
Sn̂
w

(
Sw−Swr
1−Swr

)2

Swr = 0.20 (Perrier & Morat 2000)(
Sw−Swr
1−Swr

) [
1 + 32

[
1 −

(
Sw−Swr
1−Swr

)]0.4
]

Swr = 0.20 (Allégre et al. 2010).

(14)

For water saturations below Swr, C(Sw) is set to zero. We com-
pute the zeta potential as ζ = 0.008 + 0.026 log10(C0) (Pride &
Morgan 1991), and consider a fixed salt concentration C0 = 5 ×
10−3 mol L−1 (Table 2), such that ζ = −52 mV throughout the
modelling study.

3 1 - D S H T E S E I S M O E L E C T R I C
E Q UAT I O N S

We model the electromagnetic response to seismic waves generated
by a shear source travelling through a partially saturated medium
using the equations derived by Pride (1994). In particular we assume
a 1-D Earth, and as a seismic source upon it, a shearing force Fs par-
allel to the x axis acting on a whole horizontal infinite plane. Under
these assumptions both the solid and fluid phases can only undergo
displacements in the x direction, with amplitudes depending only
on depth z; no compressional waves can arise in this model. Note
that under this geometrical assumptions, spherical spreading and
Fresnel zone effects are not accounted for. Considering also that the
electroosmotic feedback can be neglected (Hu & Liu 2002; Haines
& Pride 2006), the seismoelectic equations in the space-frequency
domain, assuming an e+iωt time dependence reduce to

σ E x − ∂ H y

∂z
= iω

η

k0
L0u f,x = jv, (15)

∂ E x

∂z
+ iωμ0 H y = 0, (16)

− ω2ρbus,x − ω2ρ f u f,x − ∂

∂z

(
G� ∂us,x

∂z

)
= Fs, (17)

− ω2ρ f us,x − ω2g0u f,x + iω
η

k0
u f,x = 0. (18)

From now on, for the sake of simplicity, we denote us ≡ us, x(z, ω),
uf ≡ uf, x(z, ω), E ≡ Ex(z, ω) and H ≡ Hy(z, ω). In eq. (16) μ0 is
the vacuum magnetic susceptibility (we assume no ferromagnetic
minerals present) and in eq. (18) g0 = 1

2 α∞ρ f /φ is Biot’s low fre-
quency inertial coupling coefficient. The right hand side in eq. (15)
is the streaming current density jv, source of the electromagnetic
signals, whereas σE is the conduction current. Note that if the EK
coupling L0 is zero there is no electromagnetic field induced by the
seismic source Fs.

The use of the low frequency Biot’s eqs (17) and (18) and static
electrokinetic coupling L0 is explained by the fact that for all soils,
the Biot characteristic frequency,

ωc = ηφ

ρ f k0α∞
, (19)

which depends on water saturation through the effective parameters
involved, is well above the seismic frequency range for all scenarios



Dependence of shear wave seismoelectrics 923

Figure 2. Soil texture triangle, taken from U.S. Soil Conservation Service
(1987).

considered in this work. Following Santos et al. (2004), we write
for Fs in the right hand side of eq. (17)

Fs(z, ω) = F(ω)
∂δ

∂z
(z − z f ). (20)

F(ω) is the Fourier transform of the seismic source time signa-
ture; by zf we denote the depth at which the source is located, and
∂δ

∂z (z − z f ) represents the z-dependence of the force per unit volume
produced by the shearing source.

We mention that the seismoelectric eqs (15)–(18) are equipped
with absorbing boundary conditions in the computational domains,
which minimize spurious reflections of impinging signals; see
Zyserman et al. (2012, 2015) and references therein for details.

Finally, we note that as Pride (1994) warned, his set of seismo-
electric equations are valid whenever the thin layer assumption is
fulfilled; meaning that the thickness of the diffuse double layer,
considered equal to the Debye length d, is much smaller than any
geometrical length associated to the porous material. By using the
possibility of varying the constituents’ volume fractions within each
soil texture allowed by the USDA classification (see Fig. 2), we have
taken into account the aforementioned condition when choosing the
volume fractions of constituents of the set of soil textures displayed
in Table 1. To satisfy this condition, we required the effective parti-
cle size calculated as (Mavko et al. 2009)

Ds =
(

γsand

Ds,sand
+ γsilt

Ds,silt
+ γclay

Ds,clay

)−1

. (21)

to be much bigger than the Debye length d; in this expression Ds,∗
stands for the grain diameter of the different constituents.

4 T R A N S F E R F U N C T I O N S F O R E A N D
H F I E L D S A S A F U N C T I O N O F WAT E R
S AT U R AT I O N

We develop here the transfer functions for both the electric and the
magnetic fields as functions of the water content. These analytical
formulas will be compared to the numerical modelling in Sec-
tion 7. Considering the low frequency regime, where displacement

currents are negligible against conduction currents and seismic fre-
quencies are much smaller than the Biot’s characteristic frequency
ωc, Garambois & Dietrich (2001) derived theoretical transfer func-
tions for compressional and shear waves, showing that they convey
useful information about the properties of the porous media near
receivers. These authors derived the relation between measured SH
or SV solid displacements and magnetic field in a fully saturated
porous medium, given by (Garambois & Dietrich 2001)

|H | 	 ω
φ

α∞

εwρw|ζ |
ηw

√
G

ρb
|us | = ω Csat

ek σρw

√
G

ρb
|us |, (22)

where the SPC at full saturation is Csat
ek = εwζ/(ηwσw), usually mea-

sured in laboratory (Jouniaux et al. 1994; Maineult et al. 2006),
and σ = σ w/F, that is, in deriving the transfer function the surface
conductivity is considered negligible compared to the bulk conduc-
tivity. Note that here we have written the fields in the frequency
domain, instead of using the original time dependent expression.
More recently, Bordes et al. (2015), based on the works of Pride
& Haartsen (1996) and Garambois & Dietrich (2001), derived dy-
namic transfer functions relating the electric field amplitude with
grain accelerations, for both compressional and shear waves. The
low frequency transfer function between SH waves and electric field,
also in fully saturated media, expressing the fields in the frequency
domain reads (Bordes et al. 2015):

|E | 	 ω
φ

α∞

εwρw|ζ |
ηw

μ0
G

ρb
|us | = ω Csat

ek σρwμ0
G

ρb
|us |. (23)

Further, the authors extended equation (23) for unsaturated condi-
tions, following the approaches proposed by Barrière et al. (2012)
and Warden et al. (2013) for the unsaturated SPC, that is, writing
Cek(Sw) = Csat

ek C(Sw), and using σ (Sw) = σ Sn̂
w:

|E | 	 ω Csat
ek σρ f μ0

G

ρb
C(Sw)Sn̂

w |us |, (24)

where of course the parameters ρ f and ρb are computed under
partially saturated conditions, as previously explained. We modify
eq. (24) to take into account the viscoelastic behaviour of the rock
matrix as:

|E | 	 ω Csat
ek σρ f μ0 Re

(
G�

ρb

)
C(Sw)Sn̂

w |us |, (25)

Analogously, we extend the transfer function for the magnetic field
to the partially saturated viscoelastic realm, which now reads

|H | 	 ω Csat
ek σρ f Re

(√
G�

ρb

)
C(Sw)Sn̂

w |us |. (26)

In Section 7 an analysis of the transfer functions given by eqs (25)
and (26) is presented, along with the comparison between analytical
and numerical results.

5 S E I S M I C R E S P O N S E A NA LY S I S

5.1 Seismic velocity and attenuation

The shear wave slowness is given by (Pride 2005)

s(ω) =
(

1

G�

(
ρb − ρ2

f

g0 − iη/(ωk0)

)) 1
2

, (27)

and from it the shear wave phase velocity is calculated as

vs(ω) = 1/Re(s(ω)). (28)
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Figure 3. Shear wave phase velocity profile for the different soil textures,
calculated at the source peak frequency fc.

If we had not used the complex shear modulus G� in eq. (27),
the only contribution to the attenuation of the shear wave would
have arisen from the relative fluid-solid motion induced by the
acceleration of the rock matrix (Pride 2005), yielding high quality
factor values Q ≈ 700 for the soils we are studying. However,
by introducing the viscoelastic behaviour of the rock matrix as
explained in Section 2.2, we were able to set a value for the quality
factor typical of unconsolidated soils, Q = 30, for all considered
soil textures.

In this work we take as the time signature of the seismic source a
Ricker wavelet with peak frequency fc = 120 Hz; with this choice
the signal is fairly sharp in time, and the different events are more
easily resolved. The peak amplitude for the Ricker wavelet (located
at t = 8 × 10−3 s) is set to 1 N m−3; note this is not a realistic value
for a field source but it is appropriated for the qualitative analysis
we perform in this work. An estimation of the absolute amplitude of
the fields is undertaken in the Discussion. Fig. 3 display the phase
velocity, for the different soil textures, as a function of depth, at
the source peak frequency. The highest velocities are observed for

the sandy soils; while the clayey ones display lower speeds; for
the silty clay loam vs is lower than 400 m s−1 at full saturation.
Note that in all soils the increase of Sw implies a fall in the wave
propagation velocity, very strong near the water table for the loamy
sand and sandy loam and less important and more gradual for the
other textures.

The relative amplitudes between the solid displacement us and the
fluid displacement uf generated by the SH source play an important
role in the amplitude of the induced electromagnetic response. From
the shear wave dispersion relations for Biot’s equations, this ratio
can be calculated as (Pride 2005)

u f

us
= iω

ρ f k0

η
. (29)

The behaviour of eq. (29) as a function of depth, computed at
ω = 2π fc, for the loamy sand and the silty clay loam is displayed
in Figs 4(a) and (b), respectively. The ratio uf/us is three orders of
magnitude larger for the loamy sand compared to the silty clay loam,
mainly because its higher permeability (two orders of magnitude).
This result would imply that the seismoelectric signal is expected
to be larger for the loamy sand than for the silty clay loam, at least
for the coseismic signal. When considering the loamy sand, the
displacements ratio increases with depth and as the wave approaches
the water table it decays steeply to reach the saturated value. For
the silty clay loam case the mentioned ratio decays monotonically
with increasing water saturation, and as for the loamy sand, remains
constant below the water table. This distinct behaviour is explained
by the fact that for each one of the textures, ρ f and η have different
rates of increase with depth.

5.2 Fluid and solid acceleration

The numerical results of the seismic acceleration induced by the
shear wave source, as a function of depth, are shown for the loamy
sand (Figs 5a and b) and the silty clay loam (Figs 6a and b). The
receivers are set from the surface downwards up to 50 m depth,
separated one meter from each other. The solid acceleration am-
plitude decays as the seismic wave moves away from the source,
for both soils, due to their relatively low quality factor. Almost no
energy reflections occur at the water table, in agreement with Liu
& Greenhalgh (2014), who showed that a gas–water interface is
almost transparent for small incident angles of an SV plane wave.
Although these authors assume a sharp contrast in water satura-
tion, their result can explain why in our case, the normal incident

Figure 4. Relative fluid–solid motion profile calculated from eq. (29) for (a) loamy sand and (b) silty clay loam.
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Figure 5. Loamy sand: numerical results for the fluid and solid acceleration, the electric and magnetic fields, induced by a shear wave source through the EK
coupling, using the Allègre model for the SPC water saturation dependency.

shear wave does not produce any distinguishable reflection from
the water table, as it is clear from Figs 5(a) & (b), and 6(a) & (b).
The fluid acceleration also undergoes strong variations according to
eq. (29); its behaviour is therefore one key point to explain the seis-
moelectromagnetic results. With respect to the loamy sand it can be
noted how the amplitude of fluid acceleration reaches a maximum
at 25 m and then decays slowly. On the other hand, in the silty clay
loam case, the amplitude of the fluid acceleration monotonously
decays with depth throughout the whole considered soil portion.
This difference is not related to the different water saturation pro-
files for these soils (Fig. 1). These results are consistent with the
markedly distinct behaviour of the relative amplitude between the
solid and fluid displacement for these two different textures (Fig. 4),
which depends on the effective density, permeability, and effective
viscosity, as can be seen from eq. (29).

As it will be shown below, the fact that the soil texture influences
the displacement of the fluid in the rock matrix, contributes to make
the electromagnetic signal soil texture dependent.

6 E L E C T R I C A L C O N D U C T I V I T Y,
V I S C O S I T Y A N D E L E C T RO K I N E T I C
C O U P L I N G A NA LY S I S

The electrical conductivity for all soils is constant below the water
table, and the silty clay loam and silt loam are the most conduc-
tive ones (Fig. 7). The conductivity of the loamy sand and of the
sandy loam shows a steep change near the water table, whereas
the conductivity of the silty clay loam, sandy clay, and silt loam
shows smoother variation and is higher at the surface. These results
are clearly induced by the different saturation profiles (Fig. 1). The
contribution of the surface conductivity to the total conductivity is
not significant, mainly because of the relative high porosities char-
acterizing the different textures, which makes the contribution of
the bulk conductivity more important, even when the water salinity
considered in this work is relatively low.

The effective viscosity, as expected, is also constant below the
water table for all soils (Fig. 8). The behaviour of the effective
viscosity with the depth, as in the previous case, follows the one
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Figure 6. Silty clay loam: numerical results for the fluid and solid acceleration, the electric and magnetic fields, induced by a shear wave source through the
EK coupling, using the Allègre model for the SPC water saturation dependency.

of the saturation profile; a steepy change near the water table is
observed for the loamy sand and sandy loam of almost two orders
of magnitude.

The electrokinetic coupling, which is the source of the seismo-
electromagnetic conversions, is shown in Figs 9(a) and (b) for Per-
rier and Allègre models of the SPC water saturation dependence,
respectively. The maximum value of the coupling is found for the
Allègre model, leading to the conclusion that the seismoelectro-
magnetic conversions should be larger in this case, at least for the
coseismic conversions. Using the Perrier model, the EK coupling
increases with depth up to the water table, below which it is constant.
The slope of this increase is much more important for the loamy
sand and the sandy loam, inducing a larger contrast in L at the water
table, leading to the conclusion that the interfacial response should
be larger for these soils when assuming the Perrier model. Using
the Allègre model the EK coupling is increasing with the depth,
and then suddenly decreases at the level of the water table. This be-
haviour is due to the non-monotonous behaviour of the SPC in the
Allègre model. The jump at the water table may be more important

for the silt loam, sandy loam, and silty clay loam, because the EK
coupling above the water table keeps a large value.

7 S E I S M O E L E C T RO M A G N E T I C
A NA LY S I S : C O S E I S M I C
A N D I R R E S P O N S E S

7.1 Seismoelectric analysis

The results of the seismoelectric conversions induced by the shear
wave source are shown for the loamy sand (Figs 5c and d) and for
the silty clay loam (Figs 6c and d). The signals arriving at the same
time for all receivers are interpreted as interfacial responses. The
earliest one, observable for the silty clay loam for the electric and
magnetic fields, is the interface response of the surface, which has
no information of the subsurface, and has no interest in our study.
This signal is not observable for the loamy sand case, because for
this soil L0(Sw) = 0 from the surface down to several centimetres
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Figure 7. Effective electrical conductivity profile for the different soils.

Figure 8. Effective viscosity profile for the different soils.

above the water table depth, which means that there is no seismo-
electromagnetic coupling.

The arrival time for the IR of the loamy sand is about 0.06 s,
that is, the time at which the seismic wave arrives to the water table
(Figs 5a and b). The arrival time for the silty clay loam is about
0.075 s, again consistent with the time at which the seismic wave
impinges upon the water table (Figs 6a and b). In both soils the
E-IR is the main electric signal, the amplitude of the coseismic
signal being too low to be visible in the figure. In Fig. 10, the
coseismic electric field signal arriving late in the record, is shown
at an enlarged scale to show that the amplitude of the IR is three
orders of magnitude larger than the coseismic amplitude. The three
traces selected at depths of 45, 50, and 55 m show different arrival
times of the coseismic responses, consistent with the velocity of the
shear wave.

The key important result is that the seismoelectric conversions
induced by a shear wave source lead to a large electric interfacial
response compared to the coseismic signal, which is the opposite to
what happens when using a P wave source (Haines & Pride 2006).
Moreover, this E-IR can be measured on the surface and in a bore-
hole, as can be seen in Figs 5(c) and (c).

7.2 Seismomagnetic analysis

The seismomagnetic results show both a coseismic signal (M-Cos)
and an interfacial response (M-IR) (Figs 5d and 6d).

Coseismic magnetic field. The source for the coseismic signal is
given, according to eq. (15), by the viscous current jv, which drives
an opposing conduction current σE. The change in saturation with
depth, affecting the different model parameters appearing in the
right hand side of eq. (15), prevents the coseismic signal from
strictly following the behaviour of the relative fluid displacement
uf, observable as accelerations in Figs 5(a) and 6(a). However, it
can clearly be observed that at full saturation, the fluid acceleration
and M-Cos signal depict the same behaviour for both textures: The
coseismic signal amplitude decreases with depth due to the energy
loss of the fluid displacement.

Magnetic IR. The amplitude of the mechanical source of the seismo-
magnetic conversion is not the main cause of the M-IR conversions;
we associate the presence of these events to the jump occurring in
the viscous current density in the neighbourhood of the water table.
The jump observed in the amplitude of the M-IR is analogous to
the one that occurs to the magnetic field generated by a current
sheet; it is known that the difference between the magnetic field
amplitude at both sides of the mentioned current sheet is propor-
tional to the magnitude of the surface current density; moreover
the amplitude of the magnetic field is higher on the more con-
ductive side (although, of course, it decays also faster) (Munch &
Zyserman 2016, figs 1c and d). This interpretation explains also the
fact that the E-IR is continuous across the water table; this behaviour
is the one followed by the electric field at both sides of a current
sheet. The magnetic IR is present both in the unsaturated and sat-
urated regions, but it is stronger below the water table; therefore,
this magnetic IR could be measured in a borehole below the water
table, although it could be mixed with the coseismic part near zwt.

7.3 Coseismic transfer functions

The coseismic transfer functions of the electric and magnetic fields,
calculated from eq. (25) and eq. (26), using the Perrier model, in-
crease with increasing depth, up to a constant value below the water
table (Figs 11a and c). The transition of these transfer functions to
their value at full saturation is steeper for the loamy sand and the
sandy loam. Using the Allègre model leads to an increase of the
transfer function with increasing depth, with a sudden decrease at
the water table level, reaching a constant value below zwt (Figs 11
b and d). The jump the transfer functions display at the water ta-
ble for the loamy sand and the sandy loam cases is very abrupt,
of several orders of magnitude. At the water table the values of the
transfer function are one order of magnitude larger using the Allègre
model, for both the electric and magnetic fields. Using this model,
at full saturation the ratio between the electric field and the solid
displacement is about 10−3 V m−2, as can be seen in Fig. 11(b).
By dividing this value by the angular frequency ω squared, taken
at fc = 120 Hz, yields about 2 × 10−9 V s2 m−2; we can observe
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Figure 9. Electrokinetic coupling L0, as a function of depth, for the different soils using (a) Perrier and (b) Allègre models.

that it is in very good agreement with the value of the S waves
transfer functions for the electric field over the acceleration at full
saturation of about 10−10 V s2 m−2 reported by Bordes et al. (2015).
The slight difference between these values comes from the different
values employed for the shear moduli.

In Table 3, we display the coseismic ratio |E|/|H|, calculated from
eqs (25) and (26) at the source peak frequency, namely |E |/|H | =
μ0Re(

√
G�

ρb
), and from our numerical code, for the different soil

textures at a position below the water table. In order to compute the
numerical results, we proceeded as follows: Below the water table,
as all results are equivalent, we chose a receiver at 50 m depth, so
that we could easily select a time window which allows us to isolate

both coseismic responses in the recorded traces. In this way, we
avoid interferences with the interface response, which, being much
stronger than the latter, would prevent us to compute the amplitude
of the electric or magnetic field. We then compute the ratio |E|/|H|
taking for each one of the two traces the maximum positive peak
of the coseismic signal. The analytical result shows that this ratio
depends on the texture of the soil, but it does not depend on the
saturation function C(Sw). That is, both Perrier and Allègre models
should yield the same outcome, and this is what we observed from
the numerical computations.

We consider now the dependence of the transfer functions with
saturation Sw, again using the Allègre model. Fig. 12 shows that
both transfer functions grow up to a water saturation of 90 per cent
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Figure 10. Electric field traces recorded at three different depths (receiver number denotes its depth in m), for the sandy loam texture. As vs = 353 m s−1 at
peak frequency below the water table and the distance between receivers #45 and #50 is 5 m, the time shift between the signals depicted to the right is compatible
with them being the E-Coseismic signal. Note that the amplitude of the latter is about four orders of magnitude smaller than the E-IR. The amplitudes are
induced by the modelled source of F = 1 N m−3. The expected amplitude in the field is discussed in Section 8.

Figure 11. Electric field transfer function, as calculated by eq. (25), for (a) Perrier model and (b) Allègre model for the different soils here considered; and
Magnetic field transfer function as calculated by eq. (26) for (c) Perrier model and (d) Allègre model.
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Table 3. Analytic and numeric ratios of the electric to mag-
netic coseismic fields, measured at 25 m below the water
table.

Saturated zone |E|/|H| Coseismic amplitudes [V/A] × 10−4

Analytic Numeric

Loamy sand 4.86 4.64
Sandy loam 4.44 4.51
Silt loam 4.41 4.03
Sandy clay 3.79 3.28
Silty clay loam 4.08 3.28

and then decrease with increasing water saturation. The maximum
enhancement is seen for sandy soils while the clayey soils depict
the minimum one; these values differ in a factor of 2 to 2.5. Our
results predict a magnetic transfer function at full saturation of about
3.5 × 10−2 A s m−2 (Fig. 12b). The behaviour of the S-waves transfer
functions as a function of the water saturation is qualitatively similar
to the P- waves electric transfer function proposed by Bordes et al.
(2015).

7.4 Interfacial response

We detail in this section the observed differences in the IR among
the considered soil textures and also study their dependence on to
the viscous electric current density. In Fig. 13 we display traces for
the electric and magnetic fields recorded at receivers located at 55 m
depth, for all considered soil textures and using the two saturation
models for C(Sw). The selected time window and depths ensure that
the observed signals correspond solely to the interface responses.
The amplitude of the E-IR and H-IR using the Allègre model are
one order of magnitude larger than the one using the Perrier model
for the fine to medium grained soils. When using the Perrier model
the highest amplitudes of the IR occur for the coarse to medium
grained soils (Figs 13a and b). The first two soils showed the largest
jump in the EK coupling at the water table (Fig. 9a). Using the
Allègre model the highest amplitudes of the IR are clearly for the
silty clay loam and the silt loam, and are one order of magnitude
larger than the ones for the loamy sand and the sandy loam (Figs 13c
and d). This behaviour is difficult to understand in light of only the
jump in the EK coupling.

The viscous current density, depending on the EK coupling, the
fluid displacement, the effective viscosity, and the permeability, as
shown in the right hand side of eq. (15), presents different behaviours
depending on the soil texture and on the model used for SPC water
saturation dependence, as can be seen in Fig. 14. In the Allègre
model case the current density is one order of magnitude larger
than the one in Perrier model. Using the Perrier model it is not
straightforward to explain the amplitude of the IR of the different
soils on behalf of the current density. However, using the Allègre
model it is clear that the small jump in the current density at the
water table corresponds to a small IR for the loamy sand and the
sandy loam. It is also clear that a large jump in the electric current
density at the water table corresponds to a large IR amplitude for the
silty clay loam and the silt loam, for both the electric and magnetic
IR.

8 D I S C U S S I O N

In this section we discuss the effect of different parameters on
the seismoelectromagnetics conversions of the different soils, first
on coseismic conversions, then on interfacial responses. Then we
discuss the possibility of using S-wave source and the expected
amplitudes of the interfacial responses.

The mechanical source is the first origin of these conversions,
inducing a relative motion between the matrix and the fluid, leading
to an electrokinetic coupling. The larger the relative motion, the
larger the electromagnetic conversions are expected to be. However,
these conversions are related to other parameters that can have a
large influence. The amplitude of the EK coupling (eq. 13) directly
controls the amplitude of the coseismic seismoelectric responses
(eq. 15). The EK coupling, being equal to the SPC multiplied by
the rock conductivity, also controls the transfer functions (eqs 25
and 26).

The IR is sensitive to the contrast in physical properties at the
interface. It is expected that a large jump of the EK coupling or
the electric current density induces a large IR amplitude. The EK
coupling depends on the zeta potential, the fluid viscosity, the for-
mation factor, the fluid saturation, and the electric current density
depends further on the fluid displacement, the effective viscosity,
and the permeability. All these parameters can therefore influence
the seismoelectromagnetic conversions, and we discuss below why

Figure 12. Transfer function dependence with saturation, considering the Allègre model; (a) Electric case and (b) Magnetic case. The considered frequency
is the source peak one, fc = 120 Hz.
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Figure 13. Electric and magnetic IR for the different soil textures and the two saturation models employed in this work. Traces are registered at 55 m depth;
this value is chosen to avoid displaying the coseismic signals.

Figure 14. Current density depth dependence for the different soil textures and the two saturation models employed in this work, (a) Perrier model, (b) Allègre
model.
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the seismoelectric conversions can be different for different soils in
the vadose zone.

The seismic source of these conversions is an SH wave source.
The shear wave source induces a matrix motion, leading to the
dragging of the fluid because of the viscosity. There is no charge
separation as appears using a P wave source (Pride & Haartsen 1996;
Haines & Pride 2006). The induced electrical current forms horizon-
tal current sheets, which are different mainly because they depend
on the saturation profile. These current sheets lead to the coseismic
magnetic field whose time variation generates the E-Cos signal,
through Faraday’s law eq. (16); recall that the amplitude of the E-
Cos is very small, as we have shown in this work and other authors
have previously observed (Haines & Pride 2006). The jump near
the water table of these currents leads to the magnetic IR, and the
time variation of the M-IR, again through Faraday’s law, creates the
E-IR. Of course, being the conductivity of the medium not negligi-
ble, the induced conduction currents σE do also contribute to the
fields M-IR and E-IR.

The maximum E-IR and H-IR are observed assuming the Allègre
model, being two orders of magnitude larger than the ones assuming
the Perrier model for at least the fine grained soil textures, namely
the silty clay loam, the sandy clay and the silt loam. However,
these amplitudes cannot be explained solely by the jump in the EK
coupling, but by the jump in the amplitude of the viscous current
density which is one order of magnitude larger for the Allègre
model.

It is noteworthy that, when using the Allègre model, silty and
clayey soils showed the highest interfacial responses both for the
electric field and magnetic fields. This result is not intuitive since
a larger relative motion between matrix and water is expected in
sandy soils rather than in silty and clayey ones, which show a lower
permeability. However, we showed that this mechanical source was
complicated by the EK coupling and finally by the electric current
density.

It is worth to note that Bordes et al. (2015) stated that the S-waves
being converted very poorly into electric field it is hopeless to work
with an S-wave seismoelectric field. These authors wrote about the
coseismic magnitude of the E field induced by an S-wave, which
we agree is very small compared to the amplitude of the E field
induced by a P-wave, as they stated. However we showed that the
E-IR response is much higher than the E-Cos response when using
a S-wave source, which is the reverse when we use a P-wave source.
Therefore it may be interesting to test S-wave source in the field.

We propose to use a pure SH seismic source that could achieve
a better resolution than the one obtained through the usual P-driven
experiments because of shorter wavelengths. Although a pure shear
wave source is difficult to achieve, surface vibrators for SH-source
do exist, which can emit SH-waves as well as SV-waves, being de-
signed for a peak force of approximately 0.5 kN and a frequency
range well beyond the usually used in exploration geophysics, en-
abling resolutions, for shallow targets, up to ten times better than
those attainable with P-wave sources (Krawczyk et al. 2012). Such
a source has been successfully used to map sinkholes in urban ar-
eas (Krawczyk et al. 2013). Recently other S-wave source, also for
shallow investigations, has been presented by Crane et al. (2013).
Furthermore, there is presently interest in the seismics community
in S-wave exploration because of its application in unconventional
reservoirs. An application in heavy oil production management
through S-wave data monitoring of stress effects in the reservoir
has been reported (Bale et al. 2013), which could contribute to
facilitate further progress in field measurements in seismoelectrics
using shear wave sources.

The electric noise of the source can be a problem. When using
a hammer, the triggering using the electric signal of the output of
an accelerometer mounted on the hammer can generate electro-
magnetic noise. The manual triggering does not induce this noise.
However several techniques of filtering can be used to manage the
automatic triggering (Butler 1996; Butler et al. 2007). The hydrauli-
cally source may generate electromagnetic noise also. However it
has been shown that using an hydraulic vibrator the interfacial re-
sponse due to a water table at 14 m depth could be detected without
any stacking at offsets up to 120 m. When the data were stacked the
IR of the base of the aquifer at depth between 40-60 m was shown
on a profile up to 800 m (Dean et al. 2012; Valuri et al. 2012).
Therefore it is worth to test a source with a higher strength than a
hammer, even if this source induces some electromagnetic noise.

What would be the expected amplitudes of the interfacial re-
sponse? The peak force of P-wave seismic source is usually such
that the acceleration is about 3 or 4 times g (the acceleration of
gravity) (i.e. between 29.4 and 39.2 m s−2) (Lerwill 1981), and
it can decrease up to 0.3 g at a few metres from the source. A
shear wave generator such as ELVIS 5.0 (Krawczyk et al. 2013)
with a peak force about 500 N, would produce an acceleration of
about 1.4 g at the source location, assuming a source weight of
35 Kg. This value could decrease to 0.05g at 25 m from the
source owing to spherical spreading. A vibrator truck S-wave source
can produce an acceleration of about 0.4 g at a distance of 5 m
(Bordes 2005). Therefore, accounting only for the amplitude loss
by spherical spreading, it is reasonable to assume that the acceler-
ation at 25 m by a shear source generator will be not higher than
0.08 g. Then, the expected velocity at 120 Hz will not be higher than
0.001 ms−1. From Fig. 12 a maximum value for the ratio |E|/|vs |
considering all textures is approximately 1.5 × 10−5 Vs m−2 . Then,
the amplitude for the coseismic electric field is:

|E | = 0.015 µV m−1. (30)

Finally, given that the amplitude of the interface response that we
observed is about 3 orders of magnitude bigger than the coseismic
signal, then the amplitude for the IR is:

|E | = 15 µV m−1, (31)

Note that Dupuis et al. (2007) measured an E-IR from a water table
at 14 m depth of about 0.6 µV m−1, using a weight drop source gen-
erating both P and S waves. Warden et al. (2013) used a point source
S-wave to model an E-IR from a water table covered by a capillary
fringe at 30 m depth of about 0.5 µV m−1. It must be noted that
our model uses a plane SH wave undergoing no spherical spread-
ing. Therefore the E-IR is coming from the whole interface rather
than just the Fresnel zone, that may overestimate the calculated am-
plitude. Taking account for the spherical spreading, the amplitude
predictions for the E-IR are compatible with the mentioned field
measurements.

Concerning the H-Cos amplitude, we can say that our numeri-
cal results practically coincide with the theoretical estimates from
Bordes et al. (2015) and Garambois & Dietrich (2001), as we show
in Table 3, where values of the ratio between electric and magnetic
transfer functions at full saturation, that is, eq. (25) and eq. (26)
with Sw = 1, are given.

Assuming the same velocity estimation of 10−3 m s−1 produced
by the SH wave at the water table, an estimation for the H-Cos
amplitude can be made multiplying 3.5 × 10−2 A s m−2 (transfer
function value taken from Fig. 12b) by the estimated velocity, which
gives 3.5 × 10−5 A m−1. The corresponding value for the amplitude
of the H-IR is in the same order magnitude as the H-Cos signal;
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this can be seen from the traces of the magnetic field recorded
below the water table (a plot of these traces was not included in
the paper; however, this can be appreciated in Figs 5d and 6d).
The estimated values for H-IR are higher than the ones reported by
Garambois et al. (2002); however this comparison is difficult to be
done, because their estimates correspond to compressional seismic
sources, that is, H-IR generated by ‘electric dipoles’, which not
necessarily would create magnetic fields with the similar amplitudes
as the ones here considered, risen by jumps in the viscous current
density.

However, Bordes et al. (2008) measured a magnetic field B of
about 0.035 nT for a 1 m s−2 seismic source acceleration, corre-
sponding to H = 1

µ0
B = 2.9 × 10−5 A m−1, which is almost

coincident with our estimation.

9 C O N C LU S I O N S

One key important result is that the seismoelectric conversions in-
duced by a shear wave source lead to an electric interfacial response
of about three orders of magnitude larger than the coseismic signal
amplitude. Moreover, this E-IR can be measured both on the surface
and in a borehole. The seismomagnetic IR is better detected below
the water table, especially for sandy soils showing a sharp saturation
profile. As the Allègre model takes into account the air–water in-
terface in its non-monotonous behaviour with the water saturation,
one main result is that interface responses of the water table for silty
and clayey soils are larger than the ones for sandy soils, both for the
electric and magnetic fields.

We propose to use a pure SH seismic source that could achieve
a better resolution than the one obtained through the usual P-driven
experiments because of shorter wavelengths.

The expected amplitude of the electric IR is |E| = 15 µVm−1,
which is compatible with reported values. Detection of depth of
the water table may be performed by surface measurements of the
electric IR and surface measurements of the coseismic magnetic
field especially for silty and clayey soils. Methods such as georadar
detect easier the water table in almost all cases with the exception of
clayey soils; then, combining both methods could improve the de-
duction of the water content within the soils. Further developments
could study interfaces between different soils, taking into account
the saturation profile.
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