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Abstract 
 

While the benefit of temporal predictability on sensorimotor processing is well 

established, it is still unknown whether this is due to efficient execution of an 

appropriate response and/or inhibition of an inappropriate one. To answer this 

question, we examined the effects of temporal predictability in tasks that required 

selective (Simon task) or global (Stop-signal task) inhibitory control of prepotent 

responses. We manipulated temporal expectation by presenting cues that either 

predicted (temporal cues) or not (neutral cues) when the target would appear. In the 

Simon task, performance was better when target location (left/right) was compatible 

with the hand of response and performance was improved further still if targets were 

temporally cued. However, Conditional Accuracy Functions revealed that temporal 

predictability selectively increased the number of fast, impulsive errors. Temporal 

cueing had no effect on selective response inhibition, as measured by the dynamics of 

the interference effect (delta plots) in the Simon task. By contrast, in the Stop-signal 

task, Stop-signal reaction time, a covert measure of a more global form of response 

inhibition, was significantly longer in temporally predictive trials. Therefore, when 

the time of target onset could be predicted in advance, it was harder to stop the 

impulse to respond to the target. Collectively, our results indicate that temporal cueing 

compounded the interfering effects of a prepotent response on task performance. We 

suggest that although temporal predictability enhances activation of task-relevant 

responses, it impairs inhibition of prepotent responses. 

Keywords: temporal prediction, temporal preparation, timing, attention,  

response inhibition, response conflict 
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1. Introduction 

 

Efficient adaptation to a complex environment requires not only that appropriate 

responses are selected and unwanted ones prevented, but also that these responses (or 

lack thereof) occur at appropriate moments in time. The ability to select precise 

moments in time in order to optimise behaviour depends upon the ability to make 

temporal predictions. Studies have shown that using abstract, yet temporally 

informative, cues to predict when an event will occur - a phenomenon known as the 

temporal orienting of attention - enhances sensorimotor processing of the event by 

improving accuracy (Correa, Lupiáñez, & Tudela, 2005; Davranche, Nazarian, Vidal, 

& Coull, 2011; Martens & Johnson, 2005; Visser, 2014) and speeding response times 

(Coull & Nobre, 1998; Nobre, 2001; Correa, Lupiáñez, & Tudela, 2006). It is 

unknown, however, whether the beneficial effect of temporal cues on response time is 

due to more efficient selection of a response appropriate to the target and/or better 

inhibition of an inappropriate one. The goal of the present study was to examine the 

effects of temporal orienting on these two complementary aspects of motor control.  

These control processes have traditionally been investigated with so-called 

“conflict” tasks, such as the Simon (Simon, 1969), Flanker (Eriksen & Eriksen, 1974) 

or Stroop (Stroop, 1935) tasks. In such tasks, stimuli are composed of two perceptual 

dimensions: one is relevant for the task at hand and defines the to-be-given response 

(for example a plus or a cross associated with a left or right hand response, 

respectively); the second dimension, although irrelevant for the task, shares 

conceptual properties with the relevant dimension and/or response, and hence 

interferes with task goals (in the Simon task for example, the plus sign could be 

presented on the left side of the screen, compatible with the correct response, or on 

the right side, incompatible with it). Typically, reaction times to incompatible targets 

are slower than those to compatible ones, and this behavioural cost can be used to 

index the interference effect of response conflict. Recently, Menceloglu, Grabowecky 

and Suzuki (2017) failed to find an effect of temporal cueing on response conflict in 

the Flanker task. However, using both Flanker and Simon tasks, Correa, Cappucci, 

Nobre, and Lupiáñez (2010) found that temporal cueing significantly exacerbated the 

behavioural cost of response conflict. Specifically, the interference effect was even 
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greater when participants were expecting the target to occur at a particular moment in 

time. The authors suggested that temporal orienting increased motor readiness for all 

targets, thereby facilitating correct responses on compatible trials but increasing 

interference on incompatible trials (see also Weinbach and Henik, 2013). 

This effect could, however, stem from any one of the different processes that are 

needed to make a correct response. First, intention-guided action selection allows the 

appropriate goal-directed response to be deployed according to task instructions 

(Vohs, Baumeister, 2004). For example, activation of a left-handed response to 

presentation of a ‘+’. At the same time however, strong extraneous stimulus-action 

associations (for example, activation of a left-handed response to presentation of a 

target on the left side of the screen) might activate inappropriate actions, through a 

process called response capture, which is fast and automatic in nature. In conflict 

tasks, the relevant dimension (e.g., the shape of the target in the example above) 

causes the intention-guided response to be activated, while the irrelevant one (target 

position) automatically triggers a stimulus-action association, which can be either 

compatible or incompatible with the intention-guided response. Since the intentional 

component of the selection process is thought to take time to build up (Ridderinkhof, 

2002), fast responses are more likely to have been driven by prepotent stimulus-action 

associations. The relative strength and the time course of these processes can be 

estimated by Conditional Accuracy Functions (CAF), which plot the probability of 

making a correct response as a function of response speed. In conflict tasks, CAF 

usually reveal that fast responses to incompatible targets are more error-prone, 

indicating that fast action selection is driven more by strong, extraneous stimulus-

action associations than by deliberate intentions (Ridderinkhof, Forstmann, Wylie, 

Burle, & van den Wildenberg, 2011). 

Another crucial mechanism in action control therefore, is response inhibition – 

active suppression of the inappropriate action. It can be engaged to suppress 

inappropriate responses (incorrect or premature) in favour of more goal-directed ones, 

or to suppress any action in general (Mostofsky & Simmonds, 2008; Ridderinkhof et 

al., 2011). Two of the most predominantly used experimental paradigms for 

investigating response inhibition are the Simon task (Simon 1969; Simon 1990) and 

the Stop-signal task (Logan, Cowan, & Davis, 1984; Verbruggen & Logan, 2008). In 
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the Simon task, selective inhibition is indexed by successful suppression of the 

response triggered by the task-irrelevant feature in favour of the response associated 

with the task-relevant feature. In the example given above, a ‘+’ presented on the right 

of the screen would require selective inhibition of the right-hand response, allowing 

the left-hand response to be deployed. It has been proposed that the dynamics of such 

suppression can be revealed in “delta-plots” (Ridderinkhof, 2002), which depict the 

magnitude of the interfering effect of the task-irrelevant feature as a function of 

reaction time. Specifically, slower response times show less of an interference effect 

than faster ones, because the inhibition process has had sufficient time to take effect. 

Accordingly, the greater the difference in the size of the interference effect between 

fast and slow response times (i.e., a more negative-going slope) the greater the 

influence of inhibition on performance.  

By contrast to this selective inhibition of an inappropriate response in the Simon 

task, the Stop-signal task requires a more global form of inhibition. The Stop-signal 

paradigm involves two concurrent tasks, termed a go task, which is usually a 

discrimination task, and a stop task occurring on 25% of trials. During stop trials, an 

auditory tone is presented, which informs the subjects to refrain completely from 

giving their response on that trial. Performance on the task has been suggested to 

depend upon a race between two independent processes: the go process and the 

stopping process (Logan, 1994; Logan et al., 1984). If the stop process is faster than 

the go process, the response is successfully inhibited (i.e., no response is emitted). 

Conversely, if the go process is faster than the stop process then a response is 

incorrectly produced. Importantly, this race model allows the time taken to inhibit a 

response to be inferred, which is often termed the “Stop-signal reaction time” (SSRT). 

 

The aim of our study was to measure the effects of temporal cueing on response 

activation and inhibition using both the Simon task (see also Correa et al., 2010) and, 

for the first time, the Stop-signal task. The use of both tasks allowed us to compare 

the effects of temporal predictability on response inhibition processes that were 

implemented either to selectively suppress erroneous responses to irrelevant stimulus-

driven associations (Simon task) or to withhold responses entirely (Stop-signal task). 

Many previous studies of response inhibition have shown that presentation of non-
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specific warning cues in the Flanker paradigm increases interference effects, due 

either to a deleterious effect on cognitive control (e.g., Callejas, Lupiàñez, Funes, & 

Tudela, 2005) or to enhanced sensory processing of irrelevant, as well as relevant, 

stimuli (e.g., Nieuwenhuis & de Kleijn, 2013; Weinbach & Henik, 2012b). Indeed, 

enhanced sensory processing has also been used to explain the beneficial effects of 

warning cues in the Stop-signal paradigm (Weinbach, Kalanthroff, Avnit, & Henik, 

2015). These authors have also made a clear distinction between warning cues (a non-

specific state of alertness before target onset) and temporal cues (prediction of target 

onset) (Weinbach & Henik, 2012a, 2013), and suggested that each might influence 

processing in similar, yet independent, ways. We extend this literature by measuring 

the effects of cues carrying temporally precise information on processes of response 

inhibition.  We also aimed to refine the results of previous studies by using sensitive 

chronometric measures (CAF, delta plots) to more fully characterize the effects of 

temporal predictability on action control in terms of both response activation and 

response inhibition.  

Finally, in contrast to previous studies (Correa et al., 2010, Menceloglu et al., 

2017) in which the length of the delay between the cue and the target (the 

“foreperiod”) was manipulated in a blockwise fashion (equivalent to a fixed 

foreperiod paradigm), we investigated the effects of trial-by-trial temporal cueing. In 

our variable foreperiod paradigm, temporal cues predicted whether the target would 

appear after either a short or long foreperiod, allowing the temporal focus of attention 

to be flexibly oriented from one trial to another within a block. In the control 

condition, targets also appeared after either short or long foreperiods but 

uninformative “neutral” cues did not predict the duration of the upcoming foreperiod. 

This control condition not only allowed us to measure the performance benefits of 

temporal versus neutral cues, but also allowed us to measure more implicit forms of 

temporal expectation induced by the variable length of the foreperiod itself. Typically, 

in a neutrally cued variable foreperiod paradigm, response times are faster to targets 

presented after long, rather than short, foreperiods (“variable foreperiod effect”) or to 

targets presented after a foreperiod that is identical to that of the preceding trial 

(“sequential effects” of foreperiod) (Niemi & Naatanen, 1981). Participants appear to 

automatically form temporal predictions about foreperiod length based on the 
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temporal statistics inherent in the trial or task structure (Los, Kruijne, & Meeter, 

2014) in order to speed responses. Different mechanisms have been proposed to 

account for observed data. For example, in the multiple trace theory, the memory 

trace of the foreperiod encountered in more recent trials is stronger than that 

encountered in more distance ones and so contributes more to current behaviour (Los 

et al., 2014). Alternatively, in the dual-process model, hazard-based preparation is 

combined with automatic carryover of a refractory cost (Vallesi & Shallice, 2007). 

Regardless of the theoretical account, results have revealed that sequential effects 

remain more resistant to different experimental manipulation such as dual-task 

interference and spatial context (Vallesi, Arbula, & Bernardis, 2014; Los, 2004, 

respectively). Collectively, results suggest that sequential effects are driven by 

automatic processes, whereas the variable foreperiod effect may by underpinned by 

more controlled processes. 

Based on previous findings, we formulated two hypotheses. If temporal cueing 

affects action control by increasing activation of correct responses (Correa et al., 

2010), we would expect to see RT benefits in compatible, but not incompatible, trials 

of the Simon task, and in go trials of the Stop-signal task. More interestingly, we 

would predict specific effects on the CAF analysis of the Simon task, with temporal 

cueing reducing accuracy of very fast responses to incompatible targets. Alternatively, 

if temporal cueing affects action control by increasing inhibition of inappropriate 

responses (i.e. incorrect responses in the Simon task or premature responses in the 

Stop-signal task), its effects should be seen as a steeper slope in the delta plots of the 

Simon task, and as faster stopping times in the Stop-signal task.  
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2. Method 
 
2.1.Participants 

Forty-one undergraduate students (29 women, 12 men) took part in the study. Mean 

age was 20.8 years (SD = 2.0, range 19-27). Ethics approval was obtained from the 

local research ethics committee (KEBN, Krakow, Poland). In the Simon task, data 

from six participants were discarded due to high error and omission rates (+/- 2 SD of 

the group average) and/or an inconsistent finger-response mapping. Similarly, in the 

Stop-signal task, data from four participants were excluded due to high omission rates 

in go trials (+/- 2 SD of the group average) and a considerably lower mean 

p(respond|signal) (+/- 2 SD of the group average), indicating that subjects inhibited 

substantially more than 50% of the time. The final sample was thus composed of 31 

participants.  

 

2.2.Experimental tasks 

All participants performed temporally cued versions of two classic response inhibition 

tasks: the Simon task and the Stop-signal task. To facilitate interpretation of between-

task comparisons, and to simplify instructions for the participants, we used 

comparable stimuli and timings across tasks (Fig. 1). The order of tasks was 

randomised. Tasks were presented using E-Prime software. 

 

2.2.1. Simon task 

The basic visual display consisted of a white centrally located cue (1° eccentricity) 

presented on a black background (Fig. 1). Targets were white 1° stimuli (“+” or “×”), 

which appeared either on the left or right side of the central cue at a distance of 

approximately 3° of visual angle. The central cue was a stimulus consisting of two 

concentric circles, which provided information about when the target would appear.  

There were two cue conditions: temporal and neutral. In the temporal cue 

condition (T), a brightening of the inner, smaller circle informed participants that a 

target would appear soon (600ms), whereas a brightening of the outer, larger circle 

informed participants that a target would appear later (1,400ms). All temporal cues 

were valid. In the neutral cue condition (N), both the inner and outer circles were 

brightened providing no temporally precise information. Participants were asked to 
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use the information provided (or not) by the cue to respond as quickly and accurately 

as possible according to the shape (“+” or “×”) of the target. Half of the participants 

pressed ‘a’ on a standard QWERTY keyboard with their left index finger for the “+” 

and ‘l’ with their right index finger for the “×”. These finger-response pairings were 

reversed for the remaining participants. Although irrelevant for the task at hand, each 

target could be presented on either the left or right side of the screen. As a 

consequence, the lateralised response required by the target (left/right hand) could be 

on either the same (compatible condition) or the opposite (incompatible condition) 

side of target presentation.  

At the start of a trial, the cue (T or N) appeared for 500ms after which the 

background visual display was presented for one of the two foreperiods (600ms or 

1,400ms). Next, the target appeared for 100ms, followed by the presentation of the 

background visual stimulus for 900ms, during which participants gave their response. 

The trial ended with the background display presented for a period of 500, 600, 700, 

800 or 900ms (i.e., the inter-trial interval), randomised across trials.  

The two cue conditions (T and N) were presented in separate blocks. There 

were four blocks per cue condition, presented in randomised order. Each block 

contained 64 trials, resulting in 512 trials altogether. In each block, the proportion of 

compatible to incompatible trials was 50:50 and the proportion of short (600ms) and 

long (1,400ms) foreperiods was also 50:50. Both compatibility and foreperiod 

conditions were randomised within a block. Across all blocks, this resulted in 64 trials 

for each of the 8 combinations of the cue, foreperiod and compatibility conditions. 

Each block lasted approximately 3 to 4 minutes. Breaks between blocks were 

given. A training session was provided during which participants performed 60 trials 

to familiarise them with the task. 

 

2.2.2. Stop-signal task 

As in the Simon task, the basic visual display consisted of a white centrally located 

cue (1° eccentricity) presented on a black background (Fig. 1), which provided 

information about when the target would appear. Again, targets were white 1° stimuli 

(“+” or “×”) but, in contrast to the Simon task, they were not lateralised but appeared 

within the central cue.  
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As in the Simon task, there were two cue conditions: temporal and neutral. In 

the temporal cue condition (T), brightening of the inner, smaller circle informed 

participants that a target would appear soon (600ms) and brightening of the outer, 

larger circle informed participants that a target would appear later (1,400ms). Again, 

all temporal cues were valid. In the neutral cue condition (N), both the inner and outer 

circles were brightened thus providing no temporally precise information.  

Participants were asked to use the temporal information the cue provided, to 

discriminate as quickly and accurately as possible the shape of the target (“+”/“×”). 

Half of the participants pressed ‘a’ on the manual keyboard with their left index finger 

for the “+” and ‘l’ on the manual keyboard with their right index finger for the “×” 

(the primary task). These finger-response pairings were reversed for the remaining 

participants. In 25% of the trials (stop trials), the target (“+” or “×”) was followed by 

an auditory stop signal (at variable delays, see below), instructing the participants that 

they should withhold their response (Logan et al., 1984).  

At the start of the trial, the cue (T or N) appeared for 500ms followed by the 

background visual display presented for one of the two foreperiods (600ms or 

1,400ms). Next, the target appeared within the circles and was presented for a 

duration of 1,000ms, irrespective of the participant’s RT, and was the maximum time 

allowed for the response. In stop trials, the auditory stop signal (750 Hz, 75ms) was 

then presented after a variable Stop-signal delay (SSD). The SSD was initially set at 

250ms and was adjusted continuously using a staircase procedure (Verbruggen, 

Logan, & Stevens, 2008): if the participant successfully inhibited their response, the 

SSD increased by 50ms on the next stop trial (i.e., a longer delay between target 

presentation and the auditory stop signal); if, however, the participant failed to inhibit 

their response, the SSD decreased by 50ms on the next stop trial (i.e., a shorter delay). 

The trial ended with presentation of the background visual stimuli for a jittered 

interval of 1,000, 1,100, 1,200, 1,300, 1,400 or 1,500ms (i.e., the inter-trial interval).  

Two cue conditions (T and N) were presented in separate, randomised blocks. 

Again, there were four blocks per cue condition, with 64 trials per block, resulting in 

512 trials altogether. In each block, the proportion of go to stop trials was 75:25 and 

the proportion of short (600ms) to long (1,400ms) foreperiods was 50:50. Both 

go/stop and foreperiod conditions were randomised within a block. Altogether, this 
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resulted in 96 trials for each of the 4 go combinations of the cue and foreperiod 

conditions, and 32 trials for each of the 4 stop combinations of cue and foreperiod 

conditions. 

Each block lasted approximately 3 to 4 minutes. Breaks between blocks were 

given. A training session was provided during which participants performed 60 trials 

to familiarize them with the task. 

 

Figure 1. a. The trial timeline in the Simon task. A cue appeared for 500ms, 

providing (or not) temporal information as to when a target would occur. A 

background display was then presented for 600ms or 1,400ms (foreperiod). Next, a 

target (“+” or “×”) appeared for 100ms on either the left or right side of the 

display, followed by a 900ms period of the background display, during which 

participants made their choice response (left or right index finger for + or ×, 

counterbalanced across participants). The inter-trial interval was randomised 

between 500ms-900ms. b. The trial timeline in the Stop-signal task. A cue was 

presented for 500ms informing (or not) as to the time of target occurrence. Then, 

after 600ms or 1,400ms (foreperiod), the target (“+” or “×”) appeared in the centre 

of the display for 1,000ms, which was the time allowed for the choice response to 

be given (left or right index finger for + or ×, counterbalanced across participants). 

In 25% of trials, a sound was presented after variable interval (SSD) following 

target onset, meaning that participants had to withhold their response. The inter-

trial interval was randomised between 1,000ms-1,500ms. 
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2.3. Data analysis 

2.3.1. Simon task 

The mean response time (RT) in ms was calculated separately for the temporal and 

neutral conditions at the 600ms and 1,400ms foreperiods and for compatible and 

incompatible conditions. We included data only from trials in which participants 

responded correctly. The rate of omission (missing responses) was approximately 3%. 

To measure the effect of temporal predictability on RT, a three-way repeated 

measures ANOVA involving cue (temporal, neutral), foreperiod (short, long) and 

compatibility (compatible and incompatible) was performed. In order to measure 

variable foreperiod (FP) and sequential effects on RT, a three-way repeated measures 

ANOVA involving foreperiod of the current trial FP(n) (short, long), foreperiod of the 

previous trial FP(n-1) (short, long) and compatibility (compatible, incompatible) was 

conducted for neutral trial data only.  

To measure the effect of temporal predictability on the dynamics of the 

interference effect (incompatible – compatible RT) distribution analyses were 

performed. First, we “vincentized” (De Jong, Liang, & Lauber, 1994; Ratcliff, 1979; 

Vincent, 1912) RTs from correct trials only, using a customized python script. This 

was done separately for each participant, and for each of the four temporal conditions 

(temporal/neutral cue; short/long foreperiod) and the two compatibility conditions 

(compatible/incompatible targets). For each participant RTs were ranked in ascending 

order and binned into 5 classes (quintiles), each containing the same number of trials. 

The mean of each quintile was calculated. Then, for each quintile, the difference in 

mean RT between incompatible and compatible trials was extracted and used as the 

dependent variable. Plotting these values as a function of the mean RT of the quintile 

(i.e., the mean of both compatible and incompatible trials) has been referred to as a 

“delta-plot” (Pratte, Rouder, Morey, & Feng, 2010; Ridderinkhof, 2002; 

Ridderinkhof, van den Wildenberg, Wijnen, & Burle, 2004). A three-way repeated 

measures ANOVA involving cue (temporal, neutral), FP (short, long) and quintile (1 

to 5) was performed on these delta values.  

Accuracy (% errors) was initially analysed using a three-way repeated 

measures ANOVA involving cue (temporal, neutral), foreperiod (short, long) and 

compatibility (compatible and incompatible). To assess accuracy in a more dynamic 
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way, Conditional Accuracy Functions (CAF) were computed for each participant and 

for each of the four temporal conditions and the two compatibility conditions. CAFs 

are also based on a vincentization of the data, though with some differences. Instead 

of focusing only on correct responses, all RTs, for both correct and error trials, were 

ranked in ascending order. Then, the percentage of correct responses within each 

quintile was computed and used as the dependent variable. A four-way repeated 

measures ANOVA involving cue (temporal, neutral), foreperiod (short, long), 

compatibility (compatible, incompatible) and quintile (1 to 5) was performed to 

measure the effect of temporal predictability on the probability of correct responding 

as a function of RT.  

Bonferroni adjustments were made for pairwise comparisons. Effect sizes were 

calculated by using the partial eta-squared (ηp
2). 

 

2.3.2. Stop-signal task 

The mean response time (RT) in ms for go trials was calculated separately for the 

temporal and neutral conditions at the 600ms and 1,400ms foreperiods. We included 

data only from trials in which participants responded correctly. The rate of omission 

(missing responses) was approximately 2%. The Stop-signal delay (SSD) was 

calculated as the mean delay between visual and auditory stimuli in both correct and 

incorrect stop trials. This was done separately for the temporal and neutral conditions 

and at the 600ms and 1,400ms foreperiods. In this protocol, the Stop-signal RT 

(SSRT) corresponds to the mean time to inhibit a prepared response. SSRT cannot be 

measured directly and must instead be estimated. It was calculated by using the 

quantile method, which does not require the assumption of 50% inhibition (Logan, 

1994). With this method, the probability of responding to a stop signal 

[p(respond|signal)] is estimated for each participant. The RTs from correct go trials 

are ranked in ascending order to approximate an RT cumulative density function. The 

RT whose probability corresponds to p(respond|signal) is then chosen by multiplying 

the number of all reaction times in a given distribution by the probability of 

responding to a stop signal at a given delay [p(respond|signal)]. Subtracting SSD from 

this critical RT produces the SSRT.  
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To measure the effect of temporal predictability on go trial RTs, a two-way 

repeated measures ANOVA involving cue (temporal, neutral) and foreperiod (short, 

long) was performed. In order to determine the effect of temporal predictability on 

SSRT, a two-way repeated measures ANOVA using data from stop trials was 

conducted, comprising cue (temporal, neutral) and foreperiod (short, long). Similarly, 

to determine the effect of temporal predictability on SSD, a two-way repeated 

measures ANOVA involving cue (temporal, neutral) and foreperiod (short, long) was 

performed. To measure the effect of temporal predictability on Signal-respond RT 

(SRRT), which is the RT of incorrectly emitted responses in stop trials, a two-way 

repeated measures ANOVA with cue (temporal, neutral) and foreperiod (short, long) 

was conducted.  

Overall accuracy (% errors) was analysed in go trials using a two-way repeated 

measures ANOVA involving cue (temporal, neutral) and foreperiod (short, long). 

Finally, the mean percentage of the failure to inhibit a response in stop trials 

[p(respond|signal)], was analysed using a two-way repeated measures ANOVA 

involving cue (temporal, neutral) and foreperiod (short, long). 

 

3. Results 
3.1.Simon task 

 

3.1.1. Temporal cueing  

To measure the effect of temporal cueing on RT, a three-way repeated measures 

ANOVA involving cue (temporal, neutral), foreperiod (short, long) and compatibility 

(compatible and incompatible) was performed. There was a main effect of 

compatibility on RT, F(1, 30) = 45.19, p < .001, ηp
2 = .60, with slower RTs for 

incompatible versus compatible targets. There was no main effect of cue, F(1, 30) = 

2.31, p = .139, ηp
2 = .07, or FP, F(1, 30) = 2.64, p = .115, ηp

2 = .08 on RT, nor a Cue 

× FP interaction, F(1, 30) = 3.87, p = .058, ηp
2 = .11, or an FP × Compatibility 

interaction, F(1, 30) = 0.001, p = .980, ηp
2 < .001. Importantly, however, the results 

showed a significant Cue × Compatibility interaction, F(1, 30) = 5.29, p = .029, ηp
2 = 

.15. This interaction was further broken down by compatibility (Fig. 2). For 

compatible targets, there was a significant cue main effect with participants 
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responding significantly faster in temporal cue trials than in neutral trials (p = .044). 

However, there was no significant difference in RTs between temporal and neutral 

trials for incompatible targets (p = .953). In parallel, RTs were slower for 

incompatible than compatible trials in both the temporal (p < .001) and neutral (p < 

.001) condition, though this interference effect was quantitatively greater in the 

temporal condition.  

 

 

Table 1 

 
Mean (and standard error) reaction times (ms) and accuracy during the Simon task 
 
  Reaction times  % Accuracy 

Compatibility     Foreperiod 
   
    Temporal cue             Neutral cue   Temporal cue 

 
 Neutral cue 

Compatible     Short     507 (9)     524 (10)    93.06 (17) 92.84 (17) 
     Long     509 (10)     515 (11)     93.77 (17) 95.01 (17)  

Incompatible     Short     538 (9)     540 (10)  86.63 (16) 89.92 (17)  

     Long     537 (9)     535 (9)    87.85 (16) 90.47 (17)  

 

To measure the effect of temporal cueing on accuracy (% errors), data were 

analysed using a three-way repeated measures ANOVA involving cue (temporal, 

neutral), foreperiod (short, long) and compatibility (compatible and incompatible). 

450 

470 

490 

510 

530 

550 

Compatible Incompatible 

R
T 

(m
s)
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Figure 2. In the compatible condition, RTs were faster in the temporal condition as 

compared to the neutral condition. By contrast, in the incompatible condition the 

effect of temporal cueing disappeared, yielding no RT benefits of temporal cueing. 

Error bars reflect standard errors. 
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The analysis of accuracy rates revealed a significant compatibility main effect, F(1, 

30) = 21.55, p < .001, ηp
2 = .42. As expected, participants were less accurate for 

incompatible than compatible targets. We also found a cue main effect, F(1, 30) = 

4.36, p = .045, ηp
2 = .13, with less accurate responses in temporal than neutral trials, 

and a main effect of FP, F(1, 30) = 9.03, p = .005, ηp
2 = .23, with participants being 

less accurate at short rather than long foreperiods. No Cue × Compatibility, F(1, 30) = 

2.07, p = .161, ηp
2 = .06, nor FP × Compatibility, F(1, 30) = 0.27, p = .611, ηp

2 = .01, 

interaction was observed. 

 

3.1.2. Foreperiod effects 

To measure effects of the more implicit forms of temporal predictability indexed by 

variable foreperiod (FP) and sequential effects, a three-way repeated measures 

ANOVA involving foreperiod of the current trial FP(n) (short, long), foreperiod of the 

previous trial FP(n-1) (short, long) and compatibility (compatible, incompatible) was 

conducted on neutral trial RTs only. We found main effects of FP(n), F(1, 30) = 5.23, 

p = .029, ηp
2 = .15, FP(n-1), F(1, 30) = 19.08, p < .001, ηp

2 = .39, and compatibility, 

F(1, 30) = 18.57, p < .001, ηp
2 = .38, on RT. There was a significant FP(n) × FP(n-1) 

interaction, F(1, 30) = 11.08, p = .002, ηp
2 = .27. RTs were significantly faster when 

the current short FP(n) trial was preceded by a short FP(n-1) trial than by a long FP(n-

1) trial (p < .001). By contrast, RTs were not significantly different when the current 

long FP(n) trial was preceded by either the short FP(n-1) trial or long FP(n-1) trial (p 

= .707). The findings demonstrated the typical pattern of sequential effects, with 

FP(n-1) influencing short FP trials only. However, no interaction between 

compatibility and FP(n), F(1, 30) = 0.54, p = .470, ηp
2 = .02, or FP(n-1), F(1, 30) = 

0.51, p = .480, ηp
2 = .02, was found.  

 

3.1.3. Distribution analysis 

To explore the dynamics of the temporal predictability effect on response speed and 

accuracy, we created RT distribution profiles for each participant by ranking RTs and 

binning them into 5 quintiles (see Methods). 

First, we plotted Conditional Accuracy Functions (CAF), which show 

accuracy rates as a function of RT (Fig. 3). To measure the effect of temporal 
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predictability on the probability of correct responding as a function of RT a four-way 

repeated measures ANOVA involving cue (temporal, neutral), foreperiod (short, 

long), compatibility (compatible, incompatible) and quintile (1 to 5) was performed. 

Replicating numerous reports, there were main effects of compatibility, F(1, 30) = 

23.37, p < .001, ηp
2 = .44], FP, F(1, 30) = 5.23, p = .029, ηp

2 = .15, and quintile, F(4, 

120) = 59.73, p < .001, ηp
2 = .67. Furthermore, the analysis revealed a Compatibility × 

Quintile interaction, F(4, 120) = 63.09, p < .001, ηp
2 = .68; as expected, the accuracy 

was lower for incompatible than compatible targets in quintile 1 (p < .001), quintile 2 

(p = .013), quintile 3 (p = .013) and quintile 4 (p < .001) but not in quintile 5 (p = 

.794). Importantly, a significant main effect of cue, F(1, 30) = 4.67, p = .039, ηp
2 = 

.14, was qualified by a significant Cue × Compatibility × Quintile interaction, F(4, 

120) = 5.00, p = .001, ηp
2 = .14. The accuracy of responding to incompatible targets 

was significantly lower in temporal versus neutral conditions for the fastest RTs only 

(quintile 1), p = .030.  

 

 

To measure the effect of temporal predictability on the dynamics of the 

interference effect, a three-way repeated measures ANOVA involving cue (temporal, 

neutral), FP (short, long) and quintile (1 to 5) was performed on the difference (delta 

value) between incompatible and compatible RTs. The analysis of the interference 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

350 400 450 500 550 600 650 700 750 

p(
co

rr
ec

t) 

Mean RT(ms) 

Neutral compatible 
Temporal compatible 
Neutral incompatible 
Temporal incompatible 

Figure 3. Conditional accuracy functions (CAF). The plots show the probability of 

correct response as a function of RT in both temporal and neutral conditions for 

compatible and incompatible targets. For incompatible targets (black circles), 

participants made more fast errors in temporal (solid line) as compared to neutral 

(dashed line) condition. 
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effect as a function of RT (delta plots), revealed a significant main effect of quintile, 

F(4, 120) = 56.66, p < .001, ηp
2 = .65, with, as expected, a reduction in the 

interference effect as a function of RT (Fig. 4). We also found a significant main 

effect of cue, F(1, 30) = 5.29, p = .029, ηp
2 = .15, with a larger interference effect in 

temporal versus neutral trials. However, there was no significant effect of FP, F(1, 30) 

= 0.001, p = .981, ηp
2 < .001, nor, importantly, any significant interaction between 

quintile and cue, F(4, 120) = 1.11, p = .356, ηp
2 = .04, or FP, F(4, 120) = 0.28, p = 

.890, ηp
2 = .01.  

 

3.2.Stop-signal task 

 

3.2.1. Go trials 

To measure the effect of temporal predictability on go trial RTs, a two-way repeated 

measures ANOVA involving cue (temporal, neutral) and foreperiod (short, long) was 

performed. There was a significant main effect of cue, with participants responding 

faster in temporal compared to neutral condition (i.e., temporal cueing effect), F(1, 

30) = 7.86, p = .009, ηp
2 = .21. There was also a main effect of FP, F(1, 30) = 4.81, p 

= .036, ηp
2 = .14, which was further explained by a Cue × FP interaction, F(1, 30) = 

7.20, p = .012, ηp
2 = .19. Post-hoc tests revealed that in the neutral condition, RTs 

were faster for targets presented at the long FP than at the short FP (i.e., variable FP 

-20 
-10 

0 
10 
20 
30 
40 
50 
60 

350 400 450 500 550 600 650 700 750 

In
te

re
fe

re
nc

e 
ef

fe
ct

(m
s)

: I
-C

 

Mean RT(ms) 

Temporal 

Neutral 

Figure 4. Delta plots. The plots show the interference effect (incompatible - 

compatible RT) as a function of RT for temporal and neutral conditions. The 

interference effect was greater in temporal condition (solid line) as compared to 

neutral condition (dashed line). The interference effect for both temporal and 

neutral conditions decreased as a function of RT. 
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effect) (p = .005), but it was not the case in temporal condition (p = .849). In parallel, 

there were faster RTs in the temporal versus neutral condition at the short FP (p = 

.001), but not at the long FP (p = .308), confirming many previous results (e.g., Coull 

& Nobre, 1998; Correa et al., 2005). 

Overall accuracy (% errors) in go trials was analysed using a two-way repeated 

measures ANOVA involving cue (temporal, neutral) and foreperiod (short, long). 

There was no significant main effect of cue, F(1, 30) = 1.73, p = .198, ηp
2 = .06, nor 

Cue × FP interaction, F(1, 30) = 0.37, p = .550, ηp
2 = .01.  However, a significant FP 

main effect, F(1, 30) = 4.75, p = .037, ηp
2 = .14, indicated that participants were less 

accurate in short FP (97.13%) versus long FP (97.68%) trials. 

 

3.2.2. Stop trials 

To determine the effect of temporal cueing on the estimated RT to stop in stop trials, a 

two-way repeated measures ANOVA comprising cue (temporal, neutral) and 

foreperiod (short, long) was conducted on the Stop-signal RT (SSRT) and the Stop-

signal delay (SSD). Importantly, the analysis of SSRT revealed a significant main 

effect of cue, F(1, 30) = 4.99, p = .033, ηp
2 = .14. SSRTs were slower in temporal 

versus neutral trials. There was no main effect of FP, F(1, 30) = 0.57, p = .458, ηp
2 = 

.02, nor Cue × FP interaction, F(1, 30) = 0.28, p = .868, ηp
2 = .001, on SSRTs. 

Similarly, the analysis of SSD also showed a significant main effect of cue, F(1, 30) = 

11.13, p = .002, ηp
2 = .27, with the SSD being shorter in temporal trials than in neutral 
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Figure 5. Mean SSRT and SSD in the Stop-signal task. In temporal trials, SSRT 

was significantly longer when compared to neutral trials. In turn, SSD was 

significantly shorter in temporal than neutral trials. Error bars reflect standard 

errors. 
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trials. There was no main effect of FP on SSD, F(1, 30) = 0.25, p = .622, ηp

2 = .01, 

nor Cue × FP interaction, F(1, 30) = 0.20, p = .658, ηp
2 = .01.  

To measure the effect of temporal predictability on Signal-respond RT 

(SRRT), which is the RT of incorrectly emitted responses in stop trials, a two-way 

repeated measures ANOVA with cue (temporal, neutral) and foreperiod (short, long) 

was conducted. This analysis failed to reveal any significant effects. 

 

Table 2 
 
Stop-signal task variables: Go RT, Stop-signal RT (SSRT), Stop-signal delay (SSD) 
and Signal-respond RT (SRRT) with standard errors (ms) 
 
Stop-signal task 
variables          Foreperiod          Temporal Cue           Neutral Cue 

 

 

Go RT Short 550 (12) 566 (12)   

 Long 550 (12) 554 (13)   

SSRT Short 247 (10) 236 (9)   

 Long 242 (10) 234 (11)   

SSD Short 283 (14) 298 (14)   

 Long 285 (13) 298 (14)   

SRRT Short 496 (10) 503 (9)   

 Long 493 (11) 501 (11)   

 

Finally, the mean percentage of the failure to inhibit a response in stop trials 

[p(respond|signal)], was analysed using a two-way repeated measures ANOVA 

involving cue (temporal, neutral) and foreperiod (short, long). This analysis did not 

reveal any significant effects.  

 

4. Discussion  
 

Temporal prediction generally improves accuracy in “simple” target detection tasks. 

The origin of this improvement, however, is still unknown. In the present study, using 

conflict and inhibition tasks, we sought to determine whether this improvement is due 

to greater activation of a motor response appropriate to the target and/or better 

inhibition of an inappropriate one. The use of a Simon conflict task, coupled with 

advanced distribution analysis, allowed us to dissociate the strength of automatic 

response activation from its subsequent selective suppression. The Stop-signal task 

allowed us to measure the efficiency of a more global inhibitory process.  
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In the Simon task, temporal (versus neutral) cueing speeded response times to 

compatible targets, which is consistent with previous findings indicating that 

temporally predictive cue enhances response preparation (Correa & Nobre, 2008; 

Miniussi, Wilding, Coull, & Nobre, 1999; Nobre, 2001). By contrast, incompatible 

targets eliminated the RT benefits of temporal cueing. This dissociation suggests that 

knowing when to respond is only useful if there is no conflict about what to respond. 

Moreover, the interfering effect of response conflict was greater in the temporal 

versus neutral condition. Together, these results confirm the general pattern found by 

Correa et al. (2010) and indicate a mutual influence between temporal orienting and 

response compatibility.  

To complement and extend the results of Correa et al. (2010), we analysed 

accuracy as well as response times. Although temporal cueing speeded response times 

to compatible targets, it induced more errors generally. To better understand the 

nature of this speed-accuracy trade-off, we plotted Conditional Accuracy Functions 

(CAF), which illustrate accuracy as a function of response time. Our data showed the 

typical pattern: there were more incorrect responses to incompatible targets when 

response times were fast (van den Wildenberg et al., 2010). Importantly, this effect 

was exacerbated if participants had already formed a temporal expectation of when 

the target would occur. In other words, incompatible targets provoked a higher 

number of fast, erroneous responses in the temporal, compared to neutral, condition. 

These findings suggest that temporally predictable targets make participants more 

vulnerable to response capture by prepotent stimulus-response associations, thereby 

inducing a higher proportion of inappropriate responses.  

Data from the Simon task further suggested that temporal orienting did not 

influence selective response inhibition. The slope of the delta plot at the slow end of 

the response time distribution, which indicates the effectiveness of suppressing the 

automatically activated response, was not influenced by temporal orienting, 

suggesting that selective inhibitory processes themselves were intact. Moreover, 

temporal cueing affected RTs in compatible trials only, not incompatible ones. This 

indicates an effect of temporal cueing primarily on response activation (compatible 

trials) rather than response inhibition (incompatible trials). Our Simon task results 

therefore appear to confirm the suggestion by Correa et al. (2010) that temporal 
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orienting acts by increasing the overall level of response activation, rather than by 

affecting inhibition. However, in the Stop-signal task, which measures a more global 

form of response inhibition, Stop-signal reaction time (SSRT) was significantly 

slower in the temporal versus neutral condition. This result could be due either to 

faster SSRTs in the neutral condition (Weinbach et al., 2015) or slower SSRTs in the 

temporal condition. In parallel, response times to go targets were significantly faster 

in the temporal versus neutral condition. The complementary pattern of temporal cue 

effects on go and stop RTs indicates that when participants have a temporal 

expectation about the time of target onset it is easier to execute a response to the 

target, but it is also harder to stop it.  

Data from the Stop-signal task suggest effects of temporal orienting on both 

response activation and inhibition. Yet selective response inhibition in the Simon task 

was unaffected by temporal orienting. These apparently contradictory results can be 

reconciled by dissociating the effects of temporal prediction on selective versus global 

inhibitory processes. Both formal modeling (Bausenhart, Rolke, Seibold, & Ulrich, 

2010) and electrophysiological data (Tandonnet et al., 2012) indicate that temporal 

predictability enhances activation, which, in turn, allows evidence accumulation to 

begin earlier. However, there is extensive evidence that during the warning period of 

an RT task, this activation is accompanied by a distinct inhibitory mechanism that 

keeps responses in check to ensure they are not emitted prematurely (Badry et al., 

2009; Davey, Romaiguere, Maskill, & Ellaway, 1994; Davranche et al., 2007; Duque, 

Lew, Mazzocchio, Olivier, & Ivry, 2010; Greenhouse, Sias, Labruna, & Ivry, 2015  

Hasbroucq et al., 1999  Hasbroucq,  aneko, Akamatsu, & Possama  , 1997; Touge, 

Taylor, & Rothwell, 1998). Our results may therefore reflect an effect of temporal 

orienting on inhibitory processes that guide the time of response (global inhibition), 

which prevents premature responding, rather than those guiding the type of response 

(selective inhibition), which prevents incorrect responding. 

Indeed, inhibition plays a crucial role in temporal preparation (Correa, 

Triviño, Pérez-Dueñas, Acosta, & Lupiáñez, 2010; Los, 2013) and the elapse of time 

itself might be coded by the degree of motor inhibition (Coull, Vidal, & Burle, 2016; 

Kononowicz & van Rijn, 2015). In our experiment, we suggest that temporal 

orienting both increased activation and reduced global inhibition (see also Davranche 
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et al., 2007), thereby explaining both accelerated response times and the inability to 

stop prepotent responses. Alternatively, though not mutually exclusively, the fact that 

temporal cueing interferes with the inhibitory processes measured by the Stop-signal 

task, but not those measured by the Simon task, could be due to differences in the 

spatial certainty of target location in the two tasks. In the temporal condition of the 

Stop-signal task, participants know both when and where the target will appear. By 

contrast, in the Simon task, they know when it will appear but not where. Since 

temporal preparation is more effective when target location is known in advance (e.g., 

Doherty, Rao, Mesulam, & Nobre, 2005; Rohenkohl, Gould, Pessoa, & Nobre, 2014), 

temporal cueing effects might be stronger in the spatially certain Stop-signal task than 

the spatially uncertain Simon task. Nevertheless, in their study, Seibold and Rolke 

(2014a) failed to find effects of temporal preparation on spatial selection when task-

irrelevant stimuli needed to be ignored, even when the target spatial position was 

predictable (although they found attentional advantage of temporal preparation in a 

visual search task with no distracting event, Seibold & Rolke, 2014b). 

In the context of sensorimotor processing, our results indicate that temporal 

orienting lowers the response threshold, resulting in responses that are based on a 

lower quality of information. Even though temporal cueing led to faster RTs in 

compatible (Simon task) and go (Stop-signal task) trials, it also induced a more 

pronounced speed-accuracy trade-off in the Simon task and greater impulsivity in the 

Stop-signal task. It is important to note, however, that this pattern of results does not 

necessarily contradict previous findings that temporal preparation improves sensory 

processing in non-conflict tasks (Correa et al., 2005; Rolke, 2008; Rolke & Hofmann, 

2007). It is plausible that the possibility of response conflict interferes with the 

benefits of temporal orienting on sensory processing that are normally found in 

perceptual identification tasks (Rolke, 2008; Vangkilde, Coull, & Bundesen, 2012).  

Finally, more implicit measures of temporal expectation indexed by variable 

foreperiod (FP) and sequential effects were unaffected by response compatibility in 

the Simon task. These results indicate that temporal expectations formed implicitly by 

FP and sequential effects are more resistant to response conflict than those formed 

explicitly by temporal cues (Capizzi, Sanabria, & Correa, 2012; Correa, Cona, 

Arbula, Vallesi, & Bisiacchi, 2014). Moreover, the lack of compatibility effect 
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suggests that FP and sequential effects influence sensorimotor processing after the 

response selection stage that is measured by response compatibility effects. In line 

with our interpretation of temporal cueing effects outlined above, FP and sequential 

effects might influence the global inhibition processes measured by the Stop-signal 

task (“should I make a response?”) rather than the selective inhibition processes 

measured by the Simon task (“which response should I make?”). Unfortunately, FP 

and sequential effects could not be measured in the Stop-signal task because a single 

staircase tracking procedure was used for both FPs, which did not allow effects at 

short and long FPs to be disentangled. In the future, it would be informative to design 

experimental paradigms that allowed FP and sequential effects to be measured in 

Stop-signal tasks.     

Taken together, the results of both the Simon and Stop-signal tasks revealed a 

consistent and complementary picture of the effect of temporal predictability on 

action control. In both tasks, a pre-formed temporal expectancy caused a prepotent 

externally triggered response to influence task performance by affecting both response 

activation and global inhibition. This mechanism would explain both the beneficial 

effects of temporal cues in simple and choice RT tasks (Coull & Nobre, 1998; Correa 

et al., 2006) as well as the cost of temporal cueing when a prepotent response has to 

be inhibited (Correa et al., 2010). 
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