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NONLINEAR DIRAC EQUATION ON GRAPHS WITH LOCALIZED

NONLINEARITIES: BOUND STATES AND NONRELATIVISTIC LIMIT

WILLIAM BORRELLI, RAFFAELE CARLONE, AND LORENZO TENTARELLI

Abstract. In this paper we study the nonlinear Dirac (NLD) equation on noncompact metric
graphs with localized Kerr nonlinearities, in the case of Kirchhoff-type conditions at the vertices.
Precisely, we discuss existence and multiplicity of the bound states (arising as critical points of the
NLD action functional) and we prove that, in the L

2-subcritical case, they converge to the bound
states of the NLS equation in the nonrelativistic limit.

1. Introduction

The investigation of evolution equations on metric graphs (see, e.g., Figure 1) has become very
popular nowadays as they are assumed to represent effective models for the study of the dynamics
of physical systems confined in branched spatial domains. A specific attention has been addressed
to the focusing nonlinear Schrödinger (NLS) equation, i.e.

ıv̇ = −v′′ − |v|p−2 v, p > 2, (1)

with suitable vertex conditions, as it is supposed to well approximate (for p = 4) the behavior of
Bose-Einstein condensates in ramified traps (see, e.g., [29] and the references therein).

From the mathematical point of view, the discussion has been mainly focused on the study of
the stationary solutions of (1), namely functions of the form v(t, x) = e−iλt u(x), with λ ∈ R, that
solve the stationary version of (1), i.e.

−u′′ − |u|p−2 u = λu ,

with vertex conditions of δ-type. In particular, the most investigated subcase has been that of the
Kirchhoff vertex conditions, which impose at each vertex:

(i) continuity of the function (for details see (15)),

(ii) “balance” of the derivatives (for details see (16)).

For a short bibliography limited to the case of noncompact metric graphs with a finite number of
edges (which is the framework discussed in the paper) we refer the reader to, e.g., [1, 2, 3, 4, 18,
19, 35, 39, 40] and the references therein.

Figure 1. a general noncompact metric graph.
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Figure 2. the compact core of the graph in Figure 1.

Figure 3. infinite 3-star graph.

Following [28, 37], also a simplified version of this model has recently gained a particular atten-
tion: the case of a nonlinearity localized on the compact core K of the graph, which is the subgraph
consisting of all the bounded edges (see, for instance, Figure 2); namely,

− u′′ − χ
K
|u|p−2 u = λu (2)

with Kirchhoff vertex conditions and χ
K
denoting the characteristic function of K. This problem

has been studied in the L2-subcritical case in [48, 49, 51], while some new results on the L2-critical
case have been presented in [22].

Remark 1.1. We also mention some interesting results on the problem of the bound states on
compact graphs. For a purely variational approach we recall, e.g., [21], whereas for a bifurcation
approach we recall, e.g., [36].

As a further development, in the last years also the study of the Dirac operator on metric graphs
has generated a growing interest (see, e.g., [6, 12, 16, 43]). In particular, [47] proposed (although
in the toy case of the infinite 3-star graph, depicted in Figure 3) the study of the nonlinear Dirac
equation on networks, namely (1) with the laplacian replaced by the Dirac operator

D := −ıc
d

dx
⊗ σ1 +mc2 ⊗ σ3, (3)

where m > 0 and c > 0 are two parameters representing the mass of the generic particle of the
system and the speed of light (respectively), and σ1 and σ3 are the so-called Pauli matrices, i.e.

σ1 :=

(
0 1
1 0

)
and σ3 :=

(
1 0
0 −1

)
, (4)

and with the wave function v replaced by the spinor χ := (χ1, χ2)T . Precisely, [47] suggests the
study again of the stationary solutions, that is χ(t, x) = e−iωt ψ(x), with ω ∈ R, that solve

Dψ − |ψ|p−2 ψ = ωψ . (5)
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The attention recently attracted by the linear and the nonlinear Dirac equations is due to their
applications, as effective equations, in many physical models, as in solid state physics and nonlinear
optics [30, 31].

While originally the NLDE appeared as a field equation for relativistic interacting fermions [34],
then it was used in particle physics to simulate features of quark confinement, acoustic physics,
and in the context of Bose-Einstein condensates [31].

Recently, it also appeared that some properties of physical models, as thin carbon structures,
are well described using as an effective equation for non-relativistic electronic properties , the Dirac
equation. We mention, thereupon, the seminal papers by Fefferman and Weinstein [25, 26], the
work of Arbunich and Sparber [10] (where a rigorous justification of linear and nonlinear equations
in two-dimensional honeycomb structures is given) and the referenced therein. In addition, we
recall that the existence of stationary solutions for cubic and Hartree-type Dirac equations for
honeycomb structures and graphene samples has been investigated in [14, 13, 15]; whereas, for an
overview on global existence results for one dimensional NLDE we refer to [17, 41].

On the other hand, in the context of metric graphs the interest for the Nonlinear Dirac equation
arises if one aims at taking into account relativistic effects. In particular, it applies in the analysis
of effective models of condensed matter physics and field theory ([47]). Moreover, Dirac solitons
in networks may be realized in optics, in atomic physics, etc. (see again [47] and the references
therein).

In this paper, we discuss the case of (5) with localized nonlinearity (or, equivalently, the Dirac
analogous of (2)), namely

Dψ − χ
K
|ψ|p−2 ψ = ωψ .

The reduction to this simplified model arises as one assumes that the nonlinearity affects only the
compact core of the graph. This idea was originally exploited in the case of Schrödinger equation in
[28] and it represents a preliminary step toward the investigation of the case with the “extended”
nonlinearity, i.e. (5), which will be discussed in a forthcoming paper.

It is finally worth stressing that, as for the Schrödinger case, the operator D needs some suitable
vertex conditions, which make the operator self-adjoint. In this paper, we limit ourselves to the
discussion of those conditions that converge to the Kirchhoff ones in the nonrelativistic, and that
we call Kirchhoff-type. The reason is that they identify (as well as Kirchhoff for Schrödinger) the
free case; namely, the case in which there are no attractive or repulsive effects at the vertices,
which then play the role of mere junctions between the edges.

Roughly speaking these conditions “split” the requirements of Kirchhoff conditions: the conti-
nuity condition is imposed only on the first component of the spinor, while the second component
(in place of the derivative) has to satisfy a “balance” condition (see (8)&(9)).

The paper is organized as follows:

(i) in Section 2 we briefly recall some basics on metric graphs and on the properties of the
Dirac operator with Kirchhoff-type vertex conditions, and then we state the main results
of the paper (Section 2.4):

- existence and multiplicity of the bound states (Theorem 2.11);

- nonrelativistic limit for the bound states (Theorem 2.12);

(ii) in Section 3 we show the proof of Theorem 2.11;

(iii) in Section 4 we show the proof of Theorem 2.12;
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(iv) in Appendix A we discuss more in details the properties of the Dirac operator with
Kirchhoff-type conditions on metric graphs, while Appendix B deals with the definition
of the form domain of the Dirac operator.

Acknowledgements

We wish to thank Eric Séré for fruitful discussions.

2. Setting and main Results

In this section we aim at presenting the main results of the paper. However, the statements of
Theorem 2.11 and Theorem 2.12 require some basics on metric graphs and on the Dirac operator.

2.1. Metric graphs and functional setting. A complete discussion of the definition and the
features of metric graphs can be found in [1, 11, 33] and the references therein. Here we limit
ourselves to recall some basic notions.

Throughout, a metric graph G = (V,E) is a connected multigraph (i.e., multiple edges and self-
loops are allowed) with a finite number of edges and vertices. Each edge is a finite or half-infinite
segment of line and the edges are glued together at their endpoints (the vertices of G) according
to the topology of the graph (see Figure 1).

Unbounded edges are identified with (copies of) R
+ = [0,+∞) and are called half-lines, while

bounded edges are identified with closed and bounded intervals Ie = [0, ℓe], ℓe > 0. Each edge
(bounded or unbounded) is endowed with a coordinate xe, chosen in the corresponding inter-
val, which has an arbitrary orientation if the interval is bounded, whereas presents the natural
orientation in case of a half-line.

As a consequence, the graph G is a locally compact metric space, the metric given by the
shortest distance along the edges. Clearly, since we assume a finite number of edges and vertices,
G is compact if and only if it does not contain any half-line. A further important notion, introduced
in [2, 48] is the following.

Definition 2.1. If G is a metric graph, we define its compact core K as the metric subgraph of G
consisting of all its bounded edges. In addition, we denote by ℓ the measure of K, namely

ℓ =
∑

e∈K
ℓe.

A function u : G → C can be regarded as a family of functions (ue), where ue : Ie → C is the
restriction of u to the edge (represented by) Ie. The usual L

p spaces can be defined in the natural
way, with norm

‖u‖pLp(G) :=
∑

e∈E
‖ue‖

p
Lp(Ie)

, if p ∈ [1,∞), and ‖u‖L∞(G) := max
e∈E

‖ue‖L∞(Ie),

while H1(G) is the space of functions u = (ue) such that ue ∈ H1(Ie) for every edge e ∈ E, with
norm

‖u‖2H1(G) = ‖u′‖2L2(G) + ‖u‖2L2(G)

(and in this way one can also define H2(G), H3(G), etc . . . ). Consistently, a spinor ψ = (ψ1, ψ2)T :
G → C

2 is a family of 1d-spinors

ψe =

(
ψ1
e

ψ2
e

)
: Ie −→ C

2, ∀e ∈ E,
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and thus

Lp(G,C2) :=
⊕

e∈E
Lp(Ie)⊗ C

2,

endowed with the norm

‖ψ‖p
Lp(G,C2)

:=
∑

e∈E
‖ψe‖

p
Lp(Ie)

, if p ∈ [1,∞), and ‖ψ‖L∞(G,C2) := max
e∈E

‖ψe‖L∞(Ie),

while

H1(G,C2) :=
⊕

e∈E
H1(Ie)⊗ C

2

endowed with the norm

‖ψ‖2H1(G,C2) :=
∑

e∈E
‖ψe‖

2
H1(Ie)

(and so on for H2(G,C2), H3(G,C2), etc . . . ). Equivalently, one can say that Lp(G,C2) is the
space of the spinors such that ψ1, ψ2 ∈ Lp(G), with

‖ψ‖p
Lp(G,C2)

:= ‖ψ1‖pLp(G) + ‖ψ2‖pLp(G), if p ∈ [1,∞),

‖ψ‖L∞(G,C2) := max
{
‖ψ1‖L∞(G), ‖ψ

2‖L∞(G)
}
,

and that H1(G,C2) is the space of the spinors such that ψ1, ψ2 ∈ H1(G), with

‖ψ‖2H1(G,C2) := ‖ψ1‖2H1(G) + ‖ψ2‖2H1(G).

Remark 2.2. The usual definition of the space H1(G) consists also of a global continuity require-
ment, which forces all the components of a function that are incident to a vertex to assume the
same value at that vertex. However, for the aims of this paper it is worth keeping this global
continuity notion separate and introduce it when it is actually required (see (15)).

2.2. The Dirac operator with Kirchhoff-type conditions. The expression given by (3) of
the Dirac operator on a metric graph is purely formal, since it does not clarify what happens at
the vertices of the graph, given that the derivative d

dx is well defined just in the interior of the
edges.

As well as for the lalpacian in the Schrödinger case, the way to give a rigorous meaning to (3)
is to find suitable self-adjoint realizations of the operator. However, an extensive discussion of all
the possible self-adjoint realizations of the Dirac operator on graphs goes beyond the aims of this
paper. Throughout, we limit ourselves to the case of the Kirchhoff-type conditions (introduced
in [47]), which represent the free case for the Dirac operator. For more details on self-adjoint
extensions of the Dirac operator on metric graphs we refer the reader to [16, 43].

Definition 2.3. Let G be a metric graph and let m, c > 0. We call Dirac operator with Kirchhoff-
type vertex conditions the operator D : L2(G,C2) → L2(G,C2) with action

D|Ieψ = Deψe := −ıc σ1ψ
′
e +mc2 σ3ψe, ∀e ∈ E, (6)

σ1, σ3 being the matrices defined in (4), and domain

dom(D) :=
{
ψ ∈ H1(G,C2) : ψ satisfies (8) and (9)

}
, (7)
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where

ψ1
e(v) = ψ1

f (v), ∀e, f ≻ v, ∀v ∈ K, (8)

∑

e≻v
ψ2
e(v)± = 0, ∀v ∈ K, (9)

“e ≻ v” meaning that the edge e is incident at the vertex v and ψ2
e(v)± standing for ψ2

e(0) or
−ψ2

e(ℓe) according to whether xe is equal to 0 or ℓe at v.

Remark 2.4. Note that the operator D actually depends of the parametersm, c, which represent (as
pointed out in Section 1) the mass of the generic particle and the speed of light (respectively). For
the sake of simplicity we omit this dependence unless it be necessary to avoid misunderstandings.

The basic properties of the operator (3) with the above conditions are summarized in the
following

Proposition 2.5. The Dirac operator D introduced by Definition 2.3 is self-adjoint on L2(G,C2).
In addition, its spectrum is

σ(D) = (−∞,−mc2] ∪ [mc2,+∞). (10)

The discussion of the proof of Proposition 2.5 is briefly presented in Appendix A.

Remark 2.6. Observe that the self-adjointness of D follows directly from the main result of [16],
which holds for a wide class of linear vertex conditions.

2.3. The associated quadratic form. The standard cases of the Dirac operator R
d, with d =

1, 2, 3, do not actually require any further remark on the associated quadratic form, which can
be easily defined using the Fourier transform (see e.g. [23]). Unfortunately, in the framework
of the (noncompact) metric graphs this tool is not available and hence it is necessary to resort
to the Spectral Theorem, which represents a classical, but more abstract way, to diagonalize the
operator and, consequently, define the associated quadratic form QD and its domain dom(QD) as,
for instance,

dom(QD) :=

{
ψ ∈ L2(G,C2) :

∫

σ(D)
|ν| dµDψ (ν)

}
, QD(ψ) :=

∫

σ(D)
ν dµDψ (ν),

where µDψ denotes the spectral measure associated with D and ψ.
Unfortunately, this definition is not the most suitable for the purposes of the paper. An al-

ternative way to define the form domain of D (that is, dom(QD)) is to use the well known Real
Interpolation Theory [5, 9]. Here we just mention some basics, referring to Appendix B for some
further details.

Define the space
Y :=

[
L2(G,C2),dom(D)

]
1
2
, (11)

namely the interpolated space of order 1/2 between L2 and the domain of the Dirac operator.
First, we note that Y is a closed subspace of

H1/2(G,C2) :=
⊕

e∈E
H1/2(Ie)⊗ C

2,

with respect to the norm induced by H1/2(G,C2). Indeed, dom(D) is clearly a closed subspace of
H1(G,C2) and there results (arguing edge by edge) that

H1/2(G,C2) =
[
L2(G,C2),H1(G,C2)

]
1
2
,
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so that the closedness of Y follows by the very definition of interpolation spaces . As a consequence,
by Sobolev embeddings there results that

Y →֒ Lp(G,C2), ∀p > 2, (12)

and that, in addition, the embegging in Lp(K,C2) is compact, due to the compactness of K.
On the other hand, there holds (see Appendix B)

dom(QD) = Y, (13)

and hence the form domain inherits all the properties pointed out before, which are in fact crucial
in the following of the paper.

Finally, for the sake of simplicity (and following the literature on the NLD equation), we denote
throughout the form domain by Y , in view of (13), and

QD(ψ) =
1

2

∫

G
〈ψ,Dψ〉 dx, and QD(ψ,ϕ) =

1

2

∫

G
〈ψ,Dϕ〉 dx,

with 〈 · , · 〉 denoting the euclidean sesquilinear product of C
2, since this does not give rise to

misunderstandings. In particular, as soon as ψ and/or ϕ are smooth enough (e.g., if they belong
to the operator domain) the previous expressions gain an actual meaning as Lebesgue integrals.

We also recall that in the sequel we denote by 〈 · | · 〉 duality pairings (the function spaces involved
being clear from the context).

Remark 2.7. Note that the the combination between Spectral Theorem and Interpolation Theory
is (to the best of our knowledge) the sole possibility to define the quadratic form, since also

classical duality arguments fail due to the fact that it is not true in general that H−1/2(G,C2) is

the topological dual of H1/2(G,C2) (due to the presence of bounded edges).

2.4. Main results. We can now state the main results of the paper. Preliminarily, we give the
definition of the bound states of the NLD and of the NLS equations on noncompact metric graphs
with localized nonlinearities.

Definition 2.8 (Bound states of the NLDE). Let G be a noncompact metric graph with nonempty
compact core K and let p > 2. Then, a bound state of the NLDE with Kirchhoff-type vertex
conditions and nonlinearity localized on K is a spinor 0 6≡ ψ ∈ dom(D) for which there exists
ω ∈ R such that

Deψe − χ
K
|ψe|

p−2ψe = ωψe, ∀e ∈ E, (14)

with χ
K
the characteristic function of the compact core K.

Definition 2.9 (Bound states of the NLSE). Let G be a noncompact metric graph with nonempty
compact core K, and let p > 2 and α > 0. Then, a bound state of the NLSE equation with
Kirchhoff vertex conditions and focusing nonlinearity localized on K is a function 0 6≡ u ∈ H2(G)
that satisfies

ue(v) = uf (v), ∀e, f ≻ v, ∀v ∈ K, (15)

∑

e≻v

due
dxe

(v) = 0, ∀v ∈ K, (16)

where due
dxe

(v) stands for u′e(0) or −u
′
e(ℓe) according to whether xe is equal to 0 or ℓe at v, and for

which there exists λ ∈ R such that

− u′′e − αχ
K
|ue|

p−2ue = λue, ∀e ∈ E. (17)
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Remark 2.10. We recall that conditions (15)&(16) make the laplacian self-adjoint on G and are
called Kirchhoff conditions. We also recall that the parameters ω and λ are usually referred to
as frequencies of the bound states of the NLDE and NLSE (respectively), whereas α is usually
connected to the scattering length of the particles.

Theorem 2.11 (Existence and multiplicity of the bound states). Let G be a noncompact metric
graph with nonempty compact core and let m, c > 0 and p > 2. Then, for every ω ∈ (−mc2,mc2)
there exists infinitely many (distinct) pairs of bound states of frequency ω of the NLDE.

Some comments are in order. First of all, to the best of our knowledge this is the first rigorous
result on the stationary solutions of the nonlinear Dirac equation on metric graphs.

On the other hand, some relevant differences can be observed with respect to the Schrödinger
case. Bound states of Theorem 2.11 arise (as we will extensively show in the next section) as
critical points of the functional

L(ψ) :=
1

2

∫

G
〈ψ, (D − ω)ψ〉 dx−

1

p

∫

K
|ψ|p dx.

However, due to the spectral properties of D, the kinetic part of L (that is, the quadratic form
associated with D) is unbounded from below even if one constrains the functional to the set
of the spinors with L2-norm fixed, in contrast to the NLS functional. As a consequence, no
minimization can be performed and, hence, the extensions of the direct methods of calculus of
variations developed for the Schrödinger case are useless.

Furthermore, such a kinetic part is also strongly indefinite, so that the functional possesses a
significantly more complex geometry with respect to the NLS case, thus calling for more technical
(albeit classical) tools of Critical Point Theory.

Finally, the spinorial structure of the problem as well as the implicit definition of the kinetic
part of the functional, whose domain is not embedded in L∞(G,C2), prevent the (direct) use of
the tools developed for the NLSE on graphs such as, for instance, rearrangements and “graph
surgery”.

In view of these issues, in the proof of Theorem 2.11 we rather adapted some techniques from
the literature on the NLDE on standard noncompact domains. Anyway, the fact that we are
dealing with a nonlinearity localized only on a compact part of the graph makes the study of
the geometry of the functional a bit more delicate as we will see in Lemma 3.4 (while it clearly
simplifies the compactness issues with respect to the extended case). For the same reason, the
uniform H1-boundedness needed to study the non relativistic limit of the bound states (see below)
is achieved in different steps (see Section 4).

The second (and main) result of the paper, on the other hand, shows the connection between
the NLDE and the NLSE, suggested by the physical interpretation of the two models.

Before presenting the statement, we recall that, by the definition of D, the bound states obtained
via Theorem 2.11 depend in fact on the speed of light c. As a consequence, they should be meant
as bound states of frequency ω of the NLDE at speed of light c.

Theorem 2.12 (Nonrelativistic limit of the bound states). Let G be a noncompact metric graph
with nonempty compact core, and let m > 0, p ∈ (2, 6) and λ < 0. Let also (cn), (ωn) be two real
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sequences such that

0 < cn, ωn → +∞, (18)

ωn < mc2n, (19)

ωn −mc2n −→
λ

m
, (20)

as n → +∞. If {ψn = (ψ1
n, ψ

2
n)
T } is a bound state of frequency ωn of the NLDE (14) at speed of

light cn, then, up to subsequences, there holds

ψ1
n −→ u and ψ2

n −→ 0 in H1(G),

as n→ +∞, where u is a bound state of frequency λ of the NLSE with α = 2m.

First, we recall that the expression “speed of light cn, with cn → ∞” has to be meant as if
it becomes bigger and bigger with respect to the proper scale of the phenomenon one is focusing
on. In addition, for any choices for which the proof of Theorem 2.12 holds, there results that the
parameter α in the NLSE solved by the limit function u is equal to 2m.

The main interest of Theorem 2.12 arises from the fact that it suggests that the two models
provided by the NLDE and the NLSE are indistinguishable at those scales where the relativistc
effects become negligible. Hence our result provides a mathematical evidence to this intuitive
guess.

Moreover, we point out that Theorem 2.12, in contrast to Theorem 2.11, holds only for a fixed
range of power exponents, namely the so-called L2-subcritical case p ∈ (2, 6). However, this is
the only range of powers for which multiplicity results are known for the NLSE (see [48]). On the
other hand, these results are parametrized by the L2 norm of the wave function while Theorem
2.12 is parametrized by the frequency and hence (in some sense) it presents as a byproduct a new
result for the NLSE.

Remark 2.13. We also mention that Theorem 2.11 and Theorem 2.12 can be proved, without
significant modifications, also in the case of more general nonlinearities, by means of several ad
hoc assumptions. We limit ourselves to the power case in this context for the sake of simplicity.

3. Existence of infinitely many bound states

In this Section we prove Theorem 2.11. Note that, since the parameter c here does not play
any role, we set c = 1 throughout the section. In addition, in the sequel (unless stated otherwise)
we always tacitly assume that the mass parameter m is positive, the frequency ω ∈ (−m,m), the
power of the nonlinearity p > 2 and that G is a noncompact metric graph with nonempty compact
core.

3.1. Preliminary results. The first point is to prove that the bound states coincide with the
critical points of the C2 action functional L : Y → R defined by

L(ψ) =
1

2

∫

G
〈ψ, (D − ω)ψ〉 dx −

1

p

∫

K
|ψ|p dx. (21)

Recall that (as c = 1) the spectrum of D is given by

σ(D) = (−∞,−m] ∪ [m,+∞). (22)

Proposition 3.1. A spinor is a bound state of frequency ω of the NLDE if and only if it is a
critical point of L.
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Proof. One can easily see that a bound state of frequency ω of the NLDE is a critical point of L.
Let us prove, therefore, the converse.

Assume that ψ is a critical point of L, namely that ψ ∈ Y and

〈dL(ψ)|ϕ〉 =

∫

G
〈ψ, (D − ω)ϕ〉 dx−

∫

K
|ψ|p−2〈ψ,ϕ〉 dx = 0, ∀ϕ ∈ Y. (23)

Now, for any fixed edge e ∈ E, if one chooses

ϕ =

(
ϕ1

0

)
, with 0 6= ϕ1 ∈ C∞

0 (Ie) (24)

(namely, ϕ1 possesses the sole component ϕ1
e, which is a test function of Ie), then

ı

∫

Ie

ψ2
e (ϕ

1
e)

′ dxe =
∫

Ie

[
(m− ω)ψ1

e + χ−K|ψe|
p−2ψ1

e

]
︸ ︷︷ ︸

∈L2(Ie)

ϕ1
e dxe,

so that ψ2
e ∈ H1(Ie) and an integration by parts yields the first line of (14). On the other hand,

simply exchanging the role of ϕ1 and ϕ2 in (24), one can see that ψ1
e ∈ H1(Ie) and satisfies the

second line of (14), as well.
It is then left to prove that ψ fulfills (8) and (9). First, fix a vertex v of the compact core and

choose

dom(D) ∋ ϕ =

(
ϕ1

0

)
, with ϕ1(v) = 1, ϕ(v′) = 0 ∀v′ ∈ K, v′ 6= v.

Integrating by parts in (23) and using (14), there results
∑

e≻v

ϕ1
e(v)ψ

2
e(v)± = 0

and, hence, ψ2 satisfies (9) (recall the meaning of ψ2
e(v)± explained in Definition 2.3). On the other

hand, let v be a vertex of the compact core with degree greater than or equal to 2 (for vertices of
degree 1 (8) is satisfied for free). Moreover, let

dom(D) ∋ ϕ =

(
0

ϕ2

)
, with ϕ2

e1(v)± = −ϕ2
e2(v)±, ϕ2

e(v) = 0 ∀e 6= e1, e2,

where e1 and e2 are two edges incident at v, and ϕ2
e ≡ 0 on each edge not incident at v. Again,

integrating by parts in (23) and using (14),

ϕ2
e1(v)±ψ

1
e1(v) + ϕ2

e2(v)±ψ
1
e2(v) = 0.

Then, repeating the procedure for any pair of edges incident at v one gets (8).
Finally, iterating the same arguments on all the vertices one concludes the proof. �

Remark 3.2. In addition to Proposition 3.1, it is worth mentioning that, due to the linear behavior
outside the compact core, the bound states are known explicitly on the half-lines. Pecisely, if e ∈ E
is a half-line with starting point v, then





ψ1
e(xe) = −ı ψ2

e(v)

√
m+ ω

m− ω
e−

√
m2−ω2xe

ψ2
e(xe) = ψ2

e(v)e
−
√
m2−ω2xe

, xe ∈ [0,∞). (25)
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The second preliminary step is to prove that the functional L possesses a so-called linking
geometry ([23, 50]), since this is the main tool in order to prove the existence of Palais-Smale
sequences.

Recall that, according to (22) we can decompose the form domain Y as the orthogonal sum of
the positive and negative spectral subspaces for the operator D, i.e.

Y = Y + ⊕ Y −.

As a consequence, every ψ ∈ Y can be written as ψ = P+ψ + P−ψ =: ψ+ + ψ−, where P± are
the orthogonal projectors onto Y ±. In addition one can find an equivalent (but more convenient)
norm for Y , i.e.

‖ψ‖ := ‖
√

|D|ψ‖L2 , ∀ψ ∈ Y.

Remark 3.3. Borel functional calculus for self-ajoint operators [45, Theorem VIII.5] allows to define
the operators |D|α, α > 0, and more general operators of the form f(D), where f is a Borel function
on R.

In view of the previous remarks and using again the Spectral theorem, the action functional
(21) can be rewritten as follows

L(ψ) =
1

2
(‖ψ+‖2 − ‖ψ−‖2)−

ω

2

∫

G
|ψ|2 −

1

p

∫

K
|ψ|p dx, (26)

which is the best form in order to prove that L has in fact a linking geometry (see e.g. [50, Section
II.8]).

Lemma 3.4. For every N ∈ N there exist R = R(N, p) > 0 and an N -dimensional space ZN ⊂ Y +

such that
L(ψ) 6 0, ∀ψ ∈ ∂MN , (27)

where
∂MN =

{
ψ ∈ MN : ‖ψ−‖ = R or ‖ψ+‖ = R

}
.

and
MN :=

{
ψ ∈ Y : ‖ψ−‖ 6 R and ψ+ ∈ ZN with ‖ψ+‖ 6 R

}
. (28)

Proof. Let e be a bounded edge, associated with the segment Ie = [0, ℓe], and let V be the space
of the spinors

η =

(
η1

0

)
, with η1 ∈ C∞

0 (Ie),

which is clearly a subset of dom(D) and hence of Y . Moreover, a simple computation shows that∫

G
〈η,Dη〉 dx = m

∫

G
|η1|

2 dx (29)

and thus, in view of (26), if η1 6= 0 then η+ 6= 0.
Assume first that dimV + = ∞, where V + = V ∩ Y +. For every fixed N ∈ N, choose N

linearly independent spinors η+1 , ..., η
+
N ∈ V + and set ZN := span{η+1 , ..., η

+
N}. As a consequence,

if ψ ∈ ∂MN , then ψ = ϕ+ ξ with ϕ ∈ Y − and ξ ∈ ZN , so that

L(ψ) = L(ϕ+ ξ) =
1

2

(
‖ξ‖2 − ‖ϕ‖2

)
−

1

p

∫

K
|ϕ+ ξ|p dx.

It is clear that, if ‖ϕ‖ > ‖ξ‖, then

L(ϕ+ ξ) 6 −

∫

K
|ϕ+ ξ|p dx 6 0
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If, on the contrary, ‖ξ‖ > ‖ϕ‖, then some further effort is required. Since ψ ∈ ∂MN , ‖ξ‖ = R and
thus

L(ϕ+ ξ) 6
R2

2
−

1

p

∫

K
|ϕ+ ξ|p dx.

From the Hölder inequality
∫

K
|ϕ+ ξ|2 6 ℓ

p−2
p

(∫

K
|ϕ+ ξ|p dx

) 2
p

(30)

(recall that ℓ = |K|) and hence

L(ϕ+ ξ) 6
R2

2
−
ℓ
p(2−p)

4

p

(∫

K
|ϕ+ ξ|2 dx

) p

2

. (31)

Now, by definition, ξ =
∑N

j=1 λjη
+
j , for some λj ∈ C. On the other hand, denoting by η−j the

spinors such that η−j + η+j =: ηj ∈ V , since ϕ ∈ Y −, there results that ϕ = ϕ⊥ + χ, with

χ :=
∑N

j=1 λjη
−
j and ϕ⊥ the orthogonal complement of χ in Y −. Therefore, as ϕ⊥ is orthogonal

to χ and ξ in L2(G,C2),
∫

G
|ϕ+ ξ|2 dx =

∫

G
|ϕ⊥|2 dx+

∫

G
|ξ + χ|2 dx; (32)

while, as ξ + χ =
∑N

j=1 λjηj vanishes outside I ⊂ K,
∫

G
|ϕ+ ξ|2 dx =

∫

G\K
|ϕ+ ξ|2 dx+

∫

K
|ϕ+ ξ|2 dx =

∫

G\K
|ϕ⊥|2 dx+

∫

K
|ϕ+ ξ|2 dx. (33)

Combining (32) and (33) we get
∫

K
|ϕ+ ξ|2 dx =

∫

K
|ϕ⊥|2 dx+

∫

G
|χ+ ξ|2 dx

and, plugging into (31),

L(ϕ+ξ) 6
R2

2
−
ℓ
p(2−p)

4

p

(∫

K
|ϕ⊥|2 dx+

∫

G
|χ+ ξ|2 dx

) p

2

6
R2

2
−
ℓ
p(2−p)

4

p

(∫

G
|χ+ ξ|2 dx

) p

2

. (34)

Then, since χ and ξ are orthogonal by construction and χ+ ξ belongs to a finite dimensional space
(so that its L2-norm is equivalent to the Y -norm), there exists C > 0 such that

L(ϕ+ ξ) 6
R2

2
− C

(
‖χ‖2 + ‖ξ‖2

)p

2 6
R2

2
− C‖ξ‖p =

R2

2
− CRp

and thus, for R large, the claim is proved.
Finally, consider the case dimV + < ∞. As dimV = ∞, we have dimV − = ∞. On the other

hand, there holds σ2V
− ⊂ Y + and that σ2V

+ ⊂ Y −, where σ2 is the Pauli matrix

σ2 =

(
0 −i

i 0

)
,

as this matrix anticommutes with the Dirac operator. Therefore (also recalling that σ2 in unitary),

if one defines Ṽ = σ2V , which consists of spinors of the form

η =

(
0

η2

)
, with η2 ∈ C∞

0 (Ie),
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so that Ṽ + = σ2V
− and Ṽ − = σ2V

+, then (arguing as before) one can prove again (27). �

Lemma 3.5. There exist r, ρ > 0 such that

inf
S+
r

L > ρ > 0,

where

S+
r :=

{
ψ ∈ Y + : ‖ψ‖ = r

}
. (35)

Proof. The proof is an immediate consequence of the definition of L given in (21), in view of the
fact that p > 2 and ω ∈ (−m,m). �

Finally, we introduce a further representation of the functional L, which will be useful in the
sequel. Preliminarily, note that as the spectrum of the (self-adjoint) operator (D − ω) is given by

σ(D − ω) = (−∞,−m− ω] ∪ [m− ω,+∞)

(and as |ω| < m), one can define an equivalent norm

‖ψ‖ω := ‖
√

|D − ω|ψ‖L2 , ∀ψ ∈ Y,

and the two spectral projectors P±
ω on the positive and negative (respectively) spectral subspaces

of (D − ω). As a consequence,

ψ = P+
ω ψ + P−

ω ψ, ∀ψ ∈ Y (36)

and (26) can be written as

L(ψ) =
1

2
(‖ψ+‖2ω − ‖ψ−‖2ω)−

1

p

∫

K
|ψ|p dx.

3.2. Existence and multiplicity of the bound states. The aim of this section is to prove,
for p > 2, the existence of infinitely many (pairs of) bound states of the NLDE for any frequency
ω ∈ (−m,m). The techniques used below (such as Krasnoselskij genus, pseudo-gradient flow, . . . )
are well-known in the literature in their abstract setting and can be found for instance in [44, 50]
(see also [23] for an application to nonlinear Dirac equations).

Recall the definition of Krasnoselskij genus for the subsets of Y .

Definition 3.6. Let A be the family of sets A ⊂ Y \{0} such that A is closed and symmetric
(namely, ψ ∈ A⇒ −ψ ∈ A). For every A ∈ A, the genus of A is the natural number defined by

γ[A] := min{n ∈ N : ∃ϕ : A→ R
n\{0}, ϕ continuous and odd}.

If no such ϕ exists, then one sets γ[A] = ∞.

In addition, one easily sees that the action functional L is even, i.e.

L(−ψ) = L(ψ), ∀ψ ∈ Y.

As a consequence, it is well known (see, e.g., [44, Appendix]) that there exists an odd pseudo-
gradient flow (ht)t∈R associated with the functional L, which satisfies some useful properties. This
construction is based on well-known arguments and, thus, here we only present an outline of the
proof, refering the reader to [44, Appendix] and [50, Chapter II] for details.

Since the interaction term is concentrated on a compact set K ⊂ G, the compactness of Sobolev
embeddings imply that ht can be chosen of the following form

ht = Λt +Kt : [0,∞) × Y −→ Y,
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where Λt is an isomorphism and Kt is a compact map, for all t > 0. Moreover, one can also prove
that

Λt : Y
− ⊕ Y + −→ Y − ⊕ Y +, ∀t ∈ R,

that is, Y ± are invariant under the action of Λt for all t > 0.
Fix, then, ε > 0 such that ρ− ε > 0 (with ρ given by Lemma 3.5). Exploiting suitable cut-off

functions on the pseudogradient vector field, one can get that, for all t > 0,

ht(ψ) = ψ, ∀ψ ∈ {ϕ ∈ Y : L(ϕ) < ρ− ε}, (37)

namely, the level sets of the action below ρ− ε are not modified by the flow.
In view of these remarks, we can state the following lemma.

Lemma 3.7. Let r, ρ > 0 be as in Lemma 3.5. Then, for every N ∈ N, there results

γ[ht(S
+
r ) ∩MN ] > N, ∀t > 0, (38)

with S+
r and MN defined by (35) and (28), respectively.

Proof. For each fixed ψ ∈ Y , the function t 7→ L ◦ ht(ψ) is increasing. Then Lemma 3.4 implies
that

ht(S
+
r ) ∩ ∂MN = ∅, ∀t > 0.

Note, also, that by the group property of the pseudogradient flow

(ht)
−1 = h−t = Λ−t +K−t,

so that

ht(S
+
r ) ∩MN = ht

(
S+
r ∩ h−t (MN )

)
.

Then, from (37), a degree-theory argument (see e.g. [50, Section II.8]) shows that

S+
r ∩ h−t (MN ) 6= ∅.

On the other hand, by (37) and Lemma 3.4, it is easy to see that

ht(S
+
r ) ∩MN = ht(S

+
r ) ∩ (Y − ⊕ ZN ),

and thus

ht(S
+
r ) ∩MN = ht

(
S+
r ∩

(
Y − ⊕ Z ′

N +K−t(Y
− ⊕ ZN )

))
, (39)

where Z ′
N := Λ−t(ZN ) is a N -dimensional subspace of Y + and where we used the fact that Λs is

an isomorphism for all s ∈ R and preserves Y ±. Now, since ht(0) = 0 and Λt(0) = 0, we have
Kt(0) = 0. As a consequence

Y − ⊕ Z ′
N ⊂

(
Y − ⊕ Z ′

N

)
+K−t(Y

− ⊕ ZN ),

and hence, exploiting (39) and the monotonicity of the genus,

γ
[
ht(S

+
r ) ∩MN

]
> γ

[
S+
r ∩ (Y − ⊕ Z ′

N )
]
> γ

[
S+
r ∩ Z ′

N

]
= N,

as S+
r ∩ Z ′

N ≃ S
N , namely, is homeomorphic to a N -dimensional sphere. �

Using Lemma 3.7 we can prove the existence of the Palais-Smale sequences at the min-max
levels.
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Corollary 3.8. Let the assumptions of Lemma 3.7 be satisfied and define, for any N ∈ N,

αN := inf
X∈FN

sup
ψ∈X

L(ψ), (40)

with

FN :=
{
X ∈ A : γ[ht(S

+
r ) ∩X] > N, ∀t > 0

}
. (41)

Then, for every N ∈ N, there exists a Palais-Smale sequence (ψn) ⊂ Y at level αN , i.e.



L(ψn) −→ αN

dL(ψn)
Y ∗

−−→ 0,
as n −→ ∞.

In addition, there results

αN1 6 αN2 , ∀N1 < N2, (42)

0 < ρ 6 αN 6 sup
MN

L < +∞, ∀N ∈ N.

Proof. The existence of a Palais-Smale sequence for L at level αN follows by standard deformation
arguments, and then we only sketch the proof (see [44, 50] for details).

Preliminarily, we note that by Lemma 3.7 (and the definition of MN ) the classes FN are not
empty, and hence that the levels αN are well defined.

Now, suppose, by contradiction, that there is no Palais-Smale sequence at level αN . Then, since
L ∈ C1, there exist δ, ε > 0 such that

‖dL(ψ)‖ > δ, ∀ψ ∈ {αN − 2ε < L < αN + 2ε}. (43)

In addition, from (40) there exists Xε ∈ FN such that

sup
ψ∈Xε

L(ψ) < αN + ε,

and hence, combining with (43), we can see that there exists T > 0 such that

L (h−T (Xε)) ⊆ {L < αN − ε}.

As a consequence, if one shows that h−T (Xε) ∈ FN , then obtains a contradiction.
First, observe that h−T (Xε) ∈ A as hs is odd, so that it suffices to prove that

γ
[
ht
(
S+
r

)
∩ h−T (Xε)

]
> N.

On the other hand,

ht
(
S+
r

)
∩ h−T (Xε) = h−T

(
ht+T

(
S+
r

)
∩Xε

)
,

and then the monotonicity of the genus gives

γ
[
ht
(
S+
r

)
∩ h−T (Xε)

]
> γ

[
ht+T

(
S+
r

)
∩Xε

]
> N.

Therefore, h−T (Xε) ∈ FN and this entails that

αN 6 sup
ψ∈h−T (Xε)

L(ψ) < αN − ε,

which is a contradiction.
Finally, the first line of (42) follows again by monotonicity of the genus, whereas the second one

is a direct (up to some computations) consequence of Lemmas 3.4, 3.5 and 3.7. �
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Remark 3.9. It is easy to see that there are no non-trivial critical points for the action functional
L at levels α 6 0. Indeed, let ψ ∈ Y be such that dL(ψ) = 0 and L(ψ) = α. A simple computation
gives (

1

2
−

1

p

)∫

K
|ψ|p = α,

which implies that α > 0. Suppose, now, that α = 0. Consequently, ψ vanishes on the compact
core K. Then, it follows that ψ1

e(v) = ψ2
e(v) = 0, ∀v, e ∈ K, and thus, exploiting (8) and (25), that

ψ ≡ 0 on G.

Now, before giving the proof of Theorem 2.11, we discuss the compactness properties of Palais-
Smale sequences.

Proposition 3.10. For every α > 0, Palais-Smale sequences at level α are bounded in Y .

Proof. Let (ψn) be a Palais-Smale sequence at level α > 0 and assume by contradiction that, up
to subsequences,

‖ψn‖ω −→ ∞, as n→ ∞.

Simple computations show that, for n large,
(
1

2
−

1

p

)∫

K
|ψn|

p dx = L(ψn)−
1

2
〈dL(ψn)|ψn〉 6 C + ‖ψn‖ω.

and (recalling the definition of P±
ω given by (36))

∣∣〈dL(ψn)|P+
ω ψn〉

∣∣ =
∣∣∣∣
∫

G
〈P+

ω ψn, (D − ω)ψn〉 dx−

∫

K
|ψn|

p−2〈ψn, P
+
ω ψn〉 dx

∣∣∣∣ 6 ‖ψn‖ω.

As a consequence, using the Hölder inequality and (12), we get
∣∣∣∣
∫

G
〈P+

ω ψn, (D − ω)ψn〉 dx

∣∣∣∣ 6 ‖ψn‖ω +

∫

K
|ψn|

p−1|P+
ω ψn| dx

6 ‖ψn‖ω +

(∫

K
|ψn|

p dx

) p−1
p
(∫

K
|P+
ω ψn|

p dx

) 1
p

6 C (1 + ‖ψn‖ω)
1− 1

p ‖ψn‖ω.

(44)

On the other hand, by the definition of P±
ω , one sees that

‖P+
ω ψn‖

2
ω =

∫

G
〈P+

ω ψn, (D − ω)P+
ω ψn〉 dx =

∫

G
〈P+

ω ψn, (D − ω)ψn〉 dx

and, combining with (44),

‖P+
ω ψn‖

2
ω 6 C (1 + ‖ψn‖ω)

1− 1
p ‖ψn‖ω.

Arguing as before, one also finds that

‖P−
ω ψn‖

2
ω 6 C (1 + ‖ψn‖ω)

1− 1
p ‖ψn‖ω

and hence

‖ψn‖
2
ω 6 (C + ‖ψn‖ω)

1− 1
p ‖ψn‖ω,

which is a contradiction if ‖ψn‖ω → ∞, since 1− 1
p ∈ (12 , 1) as p > 2. �

Lemma 3.11. For every α > 0, Palais-Smale sequences at level α are pre-compact in Y .
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Proof. Let (ψn) be a Palais-Smale sequence at level α > 0. From Proposition 3.10, it is bounded
and then, up to subsequences,

ψn ⇁ ψ, in Y,

ψn −→ ψ, in Lp(K,C2).
(45)

On the other hand, by definition

o(1) = 〈dL(ψn)|P
+
ω (ψn − ψ)〉

=

∫

G
〈P+

ω (ψn − ψ), (D − ω)ψn〉 dx−

∫

K
|ψn|

p−2〈ψn, P
+
ω (ψn − ψ)〉 dx,

(46)

and (again) by Hölder inequality and (45)
∣∣∣∣
∫

K
|ψn|

p−2〈ψn, P
+
ω (ψn − ψ)〉 dx

∣∣∣∣ 6
∫

K
|ψn|

p−1|P+
ω ψn − ψ)| dx

6 ‖ψn‖
p−1
Lp(K,C2)

‖P+
ω (ψn − ψ)‖Lp(K,C2) = o(1).

As a consequence, combining with (46),
∫

G
〈P+

ω (ψn − ψ), (D − ω)ψn〉 dx = o(1). (47)

In addition, since (ψn − ψ)⇁ 0 in Y , we get
∫

G
〈P+

ω (ψn − ψ), (D − ω)ψ〉 dx = o(1)

and, summing with (47), there results

‖P+
ω (ψn − ψ)‖2ω =

∫

G
〈(D − ω)P+

ω (ψn − ψ), P+
ω (ψn − ψ)〉 dx = o(1).

Since, analogously, one can prove that

‖P−
ω (ψn − ψ)‖2ω =

∫

G
〈(D − ω)P−

ω (ψn − ψ), P−
ω (ψn − ψ)〉 dx = o(1),

we obtain

‖ψn − ψ‖2ω = o(1),

which concludes the proof. �

Finally, we have all the ingredients in order to prove Theorem 2.11.

Proof of Theorem 2.11. By Corollary 3.8, for every N ∈ N, there exists at least a Palais-Smale
sequence at level αN > 0 (defined by (40)) and, by Proposition 3.11, it converges to a critical point
of L, which is via Proposition 3.1 a bound state of the NLDE.

Now, if the inequalities in (42) are strict, then one immediately obtains the claim. However, if
αj = αj+1 = · · · = αj+q = α, for some q > 1, then the claim follows by [8, Proposition 10.8] as the
properties of the genus imply the existence of infinitely many critical points at level α. �
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4. Nonrelativistic limit of solutions

In this section we prove Theorem 2.12; namely, that there exists a wide class of (pairs of)
sequences (cn), (ωn) for which the nonrelativistic limit holds. More precisely, we show that with
such a choice of parameters the bound states of the NLDE converge, as cn → +∞, to the bound
states of the NLSE with α = 2m.

The strategy that we use is the one developed by M.J. Esteban and E. Séré in [24] for the case
of Dirac-Fock equations. However, the differences between both the equations and the frameworks
discussed call for some relevant modifications. In particular, while in [24] one of the main point is
the estimate of the sequence of the Lagrange multipliers of bound states with L2-norm fixed, here
the major point (since there is no constraint) is to prove that the limit is non-trivial. Moreover,
we also have to distinguish different cases according to the exponent p ∈ (2, 6) of the nonlinearity.

Preliminarily, note that, since here the role of the (sequence of the) speed of light is central, we
cannot set any more c = 1. As a consequence, all the previous results has to be meant with m
replaced by mc2n (and ω replaced by ωn). In addition, we denote by Dn the Dirac operator with
c = cn and with Ln the action functional with D = Dn and ω = ωn. There are clearly many other
quantities which actually depend on the index n (such as, for instance, the form domain Y , ZN ,
. . . ), but since such a dependence is not crucial we omit it for the sake of simplicity. In addition,
in the following, we will always make the assumptions (18),(19) and (20) on the parameters (cn),
(ωn). In particular, those assumptions immediately imply that

0 < C1 6 mc2n − ωn 6 C2. (48)

Now, from Theorem 2.11, for every fixed N ∈ N, there exist at least a pair of bound states of
frequency ωn at level αnN of the NLDE at speed of light cn. Hence, we denote throughout by (ψn)
a sequence of bound states corresponding to those values of parameters. Since all the following
results hold for every fixed N ∈ N, the dependence on N is understood in the sequel (unless stated
otherwise).

4.1. H1-boundedness of the sequence of the bound states. The first step is to prove that
the sequence (ψn) defined above is bounded in Lp(K,C2).

Lemma 4.1. Under the assumptions (18), (19) and (20), the sequence (ψn) is bounded in Lp(K,C2)
(uniformly with respect to n), as well as the associated minimax levels (αnN ).

Proof. First, recalling (41) and following the notation of the proof of Lemma 3.4, one sees that

αnN = inf
X∈FN

sup
ψ∈X

Ln(ψ) 6 sup
Y −⊕ZN

Ln.

In addition, following again the proof of Lemma 3.4, given an orthonormal basis η+j , j = 1, ..., N ,

of ZN , every spinor ψ ∈ Y − ⊕ ZN can be decomposed as

ψ = ϕ⊥ +
N∑

j=1

λjηj, λ1, . . . , λN ∈ C,

with ϕ⊥ ∈ Y − orthogonal to ζ :=
∑N

j=1 λjηj ∈ V . Arguing as in (30)–(34) we get

Ln(ψ) 6
1

2

∫

G
〈ζ, (Dn − ωn)ζ〉 dx− C

(∫

G
|ζ|2 dx

) p

2

. (49)
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On the other hand, exploiting (29) and (48), there results
∫

G
〈ζ, (Dn − ωn)ζ〉 dx = (mc2n − ωn)

∫

G
|ζ|2 dx 6 C

∫

G
|ζ|2 dx. (50)

Hence, combining (49) and (50),

Ln(ψ) 6 C

∫

G
|ζ|2 dx

[
1−

(∫

G
|ζ|2 dx

) p−2
2

]

and thus, since V does not depend on n and since p > 2

αnN 6 max
Y −⊕ZN

Ln 6 C < +∞, ∀n ∈ N.

Finally, as ψn is a critical point of the action functional,

αnN = Ln(ψn)−
1

2
〈dLn(ψn), ψn〉 =

(
1

2
−

1

p

)∫

K
|ψn|

p,

which concludes the proof. �

We can now prove that boundedness on Lp(K,C2) entails boundedness on L2(G,C2).

Lemma 4.2. Under the assumptions (18), (19) and (20), the sequence (ψn) is bounded in L2(G,C2)
(uniformly with respect to n).

Proof. For the sake of simplicity, denote by ψ± the projections of the spinor ψ ∈ Y given by (36)
(with ω = ωn). As the spectrum of the operator Dn − ωn is

σ(Dn − ωn) = (−∞,−mc2n − ωn] ∪ [mc2n − ωn,+∞) (51)

and ψn satisfies (14) (with c = cn and ω = ωn), Hölder inequality yields

0 6

∫

G
〈ψ+

n , (Dn − ωn)ψ
+
n 〉 dx =

∫

G
〈ψ+

n , (Dn − ωn)ψn〉 dx 6

∫

K
|ψn|

p−1|ψ+
n | dx

6

(∫

K
|ψn|

p dx

) p−1
p
(∫

K
|ψ+
n |
p dx

) 1
p

6 C

∫

K
|ψn|

p dx

for some C > 0, where in the last inequality we used the fact that the decomposition

Y = Y +
ωn

⊕ Y −
ωn

induces an analogous decomposition on Lp(K), that is

‖ψ±‖Lp(K,C2) 6 ‖ψ‖Lp(K,C2), ∀ψ ∈ Y.

Moreover, using (51) one can prove that
∫

G
〈ψ+

n , (Dn − ωn)ψ
+
n 〉 dx > (mc2n − ωn)

∫

G
|ψ+
n |

2 dx.

Then, combining the above observations with Lemma 4.1 and (48), there results

‖ψ+
n ‖

2
L2(G,C2) 6M <∞.

An analogous argument gives

(mc2n + ωn)‖ψ
−
n ‖

2
L2(G,C2) 6M <∞
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and then

‖ψ−
n ‖L2(G,C2) = O

(
1

cn

)
, as n→ +∞,

which concludes the proof. �

Finally, we can deduce boundedness in H1(G,C2). Preliminarily, we recall two Gagliardo-
Nirenberg inequalities for spinors that can be easily deduced from those on functions (see e.g. [49,
Proposition 2.6]). For every p > 2, there exists Cp > 0 such that

‖ψ‖p
Lp(G,C2)

6 Cp‖ψ‖
p

2
+1

L2(G,C2)
‖ψ′‖

p

2
−1

L2(G,C2)
, ∀ψ ∈ H1(G,C2). (52)

Moreover, there exists C∞ > 0 such that

‖ψ‖L∞(G,C2) 6 C∞‖ψ‖
1
2

L2(G,C2)
‖ψ′‖

1
2

L2(G,C2)
, ∀ψ ∈ H1(G,C2). (53)

Lemma 4.3. Let p ∈ (2, 6). Under the assumptions (18), (19) and (20), the sequence (ψn) is
bounded in H1(G,C2) (uniformly with respect to n).

Proof. First, recall that, since ψn are bound states they satisfy (edge by edge)

Dnψn = ωnψn + χ
K
|ψn|

p−2ψn. (54)

The L2(G,C2)-norm squared of the right-hand side of (54) reads

‖ωnψn + κ|ψn|
p−2ψn‖

2
L2(G,C2) = ω2

n‖ψn‖
2
L2(G,C2) +

∫

K
|ψn|

2(p−1) dx+ 2ωn

∫

K
|ψn|

p dx. (55)

Let us estimate the last two integrals. Using (53), Lemma 4.1 and Lemma 4.2, we get
∫

K
|ψn|

2(p−1) =

∫

K
|ψn|

p+(p−2) dx 6 ‖ψn‖
p−2
L∞(G,C2)

∫

K
|ψn|

p dx

6 Cp−2
∞ ‖ψn‖

p

2
+1

L2(G,C2)
‖ψ′

n‖
p

2
−1

L2(G,C2)
6 C‖ψ′

n‖
p

2
−1

L2(G,C2)
.

(56)

On the other hand, by (52) and Lemma 4.2
∫

K
|ψn|

p dx 6

∫

G
|ψn|

p dx 6 Cp‖ψn‖
p

2
+1

L2(G,C2)
‖ψ′

n‖
p

2
−1

L2(G,C2)
6 C‖ψ′

n‖
p

2
−1

L2(G,C2)
. (57)

Since an easy computation shows that

‖Dnψn‖
2
L2(G,C2) = c2n‖ψ

′
n‖

2
L2(G,C2) +m2c4n‖ψn‖

2
L2(G,C2), (58)

combining (55), (56), (57) and (58), we obtain that

c2n‖ψ
′
n‖

2
L2(G,C2) +m2c4n‖ψn‖

2
L2(G,C2) 6 ω2

n‖ψn‖
2
L2(G,C2) + C(1 + ωn)‖ψ

′
n‖

p

2
−1

L2(G,C2)
,

so that, from a repeated use of (18) and (19),

‖ψ′
n‖

6−p

2

L2(G,C2)
6 Cm.

Hence, the claim follows by the assumption p < 6. �

Remark 4.4. The above results also hold if (20) is replaced by the weaker assumption (48).



NLDE ON GRAPHS WITH LOCALIZED NONLINEARITIES 21

4.2. Passage to the limit. The last step consists in proving that the first components of the
sequence of bound states (ψn) converge to a bound state of the NLSE, while the second components
converge to zero.

For the sake of simplicity we assume throughout that the parameters p and λ are fixed and fulfill

p ∈ (2, 6) and λ < 0.

In addition, we set
un := ψ1

n and vn := ψ2
n, ∀n ∈ N, (59)

and, given the two sequences (cn) and (ωn) introduced in the previous section (which satisfy (18),
(19),(20) and (48)), we define

an := (mc2n − ωn)bn and bn :=
mc2n + ωn

c2n
, ∀n ∈ N.

Clearly, (48) implies that
bn −→ 2m, as n→ ∞ (60)

while (20) gives
an −→ −λ, as n→ ∞. (61)

We also recall that a function w : G → C is a bound state of the NLSE with fixed frequency λ
and α = 2m if and only if it is a critical point of the C2 functional J : H → R defined by

J(w) :=
1

2

∫

G
|w′|2 dx−

2m

p

∫

K
|w|p dx−

λ

2

∫

G
|w|2 dx,

where
H := {w ∈ H1(G) : (15) holds}

with the norm induced by H1(G) (this can be easily proved arguing as in [1, Proposition 3.3]). It
is also worth mentioning that a Palais-Smale sequence for J is a sequence (wn) ⊂ H such that
dJ(wn) → 0 in H∗, namely

sup
‖ϕ‖H61

〈dJ(wn)|ϕ〉 → 0, as n→ ∞.

Furthermore, there holds the following property.

Lemma 4.5. Let (wn) be a bounded sequence in H and, for every n, define the linear functional
An(wn) : H → R

〈An(wn)|ϕ〉 :=

∫

G
w′
nϕ

′ dx− bn

∫

K
|wn|

p−2wnϕdx+ an

∫

G
wnϕdx.

Then, (wn) is a Palais-Smale sequence for J if and only if

sup
‖ϕ‖H61

〈An(wn)|ϕ〉 → 0, as n→ ∞. (62)

Proof. The proof is trivial noting that

〈An(wn)− dJ(wn)|ϕ〉 = −(bn −m)

∫

K
|wn|

p−2wnϕdx+ (an + λ)

∫

G
wnϕdx

and exploiting (60), (61) and the fact that (wn) is bounded in H. �

The strategy to prove Theorem 2.12 is the following:

(i) prove that the sequence (vn) converges to 0 in H1(G);

(ii) prove that the sequence (un) is bounded away from zero in H1(G);
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(iii) prove that the sequence (un) satisfies (62), as by Lemmas 4.3 and 4.5, this entails that it
is a Palais-Smale sequence for J ;

(iv) prove that the sequence (un) converges (up to subsequences) in H to a function u, which
is then a bound state of the NLSE with frequency λ < 0.

We observe that we always tacitly use in the following the fact that, since each ψn is a bound
state of the NLDE, then un ∈ H, whereas vn 6∈ H, but satisfies (9). In addition, we highlight that,
in the sequel, we often use a “formal” commutation between the differential operator (·)′ and χ

K
.

Clearly, this is just a compact notation (which avoids tedious edge by edge computations) that
simply recalls the different form of the NLDE on the bounded edges due to the presence of the
localized nonlinearity.

As a first step, we prove item (i). As a byproduct of the proof, we also find an estimate of the
speed of convergence of (vn).

Lemma 4.6. The sequence (vn) converges to 0 in H1(G) as n→ ∞. More precisely, there holds

‖vn‖H1(G) = O

(
1

cn

)
, as n→ ∞. (63)

Proof. As (ψn) is a bound state of the NLDE, rewriting the equation in terms of its components,

−ıcnv
′
n + (mc2n − ωn)un = χ

K
(|un|

2 + |vn|
2)

p−2
2 un, (64)

−ıcnu
′
n − (mc2n + ωn)vn = χ

K
(|un|

2 + |vn|
2)

p−2
2 vn. (65)

Dividing (64) by cn and using (48) and Lemma 4.3, we have

‖v′n‖L2(G) = O

(
1

cn

)
. (66)

On the other hand, dividing (65) by c2n and using again Lemma 4.3, there results
∥∥∥∥−

ı

cn
u′n −

(mc2n + ωn)

c2n
vn

∥∥∥∥
L2(G)

= O

(
1

c2n

)

and hence

(mc2n + ωn)

c2n
‖vn‖L2(G) 6

∥∥∥∥−
ı

cn
u′n −

(mc2n + ωn)

c2n
vn

∥∥∥∥
L2(G)

+
1

cn

∥∥u′n
∥∥
L2(G) = O

(
1

cn

)
.

Finally, combining with (66), one obtains (63). �

Item (ii) requires some further effort.

Lemma 4.7. There exists µ > 0 such that

inf
n∈N

‖un‖H1(G) > µ > 0. (67)

Proof. Assume, by contradiction, that (67) does not hold, namely that, up to subsequences,

lim
n→∞

‖un‖H1(G) = 0. (68)

Dividing by cn and rearranging terms, (64) yields

− ıv′n =
1

cn

[
χ

K

(
|un|

2 + |vn|
2
) p−2

2 + (ωn −mc2n)

]
un, (69)
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and then, using (48), we find ∫

G
|v′n|

2 dx .
1

c2n

∫

G
|un|

2 dx. (70)

Moreover, (65) can be rewritten as

vn


1 + χ

K

(
|un|

2 + |vn|
2
) p−2

2

mc2n + ωn


 = −

ıcn
mc2n + ωn

u′n (71)

and, since (again by (48)) (mc2n + ωn) ∼ c2n, there results
∫

G
|vn|

2 dx .
1

c2n

∫

G
|u′n|

2 dx,

so that, combining with (70),

‖vn‖H1(G) .
1

cn
‖un‖H1(G). (72)

Note that (71) also shows that un is of class C1 on each edge.
Now, plugging (71) into (69), one obtains

− u′′n + anun = −
ıχ

K

cn

[(
|un|

2 + |vn|
2
)p−2

2 vn

]′
+ χ

K
bn

[(
|un|

2 + |vn|
2
) p−2

2 un

]
. (73)

Clearly, (73) is to be meant in a distributional sense. However, observing that it can be written as

−

[
u′n −

ıχ
K

cn

(
|un|

2 + |vn|
2
) p−2

2 vn

]′
= −anun + χ

K
bn

[(
|un|

2 + |vn|
2
)p−2

2 un

]
,

and that consequently the l.h.s. belongs to L2(G) and is continuous edge by edge (recalling also
that un is of class C1 edge by edge by (65)), the following multiplications by un and integrations
(by parts) can be proved to be rigorous in the Lebesgue sense.

Therefore, multiplying (73) by un and integrating (by parts) over G, at the l.h.s. we obtain

∫

G
|u′n|

2 dx+
∑

v∈K

(
∑

e≻v

un,e(v)
dun,e
dxe

(v)

)

︸ ︷︷ ︸
boundary terms

+an

∫

G
|un|

2 dx

where we denote by un,e (and vn,e) the restriction of un (and vn) to the edge (represented by) Ie,

and d
dxe

is to be meant as in Definition 2.9. Using (65) and the fact that un is of class C1 (edge

by edge), we find that

∑

e≻v

un,e(v)
dun,e
dxe

(v) =

= −
ı

cn

∑

e≻v

un,e(v)

(
(mc2n + ωn)vn,e(v)± +

(
|un,e(v)|

2 + |vn,e(v)|
2
)p−2

2 vn,e(v)±

)

= −
ı

cn

∑

e≻v

un,e(v)(mc
2
n + ωn)vn,e(v)±

︸ ︷︷ ︸
=:A

−
ı

cn

∑

e≻v

un,e(v)vn,e(v)±
(
|un,e(v)|

2 + |vn,e(v)|
2
) p−2

2



24 W. BORRELLI, R. CARLONE, AND L. TENTARELLI

(vn,e(v)± meant as in Definition 2.3). Moreover, as un and vn satisfy the vertex conditions (8) and
(9) (respectively), one has

A = −
ı(mc2n + ωn)

cn
un(v)

∑

e≻v

vn,e(v)± = 0,

while, for any v ∈ K and e ≻ v, there results
∣∣∣∣un,e(v)vn,e(v)±

(
|un,e(v)|

2 + |vn,e(v)|
2
)p−2

2

∣∣∣∣ 6 ‖|un|
2 + |vn|

2‖
p−2
2

L∞(G)‖un‖L∞(G)‖vn‖L∞(G)

. ‖un‖H1(G)‖vn‖H1(G) = o
(
‖un‖

2
H1(G)

)

(where we used Lemma 4.3, (72) and Sobolev embeddings). As a consequence (since the number
of the edges and the vertices is finite)

∑

v∈K

(
∑

e≻v

un,e(v)
dun,e
dxe

(v)

)
= o

(
‖un‖

2
H1(G)

)
,

so that (recalling (61)) ∫

G
|u′n|

2 dx+ an

∫

G
|un|

2 dx & ‖un‖
2
H1(G). (74)

Let us focus on the r.h.s. of (73). After multiplication times un and integration over G we have

−
ı

cn

∫

K
un

[(
|un|

2 + |vn|
2
)p−2

2 vn

]′
dx+ bn

∫

K

(
|un|

2 + |vn|
2
)p−2

2 |un|
2 dx.

The latter term can be easily estimated using the Hölder inequality and (60), (68) and (72), i.e.

bn

∫

K

(
|un|

2 + |vn|
2
) p−2

2 |un|
2 dx .

(
‖un‖

p−2
L∞(G) + ‖vn‖

p−2
L∞(G)

)∫

G
|un|

2 dx

.
(
‖un‖

p−2
H1(G) + ‖vn‖

p−2
H1(G)

)
‖un‖

2
H1(G) = o

(
‖un‖

2
H1

)
.

On the contrary, the former one requires some further efforts. Clearly,

1

cn

∫

K
un

[(
|un|

2 + |vn|
2
)p−2

2 vn

]′
dx =

1

cn

∫

K
v′nun

(
|un|

2 + |vn|
2
) p−2

2 dx

︸ ︷︷ ︸
=:I1

+

+
1

cn

∫

K
unvn

(
|un|

2 + |vn|
2
) p−4

2
(
unu

′
n + vnv

′
n

)
dx

︸ ︷︷ ︸
I2

. (75)

Using (69) and again Lemma 4.3, we immediately find that

|I1| .
1

c2n
‖un‖

2
H1(G) = o

(
‖un‖

2
H1(G)

)
.

It is, then, left to estimate I2. We distinguish two cases.
Estimate for I2, case p ∈ (2, 4): as p− 4 < 0 there holds

(
|un|

2 + |vn|
2
) p−4

2 6 2
p−4
2 (|un||vn|)

p−4
2 .
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As a consequence

|I2| .
1

cn

∫

K
|un|

p

2 |vn|
p−2
2 |u′n| dx+

1

cn

∫

K
|un|

p−2
2 |vn|

p

2 |v′n| dx =: I2,1 + I2,2.

Moreover,

I2,1 .
1

cn
‖vn‖

p−2
2

L∞(G)

∫

K
|un|

p

2 |u′n| dx

6
1

cn
‖vn‖

p−2
2

L∞(G)‖un‖
p

2

Lp(G)‖u
′
n‖L2(G) .

1

cn
‖vn‖

p−2
2

L∞(G)‖un‖
p

2
+1

H1(G),

whereas

I2,2 .
1

cn
‖un‖

p−2
2

L∞ ‖vn‖
p

2
+1

H1(G) .
1

cn
‖un‖

p−2
2

L∞ ‖un‖
p

2
+1

H1(G),

so that (since p > 2)

|I2| = o
(
‖un‖

2
H1(G)

)
.

Estimate for I2, case p ∈ [4, 6): as p− 4 > 0, there holds
∥∥∥(|un|2 + |vn|

2)
p−4
2

∥∥∥
L∞(G)

6 C.

and then arguing as before one can easily find (as well) that

|I2| = o
(
‖un‖

2
H1(G)

)
.

Summing up, we proved that for all p ∈ (2, 6),there results

|I1|+ |I2| = o
(
‖un‖

2
H1(G)

)

and hence, combining with (73), (74) and (75), we obtain that

‖un‖
2
H1(G) = o

(
‖un‖

2
H1(G)

)
,

which is the contradiction that concludes the proof. �

We now prove item (iii).

Lemma 4.8. The sequence (un) is a Palais-Smale sequence for J .

Proof. By Lemma 4.5 it is sufficient to prove (62). Take, then, ϕ ∈ H with ‖ϕ‖H1(G) 6 1.
Multiplying (73) by ϕ and integrating over G (which is rigorous as we showed in the proof of
Lemma 4.7) one gets

−

∫

G
ϕu′′n dx+ an

∫

G
ϕun dx =

= −
i

cn

∫

K
ϕ
[
(|un|

2 + |vn|
2)

p−2
2 vn

]′
dx+ bn

∫

K
(|un|

2 + |vn|
2)

p−2
2 unϕdx. (76)

Arguing as in the proof of Lemma 4.7 and using Lemma 4.6, one can check that

−

∫

G
ϕu′′n dx =

∫

G
ϕ′
nu

′
n dx+

∑

v∈K

(
∑

e≻v

ϕ(v)
d

dx
un,e(v)

)
=

∫

G
ϕ′
nu

′
n dx+ o(1) (77)
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(where throughout we mean that o(1) is independent of ϕ). Now, the first integral at the r.h.s. of
(76) reads

∫

K
ϕ
[
(|un|

2 + |vn|
2)

p−2
2 vn

]′
dx = −

∫

K
ϕ′
[
(|un|

2 + |vn|
2)

p−2
2 vn

]
dx

+
∑

v∈K

(
∑

e≻v

ϕ(v)(|un,e(v)|
2 + |vn,e(v)|

2)
p−2
2 vn,e(v)±

)
,

(78)

where the former term is estimated by
∫

K
(|un|

2 + |vn|
2)

p−2
2 |vn||ϕ

′| dx .

∫

K
|vn||ϕ

′| dx . ‖vn‖L2(K)‖ϕ
′‖L2(G) = o(1), (79)

whereas the latter is estimated by

∑

v∈K

(
∑

e≻v

|ϕ(v)|(|un,e(v)|
2 + |vn,e(v)|

2)
p−2
2 |vn,e(v)|

)
. ‖ϕ‖L∞(G)‖vn‖L∞(G) = o(1), (80)

(exploiting Lemmas 4.3 and 4.6). It is, then, left to discuss the last term at the r.h.s. of (76).
First note that∫

K

(
|un|

2 + |vn|
2
)p−2

2 unϕdx =

∫

K
|un|

p−2unϕdx+

∫

K

[ (
|un|

2 + |vn|
2
) p−2

2 − |un|
p−2
]
unϕdx

︸ ︷︷ ︸
=:R

and that
(
|un|

2 + |vn|
2
)p−2

2 − |un|
p−2 > 0.

Let us distinguish two cases (as in the proof of Lemma 4.7). Assume first that p ∈ (2, 4).

Therefore 0 < p−2
2 < 1, and this implies that

|R| 6

∫

K

[
(|un|

2 + |vn|
2)

p−2
2 − |un|

p−2
]
|un||ϕ| dx 6

∫

K
|vn|

p−2|un||ϕ| dx

6 ‖un‖L∞(G)‖vn‖
p−2
L∞(G)‖ϕ‖L2(G) = o(1).

(where we used again Lemmas 4.3 and 4.6).
On the other hand, assume that p ∈ (4, 6) (the case p = 4 is analogous). In this case we exploit

the elementary inequality

(a+ b)t − at 6 ct b (a
t−1 + bt−1), ∀a, b > 0,

with t > 1 and ct > 0. Then, setting t = p−2
2 > 1, a = |un|

2 and b = |vn|
2, we have that

∫

K

[ (
|un|

2 + |vn|
2
) p−2

2 − |un|
p−2
]
|un||ϕ| dx .

∫

K

(
|un|

p−4
2 + |vn|

p−4
2

)
|vn|

2|un||ϕ| dx = o(1).

Summing up, we proved that for all p ∈ (2, 6) there holds
∫

K

(
|un|

2 + |vn|
2
) p−2

2 unϕdx =

∫

K
|un|

p−2unϕdx+ o(1)

and, combining with (76), (77), (78), (79) and (80), one gets (62), which concludes the proof. �

Finally, we have all the ingredients to prove point (iv) and thus Theorem 2.12.
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Proof of Theorem 2.12. From Lemma 4.8 the sequence (un) is a Palais-Smale sequence for J . In
addition, from Lemma 4.3 it is bounded in H so that (up to subsequences)

{
un ⇁ u in H1(G),

un → u in Lp(K).
(81)

Now, following [48], define the linear functional B(u) : H1(G) → R

B(u)v :=

∫

G
u′v′ dx− λ

∫

G
uv dx.

From Lemma 4.8, (60), (61) and (81),

o(1) = 〈An(un)−B(u)|un − u〉

=

∫

G
|u′n − u′|2 dx− bn

∫

K
|un|

p−2un(un − u) dx+ an

∫

G
un(un − u) dx+ λ

∫

G
u(un − u) dx =

=

∫

G
|u′n − u′|2 dx− λ

∫

G
|un − u|2 dx+ o(1),

and, since λ < 0, this entails that un → u in H1(G). Since by Lemma 4.7 u 6= 0 (recalling also
Lemma 4.6), the claim of the theorem is proved. �

Appendix A. The Dirac operator on metric graphs

In this section, we present a sketch of the proof of Proposition 2.5, that is, self-adjointness and
spectrum of the operator D introduced by Definition 2.3.

Preliminarily, we observe that, using well-known results from the literature about self-adjoint
extensions, one could check that the operator D is in fact self-adjoint (see, e.g. [7, 16, 38, 42]).
In particular, the main result of [16] proves self-adjointness for Dirac operators on metric graphs
with a wide family of linear vertex conditions (including the Kirchoff-type ones (8)-(9)).

On the other hand, the study the spectral properties of D requires some further efforts. First,
one has to study the operator on the single components of the graph (segments and halflines)
imposing suitable boundary conditions. Then, one describes the effect of connecting these one-
dimensional components according to the topology of the graph, through the vertex condtions
(8)-(9).

This can be done, for instance, using the Theory of Boundary Triplets. In this section we limit
ourselves to a brief presentation of the main ideas and techniques. We refer the reader to [20, 27]
and references therein for more details.

Let us start by recalling some basic notions. Let A be a densely defined closed symmetric
operator in a separable Hilbert space H with equal deficiency indices n±(A) := dimN±i 6 ∞,
where Nz := ker(A∗ − z) is the defect subspace.

Definition A.1. A triplet Π = {H,Γ0,Γ1} is called a Boundary Triplet for the adjoint operator
A∗ if and only if H is an auxiliary Hilbert space and Γ0,Γ1 : dom(A∗) → H are linear mappings
such that the second abstract Green identity

〈A∗f |g〉 − 〈f |A∗g〉 = 〈Γ1f,Γ0g〉H − 〈Γ0f,Γ1g〉H, f, g ∈ dom(A∗),
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holds (〈·, ·〉H denoting the scalar product in H) and the mapping

Γ :=

(
Γ0

Γ1

)
: dom(A∗) → H⊕ H

is surjective.

Definition A.2. Let Π = {H,Γ0,Γ1} be a boundary triplet for the adjoint operator A∗. Consider,
in addition, the operator

A0 := A∗|ker Γ0

and denote by ρ(A0) its resolvent set. Then, the operator valued functions γ(·) : ρ(A0) → L(H,H)
and M(·) : ρ(A0) → L(H,H) defined by

γ(z) := (Γ0|Nz
)−1 and M(z) := Γ1 ◦ γ(z), z ∈ ρ(A0), (82)

are called the γ-field and Weyl function, respectively, associated with Π.

Then, we can sketch how to apply the Theory of Boundary Triplets to metric graphs. First,
observe that the set E of the edges of a metric graph G can be decomposed in two subsets: Es of
the bounded edges and Eh of the half-lines.

Fix, then, e ∈ Es and consider the corresponding minimal operator D̃e on He = L2(Ie) ⊗ C
2,

with the same action of (6) and domain H1
0 (Ie)⊗ C

2. The domain of the adjoint operator, which

acts as D̃e, is

dom(D̃∗
e) = H1(Ie)⊗ C

2

and a suitable choice of trace operators (introduced in [27]) is given by Γe0,1 : H1(Ie) ⊗ C
2 → C

2,
with

Γe0

(
ψ1
e

ψ2
e

)
=

(
ψ1
e(0)

icψ1
e (ℓe)

)
, Γe1

(
ψ1
e

ψ2
e

)
=

(
icψ2

e(0)

ψ2
e(ℓe)

)
.

In addition, given the boundary triplet {He,Γ
e
0,Γ

e
1}, with He = C

2, one can compute the gamma

field and the Weyl function using (82), and prove that D̃∗
e has defect indices n±(D̃e) = 2. Note,

also, that the operator De, with the same action of D̃∗
e and domain

dom(De) = ker Γe0,

is self-adjoint by construction.

Analogously, fix e′ ∈ Eh and consider the minimal operator D̃e′ on He′ = L2(R+)⊗C
2, with the

same action as before and domain H1
0 (R+)⊗ C

2. The adjoint operator has domain

dom(D̃∗
e′) = H1(R+)⊗ C

2

and the trace operators Γe
′

0,1 : H
1(R∗)⊗ C

2 → C can be defined as

Γe
′

0

(
ψ1
e′

ψ2
e′

)
= ψ1

e′(0), Γe
′

1

(
ψ1
e′

ψ2
e′

)
= icψ2

e′(0).

Again, the gamma field and the Weyl function are provided by (82) (with respect to the boundary

triplet {He′ ,Γ
e′
0 ,Γ

e′
1 }, with He′ = C), while the defect indices are n±(D̃e′) = 1. As before, the

operator

De′ := D̃∗
e′ , dom(De′) := ker Γe0

is self-adjoint by construction.
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As a further step, consider the operator on H =
⊕

e∈Es
He ⊕

⊕
e′∈Eh

He′ defined as the direct
sum

D0 :=
⊕

e∈Es

De ⊕
⊕

e′∈Eh

De′ ,

whose domain is given by the direct sum of the domains of the addends. The spectrum of the
operator D0, it is given by the superposition of the spectra of each addend, that is

σ(D0) =
⋃

e∈Es

σ(De) ∪
⋃

e′∈Eh

σ(De′).

Precisely, in [20] it is proved that each segment Ie, e ∈ Es contributes to the point spectrum of D0

with eigenvalues given by

σ(De) = σp(De) =



±

√
2mc2π2

ℓ2e

(
j +

1

2

)2

+m2c4 , j ∈ N



 , ∀e ∈ Es, (83)

while the spectrum on half-lines, on the contrary, is purely absolutely continuous and is given by

σ(De) = σac(De) = (−∞,−mc2] ∪ [mc2,+∞), ∀e ∈ Eh. (84)

Let us describe, now, the Dirac operator introduced in Definition 2.3 using Boundary Triplets.
Consider the operator

D̃ :=
⊕

e∈Es

D̃e ⊕
⊕

e′∈Eh

D̃e′ ,

and its adjoint

D̃∗ :=
⊕

e∈Es

D̃∗
e ⊕

⊕

e′∈Eh

D̃∗
e′

(with obvious definition of the domains). Define, also, the trace operators

Γ0,1 =
⊕

e∈Es

Γe0,1 ⊕
⊕

e′∈Eh

Γe
′

0,1.

One can prove that {H,Γ0,Γ1}, with H = C
M and M = 2|Es|+ |Eh|, is a boundary triplet for the

operator D̃∗, and it is possible to find the corresponding gamma-field and Weyl function arguing
as before.

On the other hand, note that boundary conditions (8)-(9) are “local”, in the sense that at each
vertex they are expressed independently of the conditions on other vertices. As a consequence, they
can be expressed by means of suitable block diagonal matrices A,B ∈ C

M×M , with AB∗ = BA∗,
as

AΓ0ψ = BΓ1ψ

(the model case at the end of the section clarifies the above notation). Observe also that the sign
convention of (9) can be incorporated in the definition of the matrix B.

Summing up, the Dirac operator with Kirchoff-type conditions can be defined as

D := D̃∗, dom(D) := ker(AΓ0 −BΓ1),

and thus the operator is self-adjoint (again) by construction.

Remark A.3. The boundary triplets method provides an alternative way to prove the self-adjointness
of the Dirac operator with conditions (8)-(9), different from the classical approach à la Von Neu-
mann adopted in [16].
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It is then left to prove (10). As for the Schrödinger case [32], the following Krein-type formula
for resolvent operators can be proved

(D − z)−1 − (D0 − z)−1 = γ(z) (BM(z)−A)−1Bγ∗(z), ∀z ∈ ρ(D) ∩ ρ(D0), (85)

and thus the resolvent of the operator D can be regarded as a perturbation of the resolvent of
the operator D0. In the above formula γ(·) and M(·) are the gamma-field and the Weyl function,
respectively, associated with D (see [20]). It turns out that the operator appearing in the right-
hand side of (85) is of finite rank. Therefore using Weyl’s Theorem [46, Thm XIII.14] one can
conclude from (85) that

σess(D) = σess(D0) = (−∞,−mc2] ∪ [mc2,+∞).

Finally, recall that the point eigenvalues (83) for D0 are embedded in the continuous spectrum
(84). Hence, in order to conclude the proof of Proposition 2.5 we have to show that they cannot
enter the gap (−mc2,mc2) as vertex conditions (8)-(9) are imposed.

Let λ ∈ σ(D) be an eigenvalue. As a consequence, for some ψ ∈ dom(D), there holds

Dψ = λψ,

that is

−ic
dψ2

dx
= (λ−mc2)ψ1, (86)

−ic
dψ1

dx
= (λ+mc2)ψ2. (87)

Assuming |λ| 6= m, we can divide both sides of (87) by (λ +mc2) and plug the value of ψ2 into
(86), so that

− c2
d2ψ1

dx2
= (λ2 −m2c4)ψ1. (88)

In addition, combining conditions (8)-(9) yields

∑

e≻v

dψ1
e

dx
(v) = 0,

ψ1
ei(v) = ψ1

ej (v), ∀ei, ej ≻ v.

Then, ψ1 turns out to be an eigenfunction of the laplacian with Kirchhoff vertex conditions on G.
Hence, multiplying (88) by ψ1 and integrating, one can see that

|λ| > mc2,

thus proving that there cannot be any eigenvalue of D in (−mc2,mc2). In other words, imposing
Kirchoff-type vertex conditions, the eigenvalues (83) can “move” to the thresholds ±mc2, but
cannot “enter the gap”.

A.1. A model case: the triple junction. Let us consider an example in order to clarify the
main ideas explained before. Consider a 3-star graph with one bounded edge and two half-lines,
as depicted in Figure 4.
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e1

e2

e3

Figure 4. A 3-star graph with a finite edge.

In this case the finite edge is identified with the interval I = [0, L] and 0 corresponds to the
common vertex of the segment and the half-lines. A suitable choice for the trace operators is

Γ0ψ =




ψ1
e1(0)

ψ1
e2(0)

ψ1
e3(0)

icψ1
e3(L)



, Γ1ψ =




icψ2
e1(0)

icψ2
e2(0)

icψ2
e3(0)

ψ2
e3(L)



,

and the Kirchoff-type conditions (8)-(9) can be rewritten as AΓ0ψ = BΓ1ψ, AB
∗ = BA∗, where

A =
2

3




−2 1 1 0

1 −2 1 0

1 1 −2 0

0 0 0 a



, B = −ı

2

3




1 1 1 0

1 1 1 0

1 1 1 0

0 0 0 b




(where, choosing the parameters a, b ∈ C, we can fix the value of the spinor on the non-connected
vertex). Since, as already remarked, conditions (8)-(9) are defined independently on each vertex,
one can iterate the above construction for a more general graph structure, thus obtaining matrices
A,B with a block structure, each block corresponding to a vertex (for the sake of brevity we omit
the details).

Appendix B. Definition of the form domain

In Section 2.3 we claimed that the form domain of the Dirac operator D can be defined inter-
polating between L2(G,C2) and the operator domain (7). The aim of this section is to provide a
more detailed justification of this statement, combining Spectral Theorem and Real Interpolation
Theory.

One of the most commonly used forms of the Spectral Theorem states, roughly speaking, that
every self-adjoint operator on a Hilbert space is isometric to a multiplication operator on a suitable
L2-space. In this sense the operator can be ”diagonalized” in an abstract way.

Theorem B.1. ([45, thm. VIII.4]) Let H be a self-adjoint operator on a separable Hilbert space
H with domain dom(H). There exists a measure space (M,µ), with µ a finite measure, a unitary
operator

U : H −→ L2 (M,dµ) ,

and a real valued function f on M , a.e. finite, such that
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(1) ψ ∈ dom(H) if and only if f(·)(Uψ)(·) ∈ L2(M,dµ),
(2) if ϕ ∈ U (dom(H)), then

(
UHU−1ϕ

)
(m) = f(m)ϕ(m), ∀m ∈M .

The above theorem essentially says that H is isometric to the multiplication operator by f (still
denoted by the same symbol) on the space L2(M,dµ), whose domain is given by

dom(f) :=
{
ϕ ∈ L2(M,dµ) : f(·)ϕ(·) ∈ L2(M,dµ)

}
.

endowed with the norm

‖ϕ‖21 :=

∫

M
(1 + f(m)2)ϕ(m)2dµ(m)

The form domain of f has an obvious explicit definition, as f is a multiplication operator, that is
{
ϕ ∈ L2(M,dµ) :

√
|f(·)|ϕ(·) ∈ L2(M,dµ)

}

Anyway, it can be recovered using real interpolation theory (we follow the presentation given
in [5, 9]). Consider the Hilbert spaces H0 := L2(M,dµ) with the norm ‖x‖0 := ‖x‖L2(dµ), and
H1 := dom(f), so that H1 ⊂ H0. Define, in addition, the following quadratic version of Peetre’s
K-functional

K(t, x) := inf
{
‖x0‖

2
0 + t‖x1‖

2
1 : x = x0 + x1, x0 ∈ H0, x1 ∈ H1

}
.

The squared norm ‖x‖21 is a densely defined quadratic form on H0, represented by

‖x‖21 = 〈(1 + f2(·))x, x〉0,

where 〈·, ·〉0 is the scalar product of H0.
By standard arguments (see e.g. [9] or [5, Ch. 7] and references therein) the intermediate spaces

Hθ ⊂ [H0,H1]θ ⊂ H0, 0 < θ < 1, are given by the elements x ∈ H0 such that the following
quantity is finite: ∫ ∞

0

(
t−θK(t, x)

) dt
t
<∞.

Then, for the space Hθ := [H0,H1]θ there holds

‖x‖2θ = 〈(1 + f2(·))θx, x〉0.

As a consequence, for θ = 1
2 one recovers the form domain of the operator f and, hence, setting

H = D and H = L2(G,C2), we can conclude that the space defined in (11) is exactly the form
domain of D, with Y = U−1H 1

2
.
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[24] M. J. Esteban and E. Séré, Nonrelativistic limit of the Dirac-Fock equations, Ann. Henri Poincaré, 2 (2001),
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