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#### Abstract

In this article, we investigate strategic information transmission over a noisy channel. This problem has been widely investigated in Economics, when the communication channel is perfect. Unlike in Information Theory, both encoder and decoder have distinct objectives and choose their encoding and decoding strategies accordingly. This approach radically differs from the conventional Communication paradigm, which assumes transmitters are of two types: either they have a common goal, or they act as opponent, e.g. jammer, eavesdropper. We formulate a point-to-point source-channel coding problem with state information, in which the encoder and the decoder choose their respective encoding and decoding strategies in order to maximize their long-run utility functions. This strategic coding problem is at the interplay between Wyner-Ziv's scenario and the Bayesian persuasion game of Kamenica-Gentzkow. We characterize a single-letter solution and we relate it to the previous results by using the concavification method. This confirms the benefit of sending encoded data bits even if the decoding process is not supervised, e.g. when the decoder is an autonomous device. Our solution has two interesting features: it might be optimal not to use all channel resources; the informational content impacts the encoding process, since utility functions capture preferences on source symbols.


[^0]
## I. Introduction

What are the limits of information transmission between autonomous devices? The internet of things (IoT) considers pervasive presence in the environment of a variety of devices that are able to interact and coordinate with each other in order to create new applications/services and reach common goals. Unfortunately the goals of wireless devices are not always common, for example adjacent access points in crowded downtown areas, seeking to transmit at the same time, compete for the use of bandwidth. Such situations require new efficient techniques to coordinate the actions of the devices whose objectives are neither aligned, nor antagonistic. This question differs from the classical paradigm in Information Theory which assumes that devices are of two types: transmitters pursue the common goal of transferring information, while opponents try to mitigate the communication (e.g. the jammer corrupts the information, the eavesdropper infers it, the warden detects the covert transmission). In this work, we seek to provide an information-theoretic look at the intrinsic limits of the strategic communication between interacting autonomous devices having non-aligned objectives.

The problem of "strategic information transmission" has been well studied in the Economics literature since the seminal paper by Crawford-Sobel [4]. In their model, a better-informed sender transmits a signal to a receiver, who takes an action which impacts both sender/receiver's utility functions. The problem consists in determining the optimal information disclosure policy given that the receiver' bestreply action will impact the sender's utility, see [5] for a survey. In [6], Kamenica-Gentzkow define the "Bayesian persuasion game" where the sender commits to an information disclosure policy before the game starts. This subtle change of rules of the game induces a very different equilibrium solution related to Stackelberg equilibrium [7], instead of Nash equilibrium [8]. This problem was later referred to as "information design" in [9], [10], [11]. In most of the articles in the Economics literature, the transmission between the sender and the receiver is noise-free; except the following ones [12], [13], [14] where the noisy transmission is investigated in a finite block-length regime. Noise-free transmission does not require the use of block coding techniques for compressing the information and mitigating the noise effects. Interestingly, Shannon's mutual information is widely accepted as a cost of information for the problem of "rational inattention" in [15] and for the problem of "costly persuasion" in [16]; in both cases there is no explicit reference to the coding problem.

Entropy and mutual information appear endogenously in repeated games with finite automata and bounded recall [17], [18], [19], with private observation [20], or with imperfect monitoring [21], [22], [23]. In [24], the authors investigate a sender-receiver game with common interests by formulating a coding problem and by using tools from Information Theory. In their model, the sender observes an
infinite source of information and communicates with the receiver through a perfect channel of fixed alphabet. This result was later refined by Cuff in [25] and referred to as the "coordination problem" in several articles [26], [27], [28], [29].


Fig. 1. The information source is i.i.d. $\mathcal{P}(u, z)$ and the channel $\mathcal{T}(y \mid x)$ is memoryless. The encoder $\mathcal{E}$ and the decoder $\mathcal{D}$ are endowed with distinct utility functions $\phi_{\mathrm{e}}(u, v) \in \mathbb{R}$ and $\phi_{\mathrm{d}}(u, v) \in \mathbb{R}$.

In the literature of Information Theory, the Bayesian persuasion game is investigated in [30] for Gaussian source and channel with Crawford-Sobel's quadratic cost functions. The authors compute the linear equilibrium's encoding and decoding strategies and relate their results to the literature on "decentralized stochastic control". In [31], [32], the authors extend the model of Crawford-Sobel to multidimentional sources and noisy channels. They determine whether the optimal encoding policies are linear or based on quantification. Sender-receiver games are also investigated in [33], [34] for the problem of "strategic estimation" involving self-interested sensors; and in [35] for the "strategic congestion control" problem. In [36], [37], [38], the authors investigate the computational aspects of the Bayesian persuasion game when the signals are noisy. In [39], [40] the interference channel coding problem is formulated as a game in which the users, i.e. the pairs of encoder/decoder, are allowed to use any encoding/decoding strategy. The authors compute the set of Nash equilibria for linear deterministic and Gaussian channels.

The non-aligned devices' objectives are captured by utility functions, defined in a similar way as the distortion function for lossy source coding. Coding for several distortion measures is investigated for "multiple descriptions coding" in [41], for the lossy version of "Steinberg's common reconstruction" problem in [42], for an alternative measure of "secrecy" in [43], [44], [45], [46]. In [47], Lapidoth investigates the "mismatch source coding problem" in which the sender is constrained by Nature, to encode according to a different distortion than the decoder's one. The coding problems in these works consider two types of transmitters: either they pursue a common goal, or they behave as opponents.

The problem of information transmission has therefore been addressed from two complementary point of views: the economists consider noiseless environment and non-aligned objectives whereas the information theorists consider noisy environment and the objectives are either aligned or opposed. In this work, we propose a novel framework in order to investigate both aspects simultaneously, by considering
noisy environment and non-aligned transmitters' objectives. We formulate the strategic coding problem by considering a joint source-channel scenario in which the decoder observes a state information à la Wyner-Ziv [48]. This model generalizes the framework we introduced in our previous work, in [49]. The encoder and the decoder are endowed with distinct utility functions and they play a multi-dimensional version of the Bayesian persuasion game of Kamenica-Gentkow in [6]. We point out two essential features of the strategic coding problem:

- Each source symbol has a different impact on encoder/decoder's utility functions; so it's optimal to encode each symbol differently.
- In the noiseless version of the Bayesian persuasion game in [6], the optimal information disclosure policy requires a fixed amount of information bits. When the channel capacity is larger than this amount, it is optimal not to use all the channel resource.

The contributions of this article are as follows:

- We characterize the single-letter solution of the strategic coding problem and we relate it to Wyner-Ziv's rate-distortion function [48] and to the separation result by Merhav-Shamai [50]. This characterization is based on the set of probability distributions that are achievable for the related coordination problem, under investigation in [51, Theorem IV.2].
- We reformulate our single-letter solution in terms of a concavification as in Kamenica-Gentkow [6], taking into account the information constraint imposed by the noisy channel. This provides an alternative point of view on the problem: given an encoding strategy, the decoder computes its posterior beliefs and chooses a best-reply action accordingly. Knowing this in advance, the encoder discloses the information optimally such as to induce the posterior beliefs corresponding to its optimal actions.
- We reformulate our solution in terms of a concavification of a Lagrangian, so as to relate with the cost of information considered for rational inattention in [15] and for the costly persuasion in [16]. We also provide a bi-variate concavification where the information constraint is integrated along an additional dimension.
- One technical novelty is the characterization of the posterior beliefs induced by Wyner-Ziv's coding. This confirms the benefit of sending encoded data bits to a autonomous decoder, even if the decoding process is not controlled. In fact, we prove that Wyner-Ziv's coding reveals the exact amount of information needed, no less no more. This property also holds for Shannon's Lossy source coding, as demonstrated in [49].
- When the channel is perfect and has a large input alphabet, our coding problem is equivalent to
several i.i.d. copies of the one-shot problem, whose optimal solution is given by our characterization without the information constraint. This noise-free setting is related to the problem of "persuasion with heterogeneous beliefs" under investigation in [52] and [53].
- We illustrate our results by considering an example with binary source, states and decoder's actions. We explain the concavification method and we analyse the impact of the channel noise on the set of achievable posterior beliefs.
- Surprisingly, the decoder's state information has two opposite effects on the optimal encoder's utility: it enlarges the set of decoder's posterior beliefs, so it may increase encoder's utility; it reveals partial information to the decoder, so it forces some decoder's best-reply actions that might be sub-optimal for the encoder, hence it may decrease encoder's utility.

The strategic coding problem is formulated in Sec. [II The encoding and decoding strategies and the utility functions are defined in Sec. II-A The persuasion game is introduced in Sec. II-B Our coding result and the four different characterizations are stated in Sec. III. The first one is a linear program under an information constraint, formulated in Sec. III-A. The main Theorem is stated in Sec.III-B. In Sec. III-C, we reformulate our solution in terms of three different concavifications, related to the previous results. Sec. IV provides an example based on a binary source, binary states and binary decoder's actions. The solution is provided without information constraint in Sec. IV-A and with information constraint in Sec. IV-B. The proofs are stated in App A - D .

## II. Strategic Coding Problem

## A. Coding Strategies and Utility Functions

We consider the i.i.d. distribution of information source/state $\mathcal{P}(u, z)$ and the memoryless channel distribution $\mathcal{T}(y \mid x)$ depicted in Fig. [1. Uppercase letters $U$ denote the random variables, lowercase letters $u$ denote the realizations and calligraphic fonts $\mathcal{U}$ denote the alphabets. Notations $U^{n}, X^{n}, Y^{n}, Z^{n}, V^{n}$ stand for sequences of random variables of information source $u^{n}=\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{U}^{n}$, decoder's state information $z^{n} \in \mathcal{Z}^{n}$, channel inputs $x^{n} \in \mathcal{X}^{n}$, channel outputs $y^{n} \in \mathcal{Y}^{n}$ and decoder's actions $v^{n} \in \mathcal{V}^{n}$, respectively. The sets $\mathcal{U}, \mathcal{Z}, \mathcal{X}, \mathcal{Y}, \mathcal{V}$ have finite cardinality and the notation $\Delta(\mathcal{X})$ stands for the set of probability distributions over $\mathcal{X}$, i.e. the probability simplex. With a slight abuse of notation, we denote by $\mathcal{Q}(x) \in \Delta(\mathcal{X})$ the probability distribution, as in [54, pp. 14]. For example the joint probability distribution $\mathcal{Q}(x, v) \in \Delta(\mathcal{X} \times \mathcal{V})$ decomposes as: $\mathcal{Q}(x, v)=\mathcal{Q}(v) \times \mathcal{Q}(x \mid v)=\mathcal{Q}(x) \times \mathcal{Q}(v \mid x)$. The distance between two probability distributions $\mathcal{Q}(x)$ and $\mathcal{P}(x)$ is based on $L^{1}$ norm, denoted by: $\|\mathcal{Q}-\mathcal{P}\|_{1}=\sum_{x \in \mathcal{X}}|\mathcal{Q}(x)-\mathcal{P}(x)|$. Notation $U \multimap X \multimap Y$ stands for the Markov chain property
corresponding to $\mathcal{P}(y \mid x, u)=\mathcal{P}(y \mid x)$, for all $(u, x, y)$. The encoder and the decoder and denoted by $\mathcal{E}$ and $\mathcal{D}$.

## Definition II. 1 (Encoding and Decoding Strategies)

- The encoder $\mathcal{E}$ chooses an encoding strategy $\sigma$ and the decoder $\mathcal{D}$ chooses a decoding strategy $\tau$, defined by:

$$
\begin{align*}
& \sigma: \mathcal{U}^{n} \longrightarrow \Delta\left(\mathcal{X}^{n}\right)  \tag{1}\\
& \tau: \mathcal{Y}^{n} \times \mathcal{Z}^{n} \longrightarrow \Delta\left(\mathcal{V}^{n}\right) \tag{2}
\end{align*}
$$

Both strategies $(\sigma, \tau)$ are stochastic.

- The strategies $(\sigma, \tau)$ induces a joint probability distribution $\mathcal{P}_{\sigma, \tau} \in \Delta\left(\mathcal{U}^{n} \times \mathcal{Z}^{n} \times \mathcal{X}^{n} \times \mathcal{Y}^{n} \times \mathcal{V}^{n}\right)$ over the $n$-sequences of symbols, defined by:

$$
\begin{equation*}
\prod_{i=1}^{n} \mathcal{P}\left(u_{i}, z_{i}\right) \times \sigma\left(x^{n} \mid u^{n}\right) \times \prod_{i=1}^{n} \mathcal{T}\left(y_{i} \mid x_{i}\right) \times \tau\left(v^{n} \mid y^{n}, z^{n}\right) \tag{3}
\end{equation*}
$$

The encoding and decoding strategies $(\sigma, \tau)$ correspond to the problem of joint source-channel coding with decoder's state information studied in [50], based on Wyner-Ziv's setting in [48]. Unlike these previous works, we investigate the case where the encoder and the decoder are autonomous decisionmakers, who choose their own encoding $\sigma$ and decoding $\tau$ strategies. In this work, the encoder and the decoder have non-aligned objectives captured by distincts utility functions, depending on the source symbol $U$, the decoder's state information $Z$ and on decoder's action $V$.

Definition II. 2 (Utility Functions) • The single-letter utility functions of $\mathcal{E}$ and $\mathcal{D}$ are defined by:

$$
\begin{align*}
& \phi_{e}: \mathcal{U} \times \mathcal{Z} \times \mathcal{V} \longrightarrow \mathbb{R}  \tag{4}\\
& \phi_{d}: \mathcal{U} \times \mathcal{Z} \times \mathcal{V} \longrightarrow \mathbb{R} \tag{5}
\end{align*}
$$

- The long-run utility functions $\Phi_{e}^{n}(\sigma, \tau)$ and $\Phi_{d}^{n}(\sigma, \tau)$ are evaluated with respect to the probability distribution $\mathcal{P}_{\sigma, \tau}$ induced by the strategies $(\sigma, \tau)$ :

$$
\begin{align*}
\Phi_{e}^{n}(\sigma, \tau) & =\mathbb{E}_{\sigma, \tau}\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{e}\left(U_{i}, Z_{i}, V_{i}\right)\right] \\
& =\sum_{u^{n}, z^{n}, v^{n}} \mathcal{P}_{\sigma, \tau}\left(u^{n}, z^{n}, v^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{e}\left(u_{i}, z_{i}, v_{i}\right)\right],  \tag{6}\\
\Phi_{d}^{n}(\sigma, \tau) & =\sum_{u^{n}, z^{n}, v^{n}} \mathcal{P}_{\sigma, \tau}\left(u^{n}, z^{n}, v^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{d}\left(u_{i}, z_{i}, v_{i}\right)\right] . \tag{7}
\end{align*}
$$

## B. Bayesian Persuasion Game

We investigate the strategic communication between autonomous devices who choose the encoding $\sigma$ and decoding $\tau$ strategies in order to maximize their own long-run utility functions $\Phi_{\mathrm{e}}^{n}(\sigma, \tau)$ and $\Phi_{\mathrm{d}}^{n}(\sigma, \tau)$. We assume that the encoding strategy $\sigma$ is designed and observed by the decoder in advance, i.e. before the transmission starts; then the decoder is free to choose any decoding strategy $\tau$. This framework corresponds to the Bayesian persuasion game [6], in which the encoder commits to its strategy $\sigma$ and announces it to the decoder, who chooses strategy $\tau$ accordingly. We assume that the strategic communication takes place as follows:

- The encoder $\mathcal{E}$ chooses and announces an encoding strategy $\sigma$ to the decoder $\mathcal{D}$.
- The sequences $\left(U^{n}, Z^{n}, X^{n}, Y^{n}\right)$ are drawn according to the probability distribution: $\prod_{i=1}^{n} \mathcal{P}\left(u_{i}, z_{i}\right) \times \sigma\left(x^{n} \mid u^{n}\right) \times \prod_{i=1}^{n} \mathcal{T}\left(y_{i} \mid x_{i}\right)$.
- The decoder $\mathcal{D}$ knows $\sigma$, observes the sequences of symbols $\left(Y^{n}, Z^{n}\right)$ and draws a sequence of actions $V^{n}$ according to $\tau\left(v^{n} \mid y^{n}, z^{n}\right)$.

By knowing $\sigma$ in advance, the decoder $\mathcal{D}$ can compute the set of best-reply decoding strategies.

Definition II. 3 (Decoder's Best-Replies) For any encoding strategy $\sigma$, the set of best-replies decoding strategies $B R_{d}(\sigma)$, is defined by:

$$
\begin{equation*}
B R_{d}(\sigma)=\left\{\tau, \text { s.t. } \Phi_{d}^{n}(\sigma, \tau) \geq \Phi_{d}^{n}(\sigma, \widetilde{\tau}), \forall \widetilde{\tau} \neq \tau\right\} . \tag{8}
\end{equation*}
$$

In case there are several best-reply strategies, we assume that the decoder chooses the one that minimizes encoder's utility: $\min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau)$, so that encoder's utility is robust to the exact specification of decoder's strategy.

The coding problem under investigation consists in maximizing the encoder's long-run utility:

$$
\begin{equation*}
\sup _{\sigma} \min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau) . \tag{9}
\end{equation*}
$$

Problem (9) raises the following interesting question: is it optimal for an autonomous decoder to extract the encoded information? We provide a positive answer to this question by showing that the actions induced by Wyner-Ziv's decoding $\tau^{\mathrm{wz}}$ coincide with those induced by any best-reply $\tau^{\mathrm{BR}} \in \mathrm{BR}_{\mathrm{d}}\left(\sigma^{\mathrm{wz}}\right)$ to Wyner-Ziv's encoding $\sigma^{\text {wz }}$, for a large fraction of stages. We characterize a single-letter solution to (9), by refining Wyner-Ziv's result for source coding with decoder's state information [48].

Remark II. 4 (Stackelberg v.s. Nash Equilibrium) The optimization problem of (9) is a Bayesian persuasion game [6], [16] also referred to as Information Design problem [9], [10], [11]. This corresponds
to a Stackelberg equilibrium [7] in which the encoder is the leader and the decoder is the follower, unlike the Nash equilibrium [8] in which the two devices choose their strategy simultaneously.

Remark II. 5 (Equal Utility Functions) When assuming that the encoder and decoder have a common objective, i.e. have equal utility function $\phi_{\mathrm{e}}=\phi_{\mathrm{d}}$, our problem boils down to the classical approach of Wyner-Ziv [48] and Merhav-Shamai [50], in which both strategies $(\sigma, \tau)$ are chosen jointly, in order to maximize the utility function:

$$
\begin{equation*}
\sup _{\sigma} \min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau)=\max _{(\sigma, \tau)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau), \tag{10}
\end{equation*}
$$

or to minimize a distortion function.

## III. Characterizations

## A. Linear Program with Information Constraint

Before stating our main result, we define the encoder's optimal utility $\Phi_{\mathrm{e}}^{\star}$.

Definition III. 1 (Target Distributions) We consider an auxiliary random variable $W \in \mathcal{W}$ with $|\mathcal{W}|=$ $\min \left(|\mathcal{U}|+1,|\mathcal{V}|^{|\mathcal{Z}|}\right)$. The set $\mathbb{Q}_{0}$ of target probability distributions is defined by:

$$
\begin{equation*}
\mathbb{Q}_{0}=\left\{\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u), \quad \text { s.t. }, \quad \max _{\mathcal{P}(x)} I(X ; Y)-I(U ; W \mid Z) \geq 0\right\} . \tag{11}
\end{equation*}
$$

We define the set $\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))$ of single-letter best-replies of the decoder:

$$
\begin{equation*}
\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))=\operatorname{argmax}_{\mathcal{Q}(v \mid z, w)} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\ \mathcal{Q}(v \mid z, w)}}\left[\phi_{d}(U, Z, V)\right] . \tag{12}
\end{equation*}
$$

The encoder's optimal utility $\Phi_{e}^{\star}$ is given by:

$$
\begin{equation*}
\Phi_{e}^{\star}=\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \min _{\mathbb{Q}_{2}^{(Q)(v) z(u), w, w))}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\ \times \mathcal{Q}(v \mid z, w)}}\left[\phi_{e}(U, Z, V)\right] . \tag{13}
\end{equation*}
$$

We discuss the above definitions.

- The information constraint (11) of the set $\mathbb{Q}_{0}$ involves the channel capacity $\max _{\mathcal{P}(x)} I(X ; Y)$ and the Wyner-Ziv's information rate $I(U ; W \mid Z)=I(U ; W)-I(W ; Z)$, stated in [48]. It corresponds to the separation result by Shannon [55], extended to the Wyner-Ziv setting by Merhav-Shamai in [50].
- For the clarity of the presentation, the set $\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))$ contains stochastic functions $\mathcal{Q}(v \mid z, w)$, even if for the linear problem (12), some optimal $\mathcal{Q}(v \mid z, w)$ are deterministic. If there are several optimal $\mathcal{Q}(v \mid z, w)$, we assume the decoder chooses the one that minimize encoder's utility: $\min _{\substack{\mathcal{Q}(v)(z, w) \in \\ Q_{2}(\mathcal{Q}(u, z, w))}} \mathbb{E}\left[\phi_{\mathrm{e}}(U, Z, V)\right]$, so that encoder's utility is robust to the exact specification of $\mathcal{Q}(v \mid z, w)$. - The supremum over $\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}$ is not a maximum since the function $\min _{\substack{\left.\mathcal{Q}(v \mid z, w) \in \\ \mathbb{Q}_{2}(u, z, w)\right)}} \mathbb{E}\left[\phi_{\mathbf{e}}(U, Z, V)\right]$
is not continuous with respect to $\mathcal{Q}(u, z, w)$.
- In [51, Theorem IV.2], the author shows that the sets $\mathbb{Q}_{0}$ and $\mathbb{Q}_{2}$ correspond to the target probability distributions $\mathcal{Q}(u, z, w) \times \mathcal{Q}(v \mid z, w)$ that are achievable for the problem of empirical coordination, see also [26], [28]. As noticed in [56] and [57], the tool of Empirical Coordination allows us to characterize the "core of the decoder's knowledge", that captures what the decoder can infer about all the random variables of the problem.
- The value $\Phi_{\mathrm{e}}^{\star}$ corresponds to the Stackelberg equilibrium of an auxiliary one-shot game in which the decoder chooses $\mathcal{Q}(v \mid z, w)$, knowing in advance that the encoder has chosen $\mathcal{Q}(w \mid u) \in \mathbb{Q}_{0}$ and the utility functions are: $\mathbb{E}\left[\phi_{\mathrm{e}}(U, Z, V)\right]$ and $\mathbb{E}\left[\phi_{\mathrm{d}}(U, Z, V)\right]$.

Remark III. 2 (Equal Utility Functions) When assuming that the decoder's utility function is equal to the encoder's utility function: $\phi_{\mathrm{d}}(u, z, v)=\phi_{\mathrm{e}}(u, z, v)$, then the set $\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))$ is equal to $\operatorname{argmax}_{\mathcal{Q}(v \mid z, w)} \mathbb{E}\left[\phi_{\mathrm{e}}(U, Z, V)\right]$. Thus, we have:

$$
\begin{equation*}
\min _{\substack{\mathcal{Q}(v \mid z, w) \in) \\ \mathbb{Q}_{\mathcal{Q}}(\mathcal{Q}(u, z, w))}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\ \times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathfrak{e}}(U, Z, V)\right]=\max _{\mathcal{Q}(v \mid z, w)} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\ \times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathbf{e}}(U, Z, V)\right] . \tag{14}
\end{equation*}
$$

Hence, the encoder's optimal utility $\Phi_{\mathrm{e}}^{\star}$ is equal to:

$$
\begin{align*}
\Phi_{\mathrm{e}}^{\star} & =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \min _{\substack{\mathcal{Q}(v \mid z, w) \in}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right]  \tag{15}\\
& =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \max _{\mathcal{Q}(v \mid z, w)} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right]  \tag{16}\\
& =\max _{\substack{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0} \\
\mathcal{Q}(v \mid z, w)}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right] . \tag{17}
\end{align*}
$$

The supremum in (16) is replaced by a maximum in (17) due to the compacity of $\mathbb{Q}_{0}$ and the continuity of function $\max _{\mathcal{Q}(v \mid z, w)} \mathbb{E}\left[\phi_{\mathrm{e}}(U, Z, V)\right]$ with respect to $\mathcal{Q}(u, z, w)$.

If we consider that the utility function is equal to minus the distortion function: $\phi_{\mathrm{e}}(u, z, v)=-d(u, v)$ as in [50, Definition 1], then we recover the distortion-rate function corresponding to [50, Theorem 1]:

$$
\begin{equation*}
\Phi_{\mathrm{e}}^{\star}=-\min _{\substack{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}, \mathcal{Q}(v \mid z, w)}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\ \times \mathcal{Q}(v \mid z, w)}}[d(U, V)] . \tag{18}
\end{equation*}
$$

## B. Main Result

We introduce the notation $\mathbb{N}^{\star}=\mathbb{N} \backslash\{0\}$ and we characterize the encoder's long-run optimal utility (9) by using $\Phi_{\mathrm{e}}^{\star}$.

Theorem III. 3 (Main Result) The long-run optimal utility of the encoder satisfies:

$$
\begin{align*}
& \forall \varepsilon>0, \exists \bar{n} \in \mathbb{N}^{\star}, \forall n \geq \bar{n}, \quad \sup _{\sigma} \min _{\tau \in B R_{d}(\sigma)} \Phi_{e}^{n}(\sigma, \tau) \geq \Phi_{e}^{\star}-\varepsilon,  \tag{19}\\
& \forall n \in \mathbb{N}, \quad \sup _{\sigma} \min _{\tau \in B R_{d}(\sigma)} \Phi_{e}^{n}(\sigma, \tau) \leq \Phi_{e}^{\star} . \tag{20}
\end{align*}
$$

The proofs of the achievability (19) and the converse (20) results are given in App. B and When removing decoder's state information $\mathcal{Z}=\emptyset$, we recover our previous result in [49, Theorem 4.3]. As a consequence, Theorem 【II. 3 characterizes the limit behaviour of long-run optimal utility of the encoder:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup _{\sigma} \min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau)=\Phi_{\mathrm{e}}^{\star} \tag{21}
\end{equation*}
$$

## C. Concavification

The concavification of a function $f$ is the smallest concave function cav $f: \mathcal{X} \rightarrow \mathbb{R} \cup\{-\infty\}$ that majorizes $f$ on $X$. In this section, we reformulate the encoder's optimal utility $\Phi_{\mathrm{e}}^{\star}$ in terms of a concavification, similarly to [6, Corollary 1] and [49, Definition 4.2]. This alternative approach simplifies the optimization problem in (13), by plugging the decoder's posterior beliefs and best-reply actions into the encoder's utility function. This also provides a nice interpretation: the goal of the strategic communication is to control the posterior beliefs of the decoder knowing it will take a best-reply action afterwards.

Before the transmission, the decoder holds a prior belief corresponding to the source's statistics $\mathcal{P}(u) \in$ $\Delta(\mathcal{U})$. After observing the pair of symbols $(w, z) \in \mathcal{W} \times \mathcal{Z}$, the decoder updates its posterior belief $\mathcal{Q}(\cdot \mid z, w) \in \Delta(\mathcal{U})$ according to Bayes rule: $\mathcal{Q}(u \mid z, w)=\frac{\mathcal{P}(u, z) \mathcal{Q}(w \mid u)}{\sum_{u^{\prime}} \mathcal{P}\left(u^{\prime}, z\right) \mathcal{Q}\left(w \mid u^{\prime}\right)}$, for all $(u, z, w) \in \mathcal{U} \times \mathcal{W} \times \mathcal{Z}$.

Definition III. 4 (Best-Reply Action) For each symbol $z \in \mathcal{Z}$ and belief $p \in \Delta(\mathcal{U})$, the decoder chooses the best-reply action $v^{\star}(z, p)$ that belongs to the set $\mathcal{V}^{\star}(z, p)$, defined by:

$$
\begin{equation*}
\mathcal{V}^{\star}(z, p)=\operatorname{argmin}_{v \in \operatorname{argmax} \mathbb{E}_{p}\left[\phi_{d}(U, z, v)\right]} \mathbb{E}_{p}\left[\phi_{e}(U, z, v)\right] . \tag{22}
\end{equation*}
$$

If several actions are best-replies to symbol $z \in \mathcal{Z}$ and belief $p \in \Delta(\mathcal{U})$, the decoder chooses one of the worst action for encoder's utility. This is a reformulation of the minimum in (13).

Definition III. 5 (Robust Utility Function) For each symbol $z \in \mathcal{Z}$ and belief $p \in \Delta(\mathcal{U})$, the encoder's robust utility function is defined by:

$$
\begin{equation*}
\psi_{e}(z, p)=\mathbb{E}_{p}\left[\phi_{e}\left(U, z, v^{\star}(z, p)\right)\right] . \tag{23}
\end{equation*}
$$

Definition III. 6 (Average Utility and Average Entropy) For each belief $p \in \Delta(\mathcal{U})$, we define the average encoder's utility function $\Psi_{e}(p)$ and average entropy function $h(p)$ :

$$
\begin{align*}
\Psi_{e}(p) & =\sum_{u, z} p(u) \cdot \mathcal{P}(z \mid u) \cdot \psi_{e}\left(z, \frac{p(u) \cdot \mathcal{P}(z \mid u)}{\sum_{u^{\prime}} p\left(u^{\prime}\right) \cdot \mathcal{P}\left(z \mid u^{\prime}\right)}\right)  \tag{24}\\
h(p) & =\sum_{u, z} p(u) \cdot \mathcal{P}(z \mid u) \cdot \log _{2} \frac{\sum_{u^{\prime}} p\left(u^{\prime}\right) \cdot \mathcal{P}\left(z \mid u^{\prime}\right)}{p(u) \cdot \mathcal{P}(z \mid u)} \tag{25}
\end{align*}
$$

The conditional probability distribution $\mathcal{P}(z \mid u)$ is given by the information source.

Lemma 1 (Concavity) The average entropy $h(p)$ is concave in $p \in \Delta(\mathcal{U})$.
Proof. [Lemma 1] The average entropy $h(p)$ in (25) is a reformulation of the conditional entropy $H(U \mid Z)$ as a function of the probability distribution $p \in \Delta(\mathcal{U})$, for a fixed $\mathcal{P}(z \mid u)$. The mutual information $I(U ; Z)$ is convex in $p \in \Delta(\mathcal{U})$ (see [58, pp. 23]), and the entropy $H(U)$ is concave in $p \in \Delta(\mathcal{U})$. Hence the conditional entropy $h(p)=H(U \mid Z)=H(U)-I(U ; Z)$ is concave in $p \in \Delta(\mathcal{U})$.

Theorem III. 7 (Concavification) The solution $\Phi_{e}^{\star}$ of (13) is the concavification of $\Psi_{e}(p)$ evaluated at the prior distribution $\mathcal{P}(u)$, under an information constraint:

$$
\left.\begin{array}{rl}
\Phi_{e}^{\star}=\sup \left\{\sum_{w} \lambda_{w} \cdot \Psi_{e}\left(p_{w}\right)\right. & \text { s.t. }
\end{array} \quad \sum_{w} \lambda_{w} \cdot p_{w}=\mathcal{P}(u) \in \Delta(\mathcal{U}), ~ 子 \quad \text { and } \quad \sum_{w} \lambda_{w} \cdot h\left(p_{w}\right) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right\},
$$

where the supremum is taken over $\lambda_{w} \in[0,1]$ summing up to 1 and $p_{w} \in \Delta(\mathcal{U})$, for each $w \in \mathcal{W}$ with $|\mathcal{W}|=\min \left(|\mathcal{U}|+1,|\mathcal{V}|^{|\mathcal{Z}|}\right)$.

The proof of Theorem $I I .7$ is stated in App. A. The "splitting Lemma" by Aumann and Maschler [59], also called "Bayes plausibility" in [6], ensures that there is a one-to-one correspondance between the conditional distribution $\mathcal{Q}(w \mid u)=\frac{\lambda_{w} \cdot p_{w}(u)}{\mathcal{P}(u)}$ and the parameters $\left(\lambda_{w}, p_{w}\right)_{w \in \mathcal{W}}$, also referred to as the "splitting of the prior belief". Formulation (26) provides an alternative point of view on the encoder's optimal utility (13).

- The optimal solution $\Phi_{\mathrm{e}}^{\star}$ can be found by the concavification method [59]. In Sec [IV] we provide an example that illustrates the optimal splitting and the corresponding expected utility.
- When the channel is perfect and has a large input alphabet $|\mathcal{X}| \geq \min \left(|\mathcal{U}|,|\mathcal{V}|^{|\mathcal{Z}|}\right)$, the strategic coding problem is equivalent to several i.i.d. copies of the one-shot problem, whose optimal solution is given by our characterization without the information constraint (26). This noise-free setting is related to the problem of persuasion with heterogeneous beliefs under investigation in [52] and [53].
- The information constraint $\sum_{w} \lambda_{w} \cdot h\left(p_{w}\right) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)$ in (26) is a reformulation of $I(U ; W \mid Z) \leq \max _{\mathcal{P}(x)} I(X ; Y)$ in (11):

$$
\begin{align*}
\sum_{w} \lambda_{w} \cdot h\left(p_{w}\right) & =\sum_{w} \lambda_{w} \cdot H(U \mid Z, W=w)  \tag{27}\\
& =H(U \mid Z, W) \tag{28}
\end{align*}
$$

- The dimension of the problem (26) is $|\mathcal{U}|$. Caratheodory's Lemma (see [60, Corollary 17.1.5, pp. 157] and [49, Corollary A.4, pp. 39]) provides the cardinality bound: $|\mathcal{W}|=|\mathcal{U}|+1$.
- The cardinality of $\mathcal{W}$ is also restricted to the vector of recommended actions $|\mathcal{W}|=|\mathcal{V}|^{|\mathcal{Z}|}$, telling to the decoder which action to play in each state. Otherwise assume that two posteriors $p_{w_{1}}$ and $p_{w_{2}}$ induce the same vectors of actions $v^{1}=\left(v_{1}^{1}, \ldots, v_{|\mathcal{Z}|}^{1}\right)=v^{2}=\left(v_{1}^{2}, \ldots, v_{|\mathcal{Z}|}^{2}\right)$. Then, both posteriors $p_{w_{1}}$ and $p_{w_{2}}$ can be replaced by their average:

$$
\begin{equation*}
\widetilde{p}=\frac{\lambda_{w_{1}} \cdot p_{w_{1}}+\lambda_{w_{2}} \cdot p_{w_{2}}}{\lambda_{w_{1}}+\lambda_{w_{2}}} \tag{29}
\end{equation*}
$$

without changing the utility and still satisfying the information constraint:

$$
\begin{align*}
& h(\widetilde{p}) \geq \frac{\lambda_{w_{1}} \cdot h\left(p_{w_{1}}\right)+\lambda_{w_{2}} \cdot h\left(p_{w_{2}}\right)}{\lambda_{w_{1}}+\lambda_{w_{2}}}  \tag{30}\\
\Longrightarrow & \sum_{\substack{w \neq w_{1}, w \neq w_{2}}} \lambda_{w} \cdot h\left(p_{w}\right)+\left(\lambda_{w_{1}}+\lambda_{w_{2}}\right) \cdot h(\widetilde{p}) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y) . \tag{31}
\end{align*}
$$

Inequality (30) comes from the concavity of $h(p)$, stated in Lemma 1 .
Following the arguments of [49, Theorem 5.1], the splitting under information constraint of Theorem III.7 can be reformulated in terms of Lagrangian and in terms of a general concavification $\tilde{\Psi}_{\mathrm{e}}(p, \nu)$ defined by:

$$
\tilde{\Psi}_{\mathrm{e}}(p, \nu)=\left\{\begin{array}{l}
\Psi_{\mathrm{e}}(p), \text { if } \nu \leq h(p)  \tag{32}\\
-\infty, \text { otherwise }
\end{array}\right.
$$

Theorem III. 8 The optimal solution $\Phi_{e}^{\star}$ reformulates as:

$$
\begin{align*}
\Phi_{e}^{\star} & =\inf _{t \geq 0}\left\{\operatorname{cav}\left[\Psi_{e}+t \cdot h\right](\mathcal{P}(u))-t \cdot\left(H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right)\right\}  \tag{33}\\
& =\operatorname{cav} \tilde{\Psi}_{e}\left(\mathcal{P}(u), H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right) . \tag{34}
\end{align*}
$$

Equation (33) is the concavification of a Lagrangian that integrates the information constraint. The proof follows directly from [49, Proposition A.2, pp. 37].
Equation (34) corresponds to a bi-variate concavification where the information constraint requires an additional dimension. The proof follows directly from [49, Lemma A.1, pp. 36].

## IV. Example with Binary Source and State

We consider a binary source $U \in\left\{u_{1}, u_{2}\right\}$ with probability $\mathcal{P}\left(u_{2}\right)=p_{0} \in[0,1]$. The binary state information $Z \in\left\{z_{1}, z_{2}\right\}$ is drawn according to the conditional probability distribution $\mathcal{P}(z \mid u)$ with parameter $\delta_{1} \in[0,1]$ and $\delta_{2} \in[0,1]$, as depicted in Fig. 2] For the clarity of the presentation, we consider a binary auxiliary random variable $W \in\left\{w_{1}, w_{2}\right\}$, even if this choice might be sub-optimal since: $|\mathcal{W}|=\min \left(|\mathcal{U}|+1,|\mathcal{V}|^{|\mathcal{Z}|}\right)=3$. The solutions provided below implicitly refer to this special case of $|\mathcal{W}|=2$. The random variable $W$ is drawn according to the conditional probability distribution $\mathcal{Q}(w \mid u)$ with parameters $\alpha \in[0,1]$ and $\beta \in[0,1]$. The joint probability distribution $\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u)$ is represented by Fig. 2] The utility functions of the encoder $\phi_{\mathrm{e}}(u, v)$ and decoder $\phi_{\mathrm{d}}(u, v)$ are given by


Fig. 2. Joint probability distribution $\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u)$ depending on parameters $p_{0} \in[0,1], \delta_{1} \in[0,1], \delta_{2} \in[0,1], \alpha \in[0,1]$ and $\beta \in[0,1]$.

Fig. 3, 4 and do not depend on the state $z$. In this example, the goal of the decoder is to choose the action $v$ that matches the source symbol $u$, whereas the goal of encoder is to persuade the decoder to take the action $v_{2}$. After receiving the pair of symbols $(w, z)$, the decoder updates its posterior belief


Fig. 3. Utility function of the encoder $\phi_{\mathrm{e}}(u, v)$.


Fig. 4. Utility function of the decoder $\phi_{\mathrm{d}}(u, v)$.
$\mathcal{P}(\cdot \mid w, z) \in \Delta(\mathcal{U})$, according to Bayes rule. We denote by $p \in \Delta(\mathcal{U})$ the decoder's belief and we denote by $\gamma=0.6$ the belief threshold at which the decoder changes its action. When the decoder's belief is exactly equal to the threshold $p\left(u_{2}\right)=\gamma=0.6$, the decoder is indifferent between the two actions $\left\{v_{1}, v_{2}\right\}$ so it chooses $v_{1}$, i.e. the worst action for the encoder. Hence the decoder chooses a best-reply action $v_{1}^{\star}$ or $v_{2}^{\star}$ depending on the interval $[0,0.6]$ or $\left.] 0.6,1\right]$ in which lies the belief $p\left(u_{2}\right) \in[0,1]$, see Fig. 5. Since the utility functions given by Fig. 3, 4 do not depends on $Z$, we denote by $\psi_{\mathrm{e}}(p)$ the robust


Fig. 5. The decoder's best-reply action $v^{\star}$ depends on its belief $p \in \Delta(\mathcal{U})$ : it plays $v_{1}^{\star}$ if $p\left(u_{2}\right) \in[0,0.6]$ and $v_{2}^{\star}$ if $p\left(u_{2}\right) \in$ ]0.6, 1].
utility function of the encoder (see Definition III.5), given by:

$$
\begin{align*}
\psi_{\mathbf{e}}(p) & =\min _{\substack{p\left(u_{1}\right) \cdot \phi_{\mathrm{d}}\left(u_{1}, v\right)+p\left(u_{2}\right) \cdot \phi_{\mathrm{d}}\left(u_{2}, v\right)}} p\left(u_{1}\right) \cdot \phi_{\mathbf{e}}\left(u_{1}, v\right)+p\left(u_{2}\right) \cdot \phi_{\mathrm{e}}\left(u_{2}, v\right),  \tag{35}\\
& \left.\left.=\mathbb{1}\left(p\left(u_{2}\right) \in\right] 0.6,1\right]\right) . \tag{36}
\end{align*}
$$

## A. Concavification without Information Constraint

In this section, we assume that the channel capacity is large enough $\max _{\mathcal{P}(x)} I(X ; Y) \geq \log _{2}|\mathcal{U}|$, so we investigate the concavification of $\Psi_{\mathrm{e}}(p)$ (see Definition III.6), without information constraint:

$$
\begin{equation*}
\Phi_{\mathrm{e}}^{\circ}=\sup \left\{\sum_{w} \lambda_{w} \cdot \Psi_{\mathrm{e}}\left(p_{w}\right) \quad \text { s.t. } \quad \sum_{w} \lambda_{w} \cdot p_{w}=\mathcal{P}(u) \in \Delta(\mathcal{U})\right\} . \tag{37}
\end{equation*}
$$

The correlation between random variables $(U, Z)$ is fixed whereas the correlation between random variables $(U, W)$ is chosen strategically by the encoder. This imposes a strong relationship between the three different kinds of posterior beliefs: $\mathcal{Q}(u \mid z), \mathcal{Q}(u \mid w), \mathcal{Q}(u \mid w, z)$. We denote by $p_{01} \in[0,1]$, $p_{02} \in[0,1]$ the belief parameters after observing the state information $Z$ only:

$$
\begin{align*}
& p_{01}=\mathcal{Q}\left(u_{2} \mid z_{1}\right)=\frac{p_{0} \cdot \delta_{2}}{p_{0} \cdot \delta_{2}+\left(1-p_{0}\right) \cdot\left(1-\delta_{1}\right)},  \tag{38}\\
& p_{02}=\mathcal{Q}\left(u_{2} \mid z_{2}\right)=\frac{p_{0} \cdot\left(1-\delta_{2}\right)}{p_{0} \cdot\left(1-\delta_{2}\right)+\left(1-p_{0}\right) \cdot \delta_{1}} . \tag{39}
\end{align*}
$$

The beliefs parameters $p_{01}, p_{02}$ are given by the source probability distribution $\mathcal{P}(u, z) \in \Delta(\mathcal{U} \times \mathcal{Z})$ and correspond to the horizontal dotted lines in Fig. 8, for $p_{0}=0.5, \delta_{1}=0.7, \delta_{2}=0.9$. We denote by
$q_{1} \in[0,1], q_{2} \in[0,1]$ the belief parameters after observing only the symbol $W$ sent by the encoder:

$$
\begin{align*}
& q_{1}=\mathcal{Q}\left(u_{2} \mid w_{1}\right)=\frac{p_{0} \cdot \beta}{p_{0} \cdot \beta+\left(1-p_{0}\right) \cdot(1-\alpha)}  \tag{40}\\
& q_{2}=\mathcal{Q}\left(u_{2} \mid w_{2}\right)=\frac{p_{0} \cdot(1-\beta)}{p_{0} \cdot(1-\beta)+\left(1-p_{0}\right) \cdot \alpha} . \tag{41}
\end{align*}
$$

By inverting the system of equations (40) - (41), we express the cross-over probabilities $\alpha\left(q_{1}, q_{2}\right)$ and $\beta\left(q_{1}, q_{2}\right)$ as functions of the target belief parameters $\left(q_{1}, q_{2}\right)$ :

$$
\left\{\begin{array}{l}
\alpha\left(q_{1}, q_{2}\right)=\frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)}  \tag{42}\\
\beta\left(q_{1}, q_{2}\right)=\frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)}
\end{array}\right.
$$

Lemma 2 (Feasible Posteriors) The parameters $\alpha\left(q_{1}, q_{2}\right)$ and $\beta\left(q_{1}, q_{2}\right)$ belong to the interval $[0,1]$ if and only if $q_{1} \leq p_{0} \leq q_{2}$ or $q_{2} \leq p_{0} \leq q_{1}$.

The proof of Lemma 2 is stated in App. D. Thanks to the Markov chain property $Z \multimap U-W$ the posterior beliefs $\mathcal{Q}(u \mid w, z)$ reformulate in terms of $\mathcal{Q}(u \mid w)$ :

$$
\begin{equation*}
\mathcal{Q}(u \mid w, z)=\frac{\mathcal{Q}(u, z, w)}{\mathcal{Q}(z, w)}=\frac{\mathcal{Q}(u, z \mid w)}{\sum_{u^{\prime}} \mathcal{Q}\left(u^{\prime}, z \mid w\right)}=\frac{\mathcal{Q}(u \mid w) \mathcal{P}(z \mid u)}{\sum_{u^{\prime}} \mathcal{Q}\left(u^{\prime} \mid w\right) \mathcal{P}\left(z \mid u^{\prime}\right)}, \quad \forall(u, z, w) \in \mathcal{U} \times \mathcal{Z} \times \mathcal{W} \tag{43}
\end{equation*}
$$



Fig. 6. Posterior beliefs $\left(p_{1}, p_{2}\right)$ depending on $q_{1} \in\left[0, p_{0}\right]$ and posterior beliefs $\left(p_{3}, p_{4}\right)$ depending on $q_{2} \in\left[p_{0}, 1\right]$, for $p_{0}=0.5$, $\delta_{1}=0.7, \delta_{2}=0.9$ and $\gamma=0.6$.

We define the belief parameters $p_{1} \in[0,1], p_{2} \in[0,1], p_{3} \in[0,1], p_{4} \in[0,1]$ after observing $(W, Z)$ and we express them as functions of $q_{1}, q_{2}$ :

$$
\begin{align*}
& p_{1}=\mathcal{Q}\left(u_{2} \mid w_{1}, z_{1}\right)=\frac{q_{1} \cdot \delta_{2}}{\left(1-q_{1}\right) \cdot\left(1-\delta_{1}\right)+q_{1} \cdot \delta_{2}},  \tag{44}\\
& p_{2}=\mathcal{Q}\left(u_{2} \mid w_{1}, z_{2}\right)=\frac{q_{1} \cdot\left(1-\delta_{2}\right)}{\left(1-q_{1}\right) \cdot \delta_{1}+q_{1} \cdot\left(1-\delta_{2}\right)},  \tag{45}\\
& p_{3}=\mathcal{Q}\left(u_{2} \mid w_{2}, z_{1}\right)=\frac{q_{2} \cdot \delta_{2}}{\left(1-q_{2}\right) \cdot\left(1-\delta_{1}\right)+q_{2} \cdot \delta_{2}},  \tag{46}\\
& p_{4}=\mathcal{Q}\left(u_{2} \mid w_{2}, z_{2}\right)=\frac{q_{2} \cdot\left(1-\delta_{2}\right)}{\left(1-q_{2}\right) \cdot \delta_{1}+q_{2} \cdot\left(1-\delta_{2}\right)} . \tag{47}
\end{align*}
$$

Fig. 6 represents $\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ as a functions of $q_{1} \in\left[0, p_{0}\right]$ and $q_{2} \in\left[p_{0}, 1\right]$. In fact, the beliefs $q_{1}$ and $q_{2}$, are the key parameters since they control the decoder's best-reply action $v^{\star}(p)$ through the beliefs $\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$. We define the two following functions of $q \in[0,1]$ :

$$
\begin{align*}
& p_{1}(q)=\frac{q \cdot \delta_{2}}{(1-q) \cdot\left(1-\delta_{1}\right)+q \cdot \delta_{2}},  \tag{48}\\
& p_{2}(q)=\frac{q \cdot\left(1-\delta_{2}\right)}{(1-q) \cdot \delta_{1}+q \cdot\left(1-\delta_{2}\right)} . \tag{49}
\end{align*}
$$

Given the belief threshold $\gamma=0.6$ at which the decoder changes its action, we define the parameters $\nu_{1}$ and $\nu_{2}$ such that $p_{1}\left(\nu_{1}\right)=\gamma$ and $p_{2}\left(\nu_{2}\right)=\gamma$.

$$
\begin{align*}
& \gamma=p_{1}\left(\nu_{1}\right) \Longleftrightarrow \nu_{1}=\frac{\gamma \cdot\left(1-\delta_{1}\right)}{\delta_{2} \cdot(1-\gamma)+\gamma \cdot\left(1-\delta_{1}\right)}  \tag{50}\\
& \gamma=p_{2}\left(\nu_{2}\right) \Longleftrightarrow \nu_{2}=\frac{\gamma \cdot \delta_{1}}{\gamma \cdot \delta_{1}+\left(1-\delta_{2}\right) \cdot(1-\gamma)} \tag{51}
\end{align*}
$$

This belief parameters $\nu_{1}$ and $\nu_{2}$ allow to reformulate the utility function of the encoder as a function of belief $\mathcal{Q}(u \mid w)$ (see Fig. 7), instead of belief $\mathcal{Q}(u \mid w, z)$ (see Fig. [8).

The solution $\Phi_{\mathrm{e}}^{\circ}$ corresponds to the concavification of the function $\Psi_{\mathrm{e}}$, defined over $q \in[0,1]$ :

$$
\begin{align*}
\Psi_{\mathrm{e}}(q) & =\left((1-q) \cdot\left(1-\delta_{1}\right)+q \cdot \delta_{2}\right) \cdot \psi_{\mathrm{e}}\left(p_{1}(q)\right)+\left((1-q) \cdot \delta_{1}+q \cdot\left(1-\delta_{2}\right)\right) \cdot \psi_{\mathrm{e}}\left(p_{2}(q)\right),  \tag{52}\\
\Phi_{\mathrm{e}}^{\circ} & =\operatorname{cav} \Psi_{\mathrm{e}}\left(p_{0}\right)=\sup _{\substack{\lambda,, q, q^{\prime}}}\left\{\lambda \cdot \Psi_{\mathrm{e}}(q)+(1-\lambda) \cdot \Psi_{\mathrm{e}}\left(q^{\prime}\right) \quad \text { s.t. } \quad \lambda \cdot q+(1-\lambda) \cdot q^{\prime}=p_{0}\right\} . \tag{53}
\end{align*}
$$

Fig. 7 represents the utility function $\Psi_{\mathrm{e}}(q)$ of the encoder, depending on the belief $q \in[0,1]$. When the belief $q \in\left[\nu_{1}, \nu_{2}\right]$, then $\psi_{\mathrm{e}}\left(p_{1}(q)\right)=1$ whereas $\psi_{\mathrm{e}}\left(p_{2}(q)\right)=0$. The optimal splitting is represented by the square and circle. This indicates that the optimal posterior beliefs are $\left(p_{1}, p_{2}\right)=\left(\gamma, p_{2}\left(\nu_{1}\right)\right)$ and $\left(p_{3}, p_{4}\right)=\left(p_{1}\left(\nu_{2}\right), \gamma\right)$, as in Fig. 8

When the decoder has no state information, the optimal solution by Kamenica-Gentzkow [6] is the concavification of the function $\left.\left.\psi_{\mathbf{e}}(p)=\mathbb{1}(p \in] 0.6,1\right]\right)$, corresponding to $\widetilde{\Phi_{\mathrm{e}}}$ in Fig. 88, In this example, the decoder's state information $Z$ decreases the optimal utility of the encoder $\widetilde{\Phi_{\mathrm{e}}} \geq \Phi_{\mathrm{e}}^{\circ}$.


Fig. 7. Optimal encoder's utility depending on the belief parameter $q \in[0,1]$ after observing $W$, for parameters $p_{0}=0.5$, $\delta_{1}=0.7, \delta_{2}=0.9$ and $\gamma=0.6$.

## B. Concavification with Information constraint

In this section, we assume that the channel capacity is equal to: $C=\max _{\mathcal{P}(x)} I(X ; Y)=0.1$, so the information constraint of $\mathbb{Q}_{0}$ is active. The average entropy stated in (25) reformulates as a function of $q \in[0,1]:$

$$
\begin{equation*}
h(q)=\left((1-q) \cdot\left(1-\delta_{1}\right)+q \cdot \delta_{2}\right) \cdot H_{b}\left(p_{1}(q)\right)+\left((1-q) \cdot \delta_{1}+q \cdot\left(1-\delta_{2}\right)\right) \cdot H_{b}\left(p_{2}(q)\right), \tag{54}
\end{equation*}
$$

where $H_{b}(\cdot)$ denotes the binary entropy. The dark blue region in Fig. 9 represents the set of posterior distributions $\left(q_{1}, q_{2}\right)$ with $q_{1} \leq p_{0} \leq q_{2}$ or $q_{2} \leq p_{0} \leq q_{1}$, that satisfy the information constraint:

$$
\begin{align*}
& \frac{p_{0}-q_{2}}{q_{1}-q_{2}} \cdot h\left(q_{1}\right)+\frac{q_{1}-p_{0}}{q_{1}-q_{2}} \cdot h\left(q_{2}\right) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)  \tag{55}\\
\Longleftrightarrow & \mathcal{Q}\left(w_{1}\right) \cdot H\left(U \mid Z, W=w_{1}\right)+\mathcal{Q}\left(w_{2}\right) \cdot H\left(U \mid Z, W=w_{2}\right) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)  \tag{56}\\
\Longleftrightarrow & I(U ; W \mid Z) \leq \max _{\mathcal{P}(x)} I(X ; Y) . \tag{57}
\end{align*}
$$

The green region in Fig. 9 corresponds to the information constraint $I(U ; W) \leq \max _{\mathcal{P}(x)} I(X ; Y)$, i.e. when the decoder does not observe the state information $Z$. The case without decoder's state information


Fig. 8. Optimal encoder's utility depending on the belief $p\left(u_{2}\right) \in[0,1]$ after observing $(W, Z)$, for parameters $p_{0}=0.5$, $\delta_{1}=0.7, \delta_{2}=0.9$ and $\gamma=0.6$.
$Z$ is investigated in [49] and the corresponding information constraint is given by:

$$
\begin{align*}
& \frac{p_{0}-q_{2}}{q_{1}-q_{2}} \cdot H_{b}\left(q_{1}\right)+\frac{q_{1}-p_{0}}{q_{1}-q_{2}} \cdot H_{b}\left(q_{2}\right) \geq H(U)-\max _{\mathcal{P}(x)} I(X ; Y)  \tag{58}\\
\Longleftrightarrow & \mathcal{Q}\left(w_{1}\right) \cdot H\left(U \mid W=w_{1}\right)+\mathcal{Q}\left(w_{2}\right) \cdot H\left(U \mid W=w_{2}\right) \geq H(U)-\max _{\mathcal{P}(x)} I(X ; Y)  \tag{59}\\
\Longleftrightarrow & I(U ; W) \leq \max _{\mathcal{P}(x)} I(X ; Y) . \tag{60}
\end{align*}
$$

 with the information constraint of $\mathbb{Q}_{0}$.

The optimal posterior beliefs are represented on Fig. 10, by the square and the circle. Due to the restriction imposed by the channel, the optimal posterior beliefs are $\left(\nu_{3}, \nu_{2}\right)$ instead of $\left(\nu_{1}, \nu_{2}\right)$, and this reduces the encoder's optimal utility to $\Phi_{\mathrm{e}}^{\star} \simeq 0.63$ instead of $\Phi_{\mathrm{e}}^{\circ} \simeq 0.64$. In fact, the posterior beliefs $\left(\nu_{1}, \nu_{2}\right)$ do not satisfy the information constraint: $\lambda h\left(\nu_{1}\right)+(1-\lambda) h\left(\nu_{2}\right)<H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)$, whereas the pair of posterior beliefs $\left(\nu_{3}, \nu_{2}\right)$ lies at the boundary of the blue region in Fig. 9 Posterior beliefs $\left(\nu_{3}, \nu_{2}\right)$ determine the posterior beliefs $\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$, represented in Fig. 11 that satisfy the


Fig. 9. Regions of posterior beliefs $\left(q_{1}, q_{2}\right)$ satisfying the information constraints: $I(U ; W \mid Z) \leq C$ in dark blue, and $I(U ; W) \leq$ $C$ in green, for $p_{0}=0.5, \delta_{1}=0.7, \delta_{2}=0.9$ and channel capacity $C=0.1$.


Fig. 10. Optimal encoder's utility depending on the belief parameter $q \in[0,1]$ after observing $W$, for parameters $p_{0}=0.5$, $\delta_{1}=0.7, \delta_{2}=0.9, \gamma=0.6$ and $C=0.1$. The curve represents the average entropy $h(q)=H(U \mid Z)$ defined in (54), as a function of $q \in[0,1]$.


Fig. 11. Optimal encoder's utility depending on the belief $p\left(u_{2}\right) \in[0,1]$ after observing $(W, Z)$, for parameters $p_{0}=0.5$, $\delta_{1}=0.7, \delta_{2}=0.9$ and $\gamma=0.6$. The curve represents the binary entropy $H_{b}(\cdot)$, as a function of $p\left(u_{2}\right) \in[0,1]$.
reformulation of the information constraint:

$$
\begin{equation*}
\lambda_{w_{1}, z_{1}} H_{b}\left(p_{1}\right)+\lambda_{w_{1}, z_{2}} H_{b}\left(p_{2}\right)+\lambda_{w_{2}, z_{1}} H_{b}\left(p_{3}\right)+\lambda_{w_{2}, z_{2}} H_{b}\left(p_{4}\right)=H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y), \tag{61}
\end{equation*}
$$

and provide the corresponding expected utility $\Phi_{\mathrm{e}}^{\star} \simeq 0.63$.

Remark IV. 1 (Impact of the State Information $Z$ ) The state information $Z$ at the decoder has two effects:

- When the communication is restricted (i.e. $\max _{\mathcal{P}(x)} I(X ; Y)<\log _{2}|\mathcal{U}|$ ), it enlarges the set of posterior beliefs $\mathcal{Q}(u \mid w)$, so it may increase the encoder's utility.
- Since it reveals partial information to the decoder, it forces the decoder to choose a best-reply actions that might be sub-optimal for the encoder, so it may decrease the encoder's utility.

Depending on the problem, the state information $Z$ may increase or decrease the encoder's optimal utility.

## Appendix A

## Proof of Theorem III. 7

We identify the weight parameters $\lambda_{w}=\mathcal{Q}(w)$ and $p_{w}=\mathcal{Q}(u \mid w) \in \Delta(\mathcal{U})$ and (26) becomes:

$$
\begin{align*}
& \sup _{\substack{\lambda w \in[0,1], p_{w} \in \Delta(\mathcal{U})}}\left\{\sum_{w} \lambda_{w} \cdot \Psi_{\mathrm{e}}\left(p_{w}\right) \quad \text { s.t. } \quad \sum_{w} \lambda_{w} \cdot p_{w}=\mathcal{P}(u) \in \Delta(\mathcal{U}),\right. \\
& \text { and } \left.\quad \sum_{w} \lambda_{w} \cdot h\left(p_{w}\right) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right\}  \tag{62}\\
& =\sup _{\mathcal{Q}(w), \mathcal{Q}(u \mid w)}\left\{\sum_{w} \mathcal{Q}(w) \cdot \Psi_{\mathrm{e}}(\mathcal{Q}(u \mid w)) \quad \text { s.t. } \quad \sum_{w} \mathcal{Q}(w) \cdot \mathcal{Q}(u \mid w)=\mathcal{P}(u) \in \Delta(\mathcal{U}),\right. \\
& \text { and } \left.\quad \sum_{w} \mathcal{Q}(w) \cdot h(\mathcal{Q}(u \mid w)) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right\}  \tag{63}\\
& =\sup _{\mathcal{Q}(w), \mathcal{Q}(u \mid w)}\left\{\sum_{w} \mathcal{Q}(w) \cdot \sum_{u, z} \mathcal{Q}(u \mid w) \cdot \mathcal{P}(z \mid u) \cdot \psi_{\mathrm{e}}(z, \mathcal{Q}(u \mid w, z)),\right. \\
& \text { s.t. } \quad \sum_{w} \mathcal{Q}(w) \cdot \mathcal{Q}(u \mid w)=\mathcal{P}(u) \in \Delta(\mathcal{U}), \\
& \text { and } \left.\quad \sum_{w} \mathcal{Q}(w) \cdot \sum_{u, z} \mathcal{Q}(u \mid w) \cdot \mathcal{P}(z \mid u) \cdot \log _{2} \frac{1}{\mathcal{Q}(u \mid w, z)} \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right\}  \tag{64}\\
& =\sup _{\mathcal{Q}(w), \mathcal{Q}(u \mid w)}\left\{\sum_{w} \mathcal{Q}(w) \cdot \sum_{u, z} \mathcal{Q}(u \mid w) \cdot \mathcal{P}(z \mid u) \cdot \psi_{\mathrm{e}}(z, \mathcal{Q}(u \mid w, z)),\right. \\
& \text { s.t. } \left.\sum_{w} \mathcal{Q}(w) \cdot \mathcal{Q}(u \mid w)=\mathcal{P}(u) \in \Delta(\mathcal{U}), \text { and } H(U \mid W, Z) \geq H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y)\right\}  \tag{65}\\
& =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \mathbb{E}_{\mathcal{Q}(u, z, w)}\left[\phi_{\mathrm{e}}\left(U, Z, V^{\star}(z, \mathcal{Q}(u \mid w, z))\right)\right]  \tag{66}\\
& =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \min _{\substack{\mathcal{Q}(v \mid z, w) \in \\
\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right]=\Phi_{\mathrm{e}}^{\star} \text {. } \tag{67}
\end{align*}
$$

Equation (63) comes from the identification of the weight parameters $\lambda_{w}=\mathcal{Q}(w)$ and $p_{w}=\mathcal{Q}(u \mid w) \in$ $\Delta(\mathcal{U})$.

Equation (64) comes from the definitions of $\Psi_{\mathrm{e}}\left(p_{w}\right)$ and $h\left(p_{w}\right)$ in (24) and (25) and from: $\mathcal{Q}(u \mid w, z)=$ $\frac{\mathcal{Q}(u, z \mid w)}{\mathcal{Q}(z \mid w)}=\frac{\mathcal{Q}(u \mid w) \cdot \mathcal{P}(z \mid u)}{\sum_{u^{\prime}} \mathcal{Q}\left(u^{\prime} \mid w\right) \cdot \mathcal{P}\left(z \mid u^{\prime}\right)}$, due to the Markov chain property $Z \multimap U \multimap W$ and the fixed distribution of the source $\mathcal{P}(u, z)$.

Equations (65) - (67) are reformulations.

## Appendix B

## Achievability Proof of Theorem $\$ 1.3$

This proof is built on Wyner-Ziv's source coding [48] and the achievability proof stated in [49, App. A.3.2, pp. 44] with one additional feature: we show that the average posterior beliefs induced by Wyner-

Ziv's source coding converge to the target posterior beliefs.

## A. Zero Capacity

We first investigate the case of zero capacity.
Lemma 3 If the channel has zero capacity: $\max _{\mathcal{P}(x)} I(X ; Y)=0$, then we have:

$$
\begin{equation*}
\forall n \in \mathbb{N}, \forall \sigma, \quad \min _{\tau \in B R_{d}(\sigma)} \Phi_{e}^{n}(\sigma, \tau)=\Phi_{e}^{\star} . \tag{68}
\end{equation*}
$$

Proof. [Lemma 3] The zero capacity $\max _{\mathcal{P}(x)} I(X ; Y)=0$ implies that any probability distribution $\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u) \in \mathbb{Q}_{0}$ satisfies $I(U ; W \mid Z)=0$, corresponding to the Markov chain property $U \ominus Z \ominus W$, i.e. $\mathcal{Q}(u \mid z, w)=\mathcal{P}(u \mid z)$ for all $(u, z, w) \in \mathcal{U} \times \mathcal{Z} \times \mathcal{W}$.

$$
\begin{align*}
\Phi_{\mathrm{e}}^{\star} & =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \min _{\mathbb{Q}_{2}(\mathcal{Q}(u, z, w, z, w))} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(u \mid z, w)}}\left[\phi_{\mathbf{e}}(U, Z, V)\right]  \tag{69}\\
& =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \mathbb{E}_{\mathcal{Q}(u, z, w)}\left[\phi_{\mathbf{e}}\left(U, Z, V^{\star}(z, \mathcal{Q}(u \mid w, z))\right)\right]  \tag{70}\\
& =\sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \mathbb{E}_{\mathcal{Q}(u, z, w)}\left[\phi_{\mathbf{e}}\left(U, Z, V^{\star}(z, \mathcal{P}(u \mid z))\right)\right]  \tag{71}\\
& =\mathbb{E}_{\mathcal{P}(u, z)}\left[\phi_{\mathbf{e}}\left(U, Z, V^{\star}(z, \mathcal{P}(u \mid z))\right)\right] . \tag{72}
\end{align*}
$$

Equation (70) is a reformulation by using the best-reply action $v^{\star}(z, p)$ of Definition III.4 for symbol $z \in \mathcal{Z}$ and the belief $\mathcal{Q}(u \mid w, z)$.

Equation (71) comes from Markov chain property $U \ominus Z \ominus W$ that allows to replace the belief $\mathcal{Q}(u \mid w, z)$ by $\mathcal{P}(u \mid z)$.

Equation (72) comes from removing the random variable $W$ since it has no impact on the function $\phi_{\mathbf{e}}\left(u, z, v^{\star}(z, \mathcal{P}(u \mid z))\right)$.

For any $n$ and for any encoding strategy $\sigma$, the encoder's long-run utility is given by:

$$
\begin{align*}
& \min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau)=\min _{\tau \in \mathrm{BR}}^{\mathrm{d}}(\sigma)  \tag{73}\\
& \sum_{\substack{u^{n}, z^{n}, x^{n}, y^{n}, w_{n}}} \prod_{i=1}^{n} \mathcal{P}\left(u_{i}, z_{i}\right) \times \sigma\left(x^{n} \mid u^{n}\right) \times \prod_{i=1}^{n} \mathcal{T}\left(y_{i}\right) \times \tau\left(v^{n} \mid y^{n}, z^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{\mathbf{e}}\left(u_{i}, z_{i}, v_{i}\right)\right]  \tag{74}\\
&=\min _{\tau \in \mathrm{BR}(\sigma)} \sum_{u^{n}, z^{n}, v^{n}} \prod_{i=1}^{n} \mathcal{P}\left(u_{i}, z_{i}\right) \times \tau\left(v^{n} \mid z^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{\mathrm{e}}\left(u_{i}, z_{i}, v_{i}\right)\right]  \tag{75}\\
&=\frac{1}{n} \sum_{i=1}^{n}\left[\sum_{u_{i}, z_{i}, v_{i}} \mathcal{P}\left(u_{i}, z_{i}\right) \times \mathbb{1}\left(v_{i}^{\star}\left(z_{i}, \mathcal{Q}(u \mid z)\right)\right) \cdot \phi_{\mathrm{e}}\left(u_{i}, z_{i}, v_{i}\right)\right]  \tag{76}\\
&=\mathbb{E}_{\mathcal{P}(u, z)}\left[\phi_{\mathrm{e}}\left(U, Z, V^{\star}(z, \mathcal{P}(u \mid z))\right)\right]
\end{align*}
$$

Equation (73) comes from the zero capacity that imposes that the channel outputs $Y^{n}$ are independent of the channel inputs $X^{n}$.

Equation (74) comes from removing the random variables ( $X^{n}, Y^{n}$ ) and noting that the decoder's bestreply $\tau\left(v^{n} \mid z^{n}\right)$ does not depend on $y^{n}$ anymore, since $y^{n}$ is independent of ( $u^{n}, z^{n}$ ).
Equation (75) is a reformulation based on the best-reply action $v^{\star}(z, \mathcal{P}(u \mid z))$ of Definition 【II.4, for the symbol $z \in \mathcal{Z}$ and the belief $\mathcal{P}(u \mid z)$.
Equation (76) comes from the i.i.d. property of $(U, Z)$ and concludes the proof of Lemma 3, $\mathrm{\square}$

## B. Positive Capacity

We now assume that the channel capacity is strictly positive $\max _{\mathcal{P}(x)} I(X ; Y)>0$. We consider an auxiliary concavification in which the information constraint is satisfied with strict inequality and the sets of decoder's best-reply actions are always singletons.

$$
\begin{align*}
\widehat{\Phi_{\mathrm{e}}}=\sup \left\{\sum_{w} \lambda_{w} \cdot \Psi_{\mathrm{e}}\left(p_{w}\right) \quad \text { s.t. } \quad \sum_{w} \lambda_{w} \cdot p_{w}=\mathcal{P}(u) \in \Delta(\mathcal{U}),\right. \\
\text { and } \quad \sum_{w} \lambda_{w} \cdot h\left(p_{w}\right)>H(U \mid Z)-\max _{\mathcal{P}(x)} I(X ; Y), \\
\text { and } \left.\quad \forall(z, w) \in \mathcal{Z} \times \mathcal{W}, \mathcal{V}^{\star}(z, \mathcal{Q}(u \mid z, w)) \text { is a singleton }\right\}, \tag{77}
\end{align*}
$$

Lemma 4 If $\max _{\mathcal{P}(x)} I(X ; Y)>0$, then $\widehat{\Phi_{e}}=\Phi_{e}^{\star}$.
For the proof of Lemma4, we refers directly to the similar proof of [49, Lemma A.7, pp. 46]. We denote by $Q^{n}(u, z, w)$ the empirical distribution of the sequence $\left(u^{n}, z^{n}, w^{n}\right)$ and we denote by $A_{\delta}$ the set of typical sequences with tolerance $\delta>0$, defined by:

$$
\left.\begin{array}{rl}
A_{\delta}=\left\{\left(u^{n}, z^{n}, w^{n}, x^{n}, y^{n}\right), \quad\right. & \text { s.t. }
\end{array} \quad\left\|Q^{n}(u, z, w)-\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u)\right\|_{1} \leq \delta, ~ 子 ~ . ~\left\|Q^{n}(x, y)-\mathcal{P}^{\star}(x) \times \mathcal{T}(y \mid x)\right\|_{1} \leq \delta\right\} .
$$

We define $T_{\alpha}\left(w^{n}, y^{n}, z^{n}\right)$ and $B_{\alpha, \gamma, \delta}$ depending on parameters $\alpha>0$ and $\gamma>0$ :

$$
\begin{align*}
T_{\alpha}\left(w^{n}, y^{n}, z^{n}\right) & =\left\{i \in\{1, \ldots, n\}, \quad \text { s.t. } \quad D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}\right) \| \mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)\right) \leq \frac{\alpha^{2}}{2 \ln 2}\right\},  \tag{79}\\
B_{\alpha, \gamma, \delta} & =\left\{\left(w^{n}, y^{n}, z^{n}\right), \quad \text { s.t. } \frac{\left|T_{\alpha}\left(w^{n}, y^{n}, z^{n}\right)\right|}{n} \geq 1-\gamma \text { and } \quad\left(w^{n}, y^{n}, z^{n}\right) \in A_{\delta}\right\} . \tag{80}
\end{align*}
$$

The notation $B_{\alpha, \gamma, \delta}^{c}$ stands for the complementary set of $B_{\alpha, \gamma, \delta} \subset \mathcal{W}^{n} \times \mathcal{Y}^{n} \times \mathcal{Z}^{n}$. The sequences ( $w^{n}, y^{n}, z^{n}$ ) belong to the set $B_{\alpha, \gamma, \delta}$ if: 1) they are typical and 2) if the corresponding posterior belief $\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}\right)$ is close in K-L divergence to the target belief $\mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)$, for a large fraction of stages $i \in\{1, \ldots, n\}$.

The cornerstone of this achievability proof is Proposition B.1, which refines the analysis of Wyner-Ziv's source coding, by characterizing its posterior beliefs.

Proposition B. 1 (Wyner-Ziv's Posterior Beliefs) If the probability distribution $\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u)$ satisfies:

$$
\left\{\begin{array}{l}
\max _{\mathcal{P}(x)} I(X ; Y)-I(U ; W \mid Z)>0  \tag{81}\\
\mathcal{V}^{\star}(z, \mathcal{Q}(u \mid z, w)) \text { is a singleton } \forall(z, w) \in \mathcal{Z} \times \mathcal{W}
\end{array}\right.
$$

then

$$
\begin{equation*}
\forall \varepsilon>0, \forall \alpha>0, \forall \gamma>0, \exists \bar{\delta}>0, \forall \delta<\bar{\delta}, \exists \bar{n} \in \mathbb{N}^{\star}, \forall n \geq \bar{n}, \exists \sigma, \text { s.t. } \mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c}\right) \leq \varepsilon \tag{82}
\end{equation*}
$$

The proof of proposition B. 1 is stated in App. B-C

Proposition B. 2 For any encoding strategy $\sigma$, we have:

$$
\begin{equation*}
\left|\min _{\tau \in B R_{d}(\sigma)} \Phi_{e}^{n}(\sigma, \tau)-\widehat{\Phi_{e}}\right| \leq(\alpha+2 \gamma+\delta) \cdot \bar{\phi}_{e}+\left(1-\mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}\right)\right) \cdot \bar{\phi}_{e} \tag{83}
\end{equation*}
$$

where $\bar{\phi}_{e}=\max _{u, z, v} \phi_{e}(u, z, v)$ is the largest absolute value of encoder's utility.

For the proof of Proposition B.2, we refers directly to the similar proof of [49, Corollary A.18, pp. 53].

Corollary B. 3 For any $\varepsilon>0$, there exists $\bar{n} \in \mathbb{N}^{\star}$ such that for all $n \geq \bar{n}$ there exists an encoding strategy $\sigma$ such that:

$$
\begin{equation*}
\left|\min _{\tau \in B R_{d}(\sigma)} \Phi_{e}^{n}(\sigma, \tau)-\widehat{\Phi_{e}}\right| \leq \varepsilon \tag{84}
\end{equation*}
$$

The proof of Corollary B. 3 comes from combining Proposition B. 1 with Proposition B. 2 and choosing parameters $\alpha, \gamma, \delta$ small and $n \in \mathbb{N}^{\star}$ large. This concludes the achievability proof of Theorem III.3.

## C. Proof of Proposition B.1

We assume that the probability distribution $\mathcal{P}(u, z) \times \mathcal{Q}(w \mid u)$ satisfies the two following conditions:

$$
\left\{\begin{array}{l}
\max _{\mathcal{P}(x)} I(X ; Y)-I(U ; W \mid Z)>0  \tag{85}\\
\mathcal{V}^{\star}(z, \mathcal{Q}(u \mid z, w)) \text { is a singleton } \forall(z, w) \in \mathcal{Z} \times \mathcal{W}
\end{array}\right.
$$

The strict information constraint ensures there exists a small parameter $\eta>0$ and rates $R \geq 0, R_{L} \geq 0$, such that:

$$
\begin{align*}
\mathrm{R}+\mathrm{R}_{\mathrm{L}} & =I(U ; W)+\eta  \tag{86}\\
\mathrm{R}_{\mathrm{L}} & \leq I(Z ; W)-\eta  \tag{87}\\
\mathrm{R} & \leq \max _{\mathcal{P}(x)} I(X ; Y)-\eta \tag{88}
\end{align*}
$$

We now recall the random coding construction of Wyner-Ziv [48] and we investigate the corresponding posterior beliefs. We note by $\Sigma$ the random encoding/decoding, defined as follows:

- Random codebook. We defines the indices $m \in \mathcal{M}$ with $|\mathcal{M}|=2^{n \mathrm{R}}$ and $l \in \mathcal{M}_{\mathrm{L}}$ with $\left|\mathcal{M}_{\mathrm{L}}\right|=2^{n R_{\mathrm{L}}}$. We draw $\left|\mathcal{M} \times \mathcal{M}_{\mathrm{L}}\right|=2^{n\left(\mathrm{R}+\mathrm{R}_{\mathrm{L}}\right)}$ sequences $W^{n}(m, l)$ with the i.i.d. probability distribution $\mathcal{Q}^{\otimes n}(w)$, and $|\mathcal{M}|=2^{n \mathrm{R}}$ sequences $X^{n}(m)$, with the i.i.d. probability distribution $\mathcal{P}^{\otimes n}(x)$ that maximizes the channel capacity in (88).
- Encoding function. The encoder observes the sequence of symbols of source $U^{n} \in \mathcal{U}^{n}$ and finds a pair of indices $(m, l) \in \mathcal{M} \times \mathcal{M}_{\mathrm{L}}$ such that the sequences $\left(U^{n}, W^{n}(m, l)\right) \in A_{\delta}$ are jointly typical. It sends the sequence $X^{n}(m)$ corresponding to the index $m \in \mathcal{M}$.
- Decoding function. The decoder observes the sequence of channel output $Y^{n} \in \mathcal{Y}^{n}$. It returns an index $\hat{m} \in \mathcal{M}$ such that the sequences $\left(Y^{n}, X^{n}(\hat{m})\right) \in A_{\delta}$ are jointly typical. Then it observes the sequence of state information $Z^{n} \in \mathcal{Z}^{n}$ and returns an index $\hat{l} \in \mathcal{M}_{\mathrm{L}}$ such that the sequences $\left(Z^{n}, W^{n}(\hat{m}, \hat{l})\right) \in A_{\delta}$ are jointly typical.
- Error Event. We introduce the event of error $E_{\delta} \in\{0,1\}$ defined as follows:

$$
E_{\delta}= \begin{cases}0 & \text { if } \quad(M, L)=(\hat{M}, \hat{L}) \quad \text { and }\left(U^{n}, Z^{n}, W^{n}, X^{n}, Y^{n}\right) \in A_{\delta},  \tag{89}\\ 1 & \text { otherwise }\end{cases}
$$

Expected error probability of the random encoding/decoding $\Sigma$. For all $\varepsilon_{2}>0$, for all $\eta>0$, there exists a $\bar{\delta}>0$, for all $\delta \leq \bar{\delta}$ there exists $\bar{n}$ such that for all $n \geq \bar{n}$, the expected probability of the following error events are bounded by $\varepsilon_{2}$ :

$$
\begin{align*}
& \mathbb{E}_{\Sigma}\left[\mathcal{P}\left(\forall(m, l), \quad\left(U^{n}, W^{n}(m, l)\right) \notin A_{\delta}\right)\right] \leq \varepsilon_{2}  \tag{90}\\
& \mathbb{E}_{\Sigma}\left[\mathcal{P}\left(\exists l^{\prime} \neq l, \text { s.t. }\left(Z^{n}, W^{n}\left(m, l^{\prime}\right)\right) \in A_{\delta}\right)\right] \leq \varepsilon_{2}  \tag{91}\\
& \mathbb{E}_{\Sigma}\left[\mathcal{P}\left(\exists m^{\prime} \neq m, \text { s.t. }\left(Y^{n}, X^{n}\left(m^{\prime}\right)\right) \in A_{\delta}\right)\right] \leq \varepsilon_{2} \tag{92}
\end{align*}
$$

Eq. (90) comes from (86) and the covering lemma [58, pp. 208].
Eq. (91) comes from (87) and the packing lemma [58, pp. 46].
Eq. (92) comes from (88) and the packing lemma [58, pp. 46].
There exists a coding strategy $\sigma$ with small error probability:

$$
\begin{equation*}
\forall \varepsilon_{2}>0, \forall \eta>0, \exists \bar{\delta}>0, \forall \delta \leq \bar{\delta}, \exists \bar{n}>0, \forall n \geq \bar{n}, \quad \exists \sigma, \quad \mathcal{P}_{\sigma}\left(E_{\delta}=1\right) \leq \varepsilon_{2} \tag{93}
\end{equation*}
$$

Control of the posterior beliefs. We assume that the event $E_{\delta}=0$ is realized and we investigate the posterior beliefs $\mathcal{P}_{\sigma}\left(u_{i} \mid y^{n}, z^{n}, E_{\delta}=0\right)$ induced by Wyner-Ziv's encoding strategy $\sigma$.

$$
\begin{align*}
& \mathbb{E}_{\sigma}\left[\frac{1}{n} \sum_{i=1}^{n} D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid Y^{n}, Z^{n}, E_{\delta}=0\right)| | \mathcal{Q}\left(U_{i} \mid W_{i}, Z_{i}\right)\right)\right] \\
= & \sum_{\left(w^{n}, z^{n}, y^{n}\right) \in A_{\delta}} \mathcal{P}_{\sigma}\left(w^{n}, z^{n}, y^{n} \mid E_{\delta}=0\right) \times \frac{1}{n} \sum_{i=1}^{n} D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}, E_{\delta}=0\right) \| \mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)\right)  \tag{94}\\
= & \frac{1}{n} \sum_{\left(u^{n}, z^{n}, w^{n}, y^{n}\right) \in A_{\delta}} \mathcal{P}_{\sigma}\left(u^{n}, z^{n}, w^{n}, y^{n} \mid E_{\delta}=0\right) \times \log _{2} \frac{1}{\prod_{i=1}^{n} \mathcal{Q}\left(u_{i} \mid w_{i}, z_{i}\right)}-\frac{1}{n} \sum_{i=1}^{n} H\left(U_{i} \mid Y^{n}, Z^{n}, E_{\delta}=0\right)  \tag{95}\\
\leq & H(U \mid W, Z)-\frac{1}{n} H\left(U^{n} \mid W^{n}, Y^{n}, Z^{n}, E_{\delta}=0\right)+\delta  \tag{96}\\
\leq & H(U \mid W, Z)-\frac{1}{n} H\left(U^{n} \mid W^{n}, Z^{n}, E_{\delta}=0\right)+\delta  \tag{97}\\
= & H(U \mid W, Z)-\frac{1}{n} H\left(U^{n} \mid E_{\delta}=0\right)+\frac{1}{n} I\left(U^{n} ; W^{n} \mid E_{\delta}=0\right) \\
+ & \frac{1}{n} H\left(Z^{n} \mid W^{n}, E_{\delta}=0\right)-\frac{1}{n} H\left(Z^{n} \mid U^{n}, W^{n}, E_{\delta}=0\right)+\delta \tag{98}
\end{align*}
$$

Eq. (94)-(95) come from the hypothesis $E_{\delta}=0$ of typical sequences $\left(u^{n}, z^{n}, w^{n}, y^{n}\right) \in A_{\delta}$ and the definition of the conditional K-L divergence [54, pp. 24].

Eq. (96) comes from property of typical sequences [58, pp. 26] and the conditioning that reduces entropy. Eq. (97) comes from the Markov chain $Z^{n} \oslash U^{n} \oslash W^{n} \ominus Y^{n}$ induced by the strategy $\sigma$, that implies $H\left(U^{n} \mid W^{n}, Z^{n}, E_{\delta}=0\right)=H\left(U^{n} \mid W^{n}, Y^{n}, Z^{n}, E_{\delta}=0\right)$.
Eq. (98) is a reformulation of (97).

$$
\begin{align*}
& \frac{1}{n} H\left(U^{n} \mid E_{\delta}=0\right) \geq H(U)-\frac{1}{n}-\log _{2}|\mathcal{U}| \cdot \mathcal{P}_{\sigma}\left(E_{\delta}=1\right)  \tag{99}\\
& \frac{1}{n} I\left(U^{n} ; W^{n} \mid E_{\delta}=0\right) \leq \mathrm{R}+\mathrm{R}_{\mathrm{L}}=I(U ; W)+\eta  \tag{100}\\
& \frac{1}{n} H\left(Z^{n} \mid W^{n}, E_{\delta}=0\right) \leq \frac{1}{n} \log _{2}\left|A_{\delta}\left(z^{n} \mid w^{n}\right)\right| \leq H(Z \mid W)+\delta  \tag{101}\\
& \frac{1}{n} H\left(Z^{n} \mid U^{n}, W^{n}, E_{\delta}=0\right) \geq H(Z \mid U, W)-\frac{1}{n}-\log _{2}|\mathcal{U}| \cdot \mathcal{P}_{\sigma}\left(E_{\delta}=1\right) . \tag{102}
\end{align*}
$$

Eq. (99) comes from the i.i.d. source and Fano's inequality.
Eq. (100) comes from the cardinality of codebook given by (86). This argument is also used in [61, Eq. (23)].

Eq. (101) comes from the cardinality of $A_{\delta}\left(z^{n} \mid w^{n}\right)$, see also [58, pp. 27].
Eq. (102) comes from Fano's inequality $H\left(Z^{n} \mid U^{n}, W^{n}\right)$, and the Markov chain $Z^{n} \multimap U^{n} \multimap W^{n}$
$H\left(Z^{n} \mid U^{n}\right)$, the i.i.d. property of the source $(U, Z)$ that implies $H(Z \mid U)$ and the Markov chain $Z \ominus U \ominus W$ that implies $H(Z \mid U, W)$.

Equations (98)-(102) shows that on average, the posterior beliefs $\mathcal{P}_{\sigma}\left(u_{i} \mid y^{n}, z^{n}, E_{\delta}=0\right)$ induced by strategy $\sigma$ is close to the target probability distribution $\mathcal{Q}(u \mid w, z)$.

$$
\begin{align*}
& \mathbb{E}_{\sigma}\left[\frac{1}{n} \sum_{i=1}^{n} D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid Y^{n}, Z^{n}, E_{\delta}=0\right) \| \mathcal{Q}\left(U_{i} \mid W_{i}, Z_{i}\right)\right)\right] \\
\leq & 2 \delta+\eta+\frac{2}{n}+2 \log _{2}|\mathcal{U}| \cdot \mathcal{P}_{\sigma}\left(E_{\delta}=1\right):=\epsilon \tag{103}
\end{align*}
$$

Then we have:

$$
\begin{align*}
\mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c}\right) & =1-\mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}\right) \\
& =\mathcal{P}_{\sigma}\left(E_{\delta}=1\right) \mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=1\right)+\mathcal{P}_{\sigma}\left(E_{\delta}=0\right) \mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=0\right) \\
& \leq \mathcal{P}_{\sigma}\left(E_{\delta}=1\right)+\mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=0\right) \\
& \leq \varepsilon_{2}+\mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=0\right) \tag{104}
\end{align*}
$$

Moreover:

$$
\begin{align*}
& \mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=0\right) \\
= & \sum_{w^{n}, y^{n}, z^{n}} \mathcal{P}_{\sigma}\left(\left(w^{n}, y^{n}, z^{n}\right) \in B_{\alpha, \gamma, \delta}^{c} \mid E_{\delta}=0\right)  \tag{105}\\
= & \sum_{w^{n}, y^{n}, z^{n}} \mathcal{P}_{\sigma}\left(\left(w^{n}, y^{n}, z^{n}\right) \quad \text { s.t. } \left.\quad \frac{\left|T_{\alpha}\left(w^{n}, y^{n}, z^{n}\right)\right|}{n}<1-\gamma \right\rvert\, E_{\delta}=0\right)  \tag{106}\\
= & \mathcal{P}_{\sigma}\left(\frac{1}{n} \cdot \left\lvert\,\left\{i, \text { s.t. } D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}\right)| | \mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)\right) \leq \frac{\alpha^{2}}{2 \ln 2}\right\}|<1-\gamma| E_{\delta}=0\right.\right)  \tag{107}\\
= & \mathcal{P}_{\sigma}\left(\left.\frac{1}{n} \cdot\left|\left\{i, \operatorname{s.t.} D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}\right)| | \mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)\right)>\frac{\alpha^{2}}{2 \ln 2}\right\}\right| \geq \gamma \right\rvert\, E_{\delta}=0\right)  \tag{108}\\
\leq & \frac{2 \ln 2}{\alpha^{2} \gamma} \cdot \mathbb{E}_{\sigma}\left[\frac{1}{n} \sum_{i=1}^{n} D\left(\mathcal{P}_{\sigma}\left(U_{i} \mid y^{n}, z^{n}\right)| | \mathcal{Q}\left(U_{i} \mid w_{i}, z_{i}\right)\right)\right]  \tag{109}\\
\leq & \frac{2 \ln 2}{\alpha^{2} \gamma} \cdot\left(\eta+\delta+\frac{2}{n}+2 \log _{2}|\mathcal{U}| \cdot \mathcal{P}_{\sigma}\left(E_{\delta}=1\right)\right) . \tag{110}
\end{align*}
$$

Eq. (105) to (108) are simple reformulations.
Eq. (109) comes from the double use of Markov's inequality as in [49, Lemma A.22, pp.60].
Eq. (110) comes from (103).
Combining equations (93), (104), and choosing $\eta>0$ small, we obtain the following statement:

$$
\begin{equation*}
\forall \varepsilon>0, \forall \alpha>0, \forall \gamma>0, \exists \bar{\delta}>0, \forall \delta<\bar{\delta}, \exists \bar{n} \in \mathbb{N}^{\star}, \forall n \geq \bar{n}, \exists \sigma, \text { s.t. } \mathcal{P}_{\sigma}\left(B_{\alpha, \gamma, \delta}^{c}\right) \leq \varepsilon \tag{111}
\end{equation*}
$$

This concludes the proof of Proposition B. 1

## Appendix C

## Converse Proof of Theorem III. 3

We consider an encoding strategy $\sigma$ of length $n \in \mathbb{N}$. We denote by $T$ the uniform random variable $\{1, \ldots, n\}$ and the notation $Z^{-T}$ stands for $\left(Z_{1}, \ldots, Z_{t-1}, Z_{t+1}, \ldots Z_{n}\right)$, where $Z_{T}$ has been removed. We introduce the auxiliary random variable $W=\left(Y^{n}, Z^{-T}, T\right)$ whose joint probability distribution $\mathcal{P}(u, z, w)$ with $(U, Z)$ is defined by:

$$
\begin{align*}
\mathcal{P}(u, z, w) & =\mathcal{P}_{\sigma}\left(u_{T}, z_{T}, y^{n}, z^{-T}, T\right) \\
& =\mathcal{P}(T=i) \cdot \mathcal{P}_{\sigma}\left(u_{T}, z_{T}, y^{n}, z^{-T} \mid T=i\right) \\
& =\frac{1}{n} \cdot \mathcal{P}_{\sigma}\left(u_{i}, z_{i}, y^{n}, z^{-i}\right) . \tag{112}
\end{align*}
$$

This identification ensures that the Markov chain $W \multimap U_{T} \multimap Z_{T}$ is satisfied. Let us fix a decoding strategy $\tau\left(v^{n} \mid y^{n}, z^{n}\right)$ and define $\tilde{\tau}(v \mid w, z)=\tilde{\tau}\left(v \mid y^{n}, z^{-i}, i, z\right)=\tau_{i}\left(v_{i} \mid y^{n}, z^{n}\right)$ where $\tau_{i}$ denotes the $i$-th coordinate of $\tau\left(v^{n} \mid y^{n}, z^{n}\right)$. The encoder's long-run utility writes:

$$
\begin{align*}
\Phi_{\mathrm{e}}^{n}(\sigma, \tau) & =\sum_{u^{n}, z^{n}, y^{n}} \mathcal{P}_{\sigma}\left(u^{n}, z^{n}, y^{n}\right) \sum_{v^{n}} \tau\left(v^{n} \mid y^{n}, z^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{\mathbf{e}}\left(u_{i}, z_{i}, v_{i}\right)\right]  \tag{113}\\
& =\sum_{i=1}^{n} \sum_{\substack{u_{i}, z_{i}, i \\
z-i, y^{n}}} \frac{1}{n} \cdot \mathcal{P}_{\sigma}\left(u_{i}, z^{n}, y^{n}\right) \sum_{v_{i}} \tau_{i}\left(v_{i} \mid y^{n}, z^{n}\right) \cdot \phi_{\mathbf{e}}\left(u_{i}, z_{i}, v_{i}\right)  \tag{114}\\
& =\sum_{\substack{u_{i}, z_{i}, y^{n}, z-i, i}} \mathcal{P}_{\sigma}\left(u_{i}, z_{i}, y^{n}, z^{-i}, i\right) \sum_{v_{i}} \tau_{i}\left(v_{i} \mid z_{i}, y^{n}, z^{-i}, i\right) \cdot \phi_{\mathbf{e}}\left(u_{i}, z_{i}, v_{i}\right)  \tag{115}\\
& =\sum_{u, z, w} \mathcal{P}(u, z, w) \sum_{v} \tilde{\tau}(v \mid w, z) \cdot \phi_{\mathbf{e}}(u, z, v) . \tag{116}
\end{align*}
$$

Eq. (113) - (115) are reformulations and re-orderings.
Eq. (116) comes from replacing the random variables $\left(Y^{n}, Z^{-T}, T\right)$ by $W$ whose distribution is defined in (112).

Equations (113) - (116) are also valid for the decoder's utility $\Phi_{\mathrm{d}}^{n}(\sigma, \tau)=\sum_{\substack{u, z, v \\ w, v}} \mathcal{P}(u, z, w) \tilde{\tau}(v \mid w, z)$. $\phi_{\mathrm{d}}(u, z, v)$. A best-reply strategy $\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)$ reformulates as:

$$
\begin{align*}
& \quad \tau \in \operatorname{argmax}_{\tau^{\prime}\left(v^{n} \mid y^{n}, z^{n}\right)} \sum_{\substack{u^{n}, z^{n}, x^{n}, z^{n}, v^{n}}} \mathcal{P}_{\sigma}\left(u^{n}, z^{n}, x^{n}, y^{n}\right) \cdot \tau^{\prime}\left(v^{n} \mid y^{n}, z^{n}\right) \cdot\left[\frac{1}{n} \sum_{i=1}^{n} \phi_{\mathrm{d}}\left(u_{i}, z_{i}, v_{i}\right)\right]  \tag{117}\\
& \Longleftrightarrow  \tag{118}\\
& \Longleftrightarrow \tilde{\tau}(v \mid w, z) \in \operatorname{argmax}_{\tilde{\tau}^{\prime}(v \mid w, z)} \sum_{u, z, w} \mathcal{P}(u, z, w) \cdot \tilde{\tau}^{\prime}(v \mid w, z) \cdot \phi_{\mathrm{d}}(u, z, v)  \tag{119}\\
& \Longleftrightarrow \tilde{\tau}(v \mid w, z) \in \mathbb{Q}_{2}(\mathcal{P}(u, z, w)) .
\end{align*}
$$

We now prove that the distribution $\mathcal{P}(u, z, w)$ defined in (112), satisfies the information constraint of the set $\mathbb{Q}_{0}$.

$$
\begin{align*}
0 & \leq I\left(X^{n} ; Y^{n}\right)-I\left(U^{n}, Z^{n} ; Y^{n}\right)  \tag{120}\\
& \leq \sum_{i=1}^{n} H\left(Y_{i}\right)-\sum_{i=1}^{n} H\left(Y_{i} \mid X_{i}\right)-I\left(U^{n} ; Y^{n} \mid Z^{n}\right)  \tag{121}\\
& \leq n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-\sum_{i=1}^{n} I\left(U_{i} ; Y^{n} \mid Z^{n}, U^{i-1}\right)  \tag{122}\\
& =n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-\sum_{i=1}^{n} I\left(U_{i} ; Y^{n}, Z^{-i}, U^{i-1} \mid Z_{i}\right)  \tag{123}\\
& \leq n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-\sum_{i=1}^{n} I\left(U_{i} ; Y^{n}, Z^{-i} \mid Z_{i}\right)  \tag{124}\\
& =n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-n \cdot I\left(U_{T} ; Y^{n}, Z^{-T} \mid Z_{T}, T\right)  \tag{125}\\
& =n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-n \cdot I\left(U_{T} ; Y^{n}, Z^{-T}, T \mid Z_{T}\right)  \tag{126}\\
& =n \cdot \max _{\mathcal{P}(x)} I(X ; Y)-n \cdot I(U ; W \mid Z)  \tag{127}\\
& =n \cdot\left(\max _{\mathcal{P}(x)} I(X ; Y)-I(U ; W)+I(Z ; W)\right) . \tag{128}
\end{align*}
$$

Eq. (120) comes from the Markov chain $Y^{n} \multimap X^{n} \multimap\left(U^{n}, Z^{n}\right)$.
Eq. (121) comes from the memoryless property of the channel and from removing the positive term $I\left(U^{n} ; Z^{n}\right) \geq 0$.
Eq. (122) comes from taking the maximum $\mathcal{P}(x)$ and chain rule.
Eq. (123) comes from the i.i.d. property of the source $(U, Z)$ that implies $I\left(U_{i}, Z_{i} ; Z^{-i}, U^{i-1}\right)=$ $I\left(U_{i} ; Z^{-i}, U^{i-1} \mid Z_{i}\right)=0$.
Eq. (124) comes from removing $I\left(U_{i} ; U^{i-1} \mid Y^{n}, Z^{-i}, Z_{i}\right) \geq 0$.
Eq. (125) comes from the uniform random variable $T \in\{1, \ldots, n\}$.
Eq. (126) comes from the independence between $T$ and the source $(U, Z)$, that implies $I\left(U_{T}, Z_{T} ; T\right)=$ $I\left(U_{T} ; T \mid Z_{T}\right)=0$.
Eq. (127) comes from the identification $W=\left(Y^{n}, Z^{-T}, T\right)$.
Eq. (128) comes from the Markov chain $W \ominus U_{T} \ominus Z_{T}$. This proves that the distribution $\mathcal{P}_{\sigma}(u, z, w)$ belongs to the set $\mathbb{Q}_{0}$.

Therefore, for any encoding strategy $\sigma$ and all $n$, we have:

$$
\begin{align*}
& \min _{\tau \in \mathrm{BR}_{\mathrm{d}}(\sigma)} \Phi_{\mathrm{e}}^{n}(\sigma, \tau)  \tag{129}\\
& =\min _{\substack{\tilde{\tau}(v) w, z) \in) \\
\mathbb{Q}_{2}(\mathcal{P}(u, z, w))}} \sum_{u, z, w} \mathcal{P}(u, z, w) \sum_{v} \tilde{\tau}(v \mid w, z) \cdot \phi_{\mathbf{e}}(u, z, v)  \tag{130}\\
& =\min _{\substack{\tilde{\tau}(v), u v) \\
\mathbb{Q}_{2}(\mathcal{P}(u, z, w))}} \mathbb{E}_{\substack{P(u, z, w) \\
\times \tilde{F}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right]  \tag{131}\\
& \leq \sup _{\mathcal{Q}(u, z, w) \in \mathbb{Q}_{0}} \min _{\substack{\mathcal{Q}(v \mid z, z) \in \\
\mathbb{Q}_{2}(\mathcal{Q}(u, z, w))}} \mathbb{E}_{\substack{\mathcal{Q}(u, z, w) \\
\times \mathcal{Q}(v \mid z, w)}}\left[\phi_{\mathrm{e}}(U, Z, V)\right]=\Phi_{\mathrm{e}}^{\star} . \tag{132}
\end{align*}
$$

The last inequality comes from the probability distribution $\mathcal{P}(u, z, w)$ that satisfies the information constraint of the set $\mathbb{Q}_{0}$. The first cardinality bound $|\mathcal{W}|=|\mathcal{U}|+1$ comes from [49, Lemma 6.1]. The second cardinality bound for $|\mathcal{W}|=|\mathcal{V}|^{|\mathcal{Z}|}$ comes from [49, Lemma 6.3], by considering the encoder tells to the decoder which action $v \in \mathcal{V}$ to play in each state $z \in \mathcal{Z}$.

This conclude the proof of (20) in Theorem $I I .3$.

## Appendix D

## Proof of Lemma 2

By inverting the system of equations, we have the following equivalence:

$$
\left\{\begin{array} { l } 
{ q _ { 1 } = \frac { p _ { 0 } \cdot \beta } { p _ { 0 } \cdot \beta + ( 1 - p _ { 0 } ) \cdot ( 1 - \alpha ) } }  \tag{133}\\
{ q _ { 2 } = \frac { p _ { 0 } \cdot ( 1 - \beta ) } { p _ { 0 } \cdot ( 1 - \beta ) + ( 1 - p _ { 0 } ) \cdot \alpha } }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\alpha=\frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)} \\
\beta=\frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)} .
\end{array}\right.\right.
$$

Assume that $q_{1} \leq q_{2}$, then we have:

$$
\begin{align*}
& 0 \leq \alpha \Longleftrightarrow 0 \leq \frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)} \Longleftrightarrow q_{1}-p_{0} \leq 0,  \tag{134}\\
& \alpha \leq 1 \Longleftrightarrow \frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)} \leq 1 \Longleftrightarrow q_{2}-p_{0} \geq 0,  \tag{135}\\
& 0 \leq \beta \Longleftrightarrow 0 \leq \frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)} \Longleftrightarrow p_{0}-q_{2} \leq 0,  \tag{136}\\
& \beta \leq 1 \Longleftrightarrow \frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)} \leq 1 \Longleftrightarrow p_{0}-q_{1} \geq 0 . \tag{137}
\end{align*}
$$

This proves the equivalence:

$$
\left\{\begin{array}{l}
q_{1} \leq q_{2}  \tag{139}\\
\alpha \in[0,1] \quad \Longleftrightarrow q_{1} \leq p_{0} \leq q_{2} \\
\beta \in[0,1]
\end{array}\right.
$$

Assume that $q_{1} \geq q_{2}$, then we have:

$$
\begin{align*}
& 0 \leq \alpha \Longleftrightarrow 0 \leq \frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)} \Longleftrightarrow q_{1}-p_{0} \geq 0  \tag{140}\\
& \alpha \leq 1 \Longleftrightarrow \frac{\left(1-q_{2}\right) \cdot\left(q_{1}-p_{0}\right)}{\left(1-p_{0}\right) \cdot\left(q_{1}-q_{2}\right)} \leq 1 \Longleftrightarrow q_{2}-p_{0} \leq 0  \tag{141}\\
& 0 \leq \beta \Longleftrightarrow 0 \leq \frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)} \Longleftrightarrow p_{0}-q_{2} \geq 0  \tag{142}\\
& \beta \leq 1 \Longleftrightarrow \frac{q_{1} \cdot\left(p_{0}-q_{2}\right)}{p_{0} \cdot\left(q_{1}-q_{2}\right)} \leq 1 \Longleftrightarrow p_{0}-q_{1} \leq 0 \tag{143}
\end{align*}
$$

This proves the equivalence:

$$
\left\{\begin{array}{l}
q_{1} \geq q_{2}  \tag{145}\\
\alpha \in[0,1] \quad \Longleftrightarrow q_{2} \leq p_{0} \leq q_{1} \\
\beta \in[0,1]
\end{array}\right.
$$

Hence there exists probability parameters $\alpha \in[0,1]$ and $\beta \in[0,1]$ if and only if $q_{1} \leq p_{0} \leq q_{2}$ or $q_{2} \leq p_{0} \leq q_{1}$.
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