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Abstract

We consider a space-time continuous directed polymer in random environment. The path is
Brownian and the medium is Poissonian. We review many results obtained in the last decade,
and also we present new ones. In this fundamental setup, we can make use of fine formulas and
strong tools from stochastic analysis for Gaussian or Poisson measure, together with martingale
techniques. These notes cover the matter of a course presented during the Jean-Morlet chair
2017 of CIRM "Random Structures in Statistical Mechanics and Mathematical Physics” in
Marseille.

Keywords: Directed polymers, random environment; weak disorder, intermediate disorder,
strong disorder; free energy; Poisson processes, martingales.
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Introduction

This survey is based on a course presented by the first author at the Research School in
Marseille, March 6-10, 2017. The school was organized by the chair holders, Kostya Khanin
and Senya Shlosman, of the Jean-Morlet chair 2017 of CIRM,

Random Structures in Statistical Mechanics and Mathematical Physics.

The model is a space-time continuous directed polymer in random environment. In this regard,
it is one of the most basic such model and it plays a fundamental role. Directed polymers are
described by random paths, which are influenced by randomly located impurities which may
be attractive or repellent. Such models have been widely considered in statistical physics,
disordered systems and stochastic processes.

As an informal definition we model the polymer by a random path x = (x(¢);¢ > 0) taking
values in R? and interacting with time-space Poisson points (;, ;) called environment. The
path sees such a point if at time ¢; it is located within a fixed distance r from z;. Denoting by
#4(X) = D i, <t Lx(t;)—a:|<r the number of Poisson points seen by the path x up to time ¢, the
model with time horizon ¢ at inverse-temperature parameter (3 is associated to the Hamiltonian

—5 | )P + B ()

In this model where the path is Brownian and the medium is Poissonian, we benefit from
nice formulas and strong tools from stochastic calculus for Gaussian or Poisson measure and
martingale techniques.

The notes are essentially based on references [19, 18, 20, 22], gathering and unifying the
matter scattered in these references, and containing novel contributions and perspectives as
emphasized below. It also parallels the book [17] which deals similar models in the discrete
framework, and we warn the reader of the existence of many results available for one particular
model but not for the others. We do not reproduce all details or computations, but we rather
try to give the general picture and the essential arguments.

Let us mention the main highlights in this survey and also the new results:

1. We establish in section 3 a fine continuity estimate under spatial shifts for the limit of
the martingale. This is achieved by a smart use of mirror coupling.

2. Section 4 contains a nice original account on directional free energy. We develop a full
approach of disorder strength based on directional free energy.

3. In section 7 we develop an original approach to diffusivity at weak disorder, based on
Camer6n-Martin transformation (see theorem 7.2.2).

4. Section 10 is dedicated to the intermediate disorder regime and KPZ equation. We give
a synthetic account with all the central ideas.

The detailed matter and the organization appear most clearly in the table of contents,
which is a useful source to follow the line all through the notes.



Free energy and phase transition

Notations and conventions: all through the notes, we will use the same symbols P,P,... to
denote probability measures and mathematical expectations; e.g., P[X] is the P-expectation
of the random variable X.

In this section, we introduce the model and two central thermodynamic quantities, the
quenched and the annealed free energies.

2.1 Polymer model

The model is defined as a Brownian motion in a random potential.

e The free measure : (B = {Bt}4>0, Py) is a Brownian motion on the d-dimensional Eu-
clidean space R starting from x € R?. We will use short notation Py = P.

e The random environment: w =) . 5(Ti, x;) s a Poisson point process on Ry x R? with
intensity measure vdtdx, where v is a positive parameter. We suppose that w is defined on some
probability space (€2, G, P), and we define G; to be the o-field generated by the environment up
to time t:

Wi = Wogxri s Gi=0 (wt(A); A€ B[R, x Rd)) , (2.1.1)

where B(R, x RY) denotes the Borel sets of R, x R

From these two basic ingredients, we define the object we consider in the notes. Fix r > 0,
and let U(x) denote Euclidean (closed) ball in R? with radius 'yd_l/ o,

U(x) = B(x,’y;l/dr).

with 74 the volume of the unit ball, so U(z) has volume 7¢. The tube around path B is the
following subset of (0,t] x R%:

Vi(B) ={(s,z) : s € (0,t],x € U(Bs)} . (2.1.2)

When the indicator function
Xew = 1{z € U(By)} = 1{|z — B| < v, /*r} (2.1.3)
has value 1 [resp., 0], the path B does see [resp. does not see] the point (s, x). For a fixed path

B, the quantity defined by
W(V;f) = / Xs,x W(dsa dl’), (2.1.4)
(0,¢]xRd

is the number of Poisson points seen by the path B up to time ¢, playing the role of #; in the
Introduction. Note that under P, the variable w(V;) is Poisson distributed with mean vtr?.

e The polymer measure: Fixing a realization w of the Poisson point process and a value of
the time horizon t > 0, we define the probability measure Ptﬁ “ on the path space C(R,;R%)
equipped with its Borel field by

APl = exp{Bw(V;)} dP, (2.1.5)

_
Zt(waﬁar)
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where 8 € R is a parameter (the inverse temperature), where
Zy = Zy(w, B,r) = P lexp (Bw(Vr))] (2.1.6)

is the normalizing constant making Pt/B *“ a probability measure on the path space.

The model has been introduced by Nobuo Yoshida as a polymer model, and first appeared
in [19] in the literature. For 5 > 0 the path is attracted by the Poisson points, and repelled
otherwise. The Poisson environment represents randomly dispatched impurities. For negative
[ the model relates to Brownian motion in Poissonian obstacles [25, 61] which can be traced
back to works of Smoluchowski [14]. Here we consider a directed version, in contrast to crossings
[67, 66, 68, 69] where the path is stretched ballistically. Our model with § — +oo is related to
Euclidean first passage percolation [29, 28] with exponent « = 2 therein.

Also, for a branching Brownian motion in random medium [57, 58|, Z; is equal to the mean
population size in the medium given by w.

2.2 Some key formulas and notations

We first recall three basic formulas that we will use repeatedly.

e For all non-negative and all non-positive measurable functions h on R, x R?, the Poisson
formula for exponential moments (chapter 3. of [41]) writes

P [6 fh(s,m)wt(dsdm)} — exp /

vdsdx (eh(s’m) - 1> . (2.2.7)
10,t] xR

The formula remains true when h is replaced by ih, for any real integrable function h.

e Introducing the notation
AB)=¢€—1, (2.2.8)

the linearization formula for Bernoulli writes

e 1= (P — 114 = AB)14 . (2.2.9)

e For all s > 0, we have
/ Xsodr = 7o, (2.2.10)
Ra

2.3 Quenched free energy

It is defined as the rate of growth of the partition function, and it is a self-averaging property.

Theorem 2.3.1. The quenched free energy

1
p(ﬁ?”) = tliggoglnzt(wvﬂar)

exists a.s. and in LP-norm for all p > 1, and is deterministic,

1
p(B,v) =sup -P[ln Z,] .
t>0 t

Remark 2.3.2. We omit the parameter r > 0 from the notation for the free energy. The
reason is that, in contrast to B and v, it is kept fixed most of the time.
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O Let 6;, the space-time shift operator on the environment space,
B (D 0er,x0) = D O(r—t.x,2)
i i

By Markov property of the Brownian motion, we have for s,¢ > 0,

Zt+s =

_ p [eﬁw(m P [eﬂw(ms\w) | Bt”

- P [eﬂwM)Zs o 9t73t] (2.3.11)

P [eﬁw(W)eﬁw(WJrs\W)]

= Zyx PP¥[Zy00,5,], (2.3.12)

a remarkable identity expressing the Markov structure of the model. Let u(t) = P[ln Z;]. By
the independence property of Poisson points, w4 is independent of G for all 0 < s < t. Then,
denoting by PY the conditional expectation and conditional probability given G;, we have

u(t+s) = ]P[lnPtﬁ’w[ZSOGtBt)H +Pln Z,
PP*[In Zs 0 6, p,)] + u(t)
=  PPYP¥[InZ, 00, p,) +ult)
P[P [P [In Zs 0 0, p,)]]] + ult)
= P[PP*u(s)] + ult) (w shift invariant)
= u(s)+u(l).
Hence the function u(t) is superadditive. By the superadditive lemma, we get the existence of

the limit . .
Lol )

t—oo ¢ >0 1

Now, anticipating the concentration inequality (6.3.11) and the continuous time bridging
(6.3.14), we derive that

%(mzt —P[nZ]) — 0

almost surely and in LP for all p > 1 finite. [

2.4 Annealed free energy and hierarchy of moments

We compute the expectation of the partition function over the medium using (2.1.4) and Fubini,
Pz = PP [P etinio)]
@27 Pexp/ (eﬁfxs’”” — 1) vdsdx
0, x R4

20 pleoae) [

10,t] xR

Xs,xl/dsd:z]

= exp{tvAri}. (2.4.13)
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Hence P[Z;] grows in time at exponential rate p(!) (3, v) = vA(8)r%. More generally, it is natural
to consider the rate of growth of the s-th moment of the partition function,

1
(s) = lim — s
(B, v) tlgn " InP[Z}], s>0.

By Hélder inequality, || Z]|» < ||Z]|s for r < s, these rates are non-decreasing in s, and for integer
values, they can be expressed by handy variational formulas using large deviation theory. By
Jensen’s inequality, we have for all ¢

%P[ln 2] < X mPz) = pV (v, 8) | (2.4.14)

~ | =

yielding the so-called annealed bound :

p(B,v) < pW(v,B) .

Summarizing the above, we have a chain of inequalities

p(B,v) <pV(Bv) < ... <p®(Bv) <pFHD(Bw) <.

It is commun folklore that in a large class of models, the first inequalities in the above chain
are equalities, while they become strict from k* = inf{k > 0 : p(*)(8,v) < p*+D(3,v) (with
the convention p(®) = p). Considering the sequence of rates (p(k); k > 1) is classical approach
to intermittency [13, 37, 45] and sect. 2.4 of [11].

In the directed case, we focus at k = 0,1 only, since the latter is explicit.

Proposition 2.4.1. Basic properties of the free energy:
1. For B # 0,v > 0, we have Bur? < p(B,v) < vA(B)r.
2. B — p(B,v) is convez.

3. The excess free energy

b(B,v) = vA(B)r? — p(B,v) (2.4.15)

is non-decreasing in || and in v. It is jointly continuous.

O The second inequality in item 1 is the annealed bound. The first one follows from an
inifinite-dimensional version of Jensen’s inequality; this version being curiously overlooked in
the literature, we recall the full statement:

Lemma 2.4.2 (Lemma A.1 in [50]). Let g be a bounded measurable function on a product space
X XY, i a probability measure on X and p a probability measure on Y. Then

in [ elyoln (e < [m/ eg“’”’”du(w)] dp(y).
X Yy X

We apply it with p = P, u = P, g(x,y) = Bw(V;) to get the desired bound!. However this
bound is not so great here, since the simple one p(3,v) > t~1P[In Z;] for a fixed ¢ (which comes
from superadditivity of u(t)) is not linear, but strictly convex in  and then already better.

Item 2 is the standard convexity of free energy,

82

87/82 In Zt = Varpf,w (w(‘/t))) >0 ’

1We explain in this note why the Lemma is an infinite-dimensional version of Jensen’s inequality: the func-
tional ¢(f) =In [, e/ @ du(x) is convex, and the function f(-) = g(-,y) is randomly chosen with p(dy).
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where Var 5. denotes the variance under the polymer measure in a fixed environment w.
t

We now turn towards item 3, in the case § > 0 (the other case being similar). We use specific
properties of the medium, infinite divisibility: for v, A > 0, we note that the superposition w-+w
of two independent PPP with intensities v and A is a PPP with intensity v + A. Writing P
the expectation over both variables w,w, we compute by conditioning

B=0
<

Pln Z;(w) Pln Z;(w + w)

= PP[lnZi(w+ @)|w]

PlnP[Z;(w + @)|w]
=  PlnZ(w) + tAXB)r.

This proves monotonicity of ¢ in v. This proves at the same time continuity in v (locally
uniformly in ) and the joint continuity in (3, v).

The plain identity P[Y f(Y)] = 6P[f(Y + 1)] for a r.v. Y distributed as a Poisson law with
mean 6 has a counterpart for PPP, an integration by parts formula known as Slivnyak-Mecke
formula (e.g., p.50 in [60] or th. 4.1 in [41]): Let M be the space of point measures on (0, t] x R?
and h: Ry x RY x M — R, measurable, then

P {/ h(s,m;wt)wt(ds,dx)] = / P[h(s, z;w; + 05.0)] vdsda . (2.4.16)
(0,t] xR
With this in hand, we can show monotonicity of ¢ in §:

o) _ 8w
%P[ant] =  PP’¥w(Vy)]

P [xs@e® (")
_ IP’/wt(dsd:r) [X’Ze )
t

P [ys peP@(Vi)+ds.2)
#L19) P/ vdsdx [Xsce —— ]
(0,¢] xRd P [eﬁ(w( )+ s,s)}

P [ePyg pePv(W1)
(229 IP’/ vdsdz [ Pxs.ae™ )] y
(0.t]xRe P [(A(B)xs + 1)eP(V)]

B pBw
= IP’/ vdsdz— [;(zx] . (2.4.17)
(0.4] xR L+ AB) P [Xs.a]

Define
Ge(B,v) = t71P [mrd “In Zt} . (2.4.18)

With the identity

2Wx(ﬁ)Tdt = velrit = eﬁ/ vdsda P[]
op (0,t] x R4

we obtain

B,w
am(ﬁ,y):ieﬂ)\(ﬁ)y/ dsdy Pt Xsal” , (2.4.19)

0B (0,4] xR 14+ AB) P [xs.2]
which has the sign of 5. So the limit v of ¢, is increasing in |f|. [
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2.5 Phase transition

An important consequence of monotonicity and continuity of ¢ in |3] in Proposition 2.4.1 is the
existence and uniqueness of the critical temperatures introduced in the next statement, which
is a direct consequence of the above.

Theorem 2.5.1. There exist 8} (v), 8. (v) with —oo < 87 <0 < BF < 400 such that

v(Bv)=0 i Bels,B]
{ Y(B,v)>0 if B<BTorfB> B (2.5.20)

Moreover, |3E(v)| is non-increasing in v.

These values 8 (v), 3. (v) are called critical (inverse) temperatures at density v (they
depend on r as well). The domains in the (3, v)-half-plane defined by the first and second line
in (2.5.20) are called high and low temperature region respectively. The boundary between the
two regions is called the critical line, and a phase transition in the statistical mechanics sense
occurs: the quenched free energy p(3,v) is equal to the annealed free energy p(l)(ﬁ V) = vArd
— an analytic function — but analyticity of p(3, ) breaks down when crossing the critical line.

To summarize our finding, we define the high temperature region and the low temperature
region

D={(B,v):9(B,v) =0},  L={(B,v):¢(8,v) >0}

They are are delimited by the critical lines 8. (v) and 8 (v) from Definition 2.5.1. In the next
sections we will discuss non-triviality of the critical lines, as well as fine properties. In section
5 we will understand that they correspond to delocalized or localized behavior respectively.



Weak Disorder, Strong Disorder

3.1 The normalized partition function

In this section, we introduce a natural martingale that will play an important role in many
results concerning the asymptotic behavior of the polymer.

For any fixed path of the brownian motion, {w(V;)}:>0 is a Poisson process of intensity vr?
and has associated exponential martingales {exp (Bw(V;) — A(B)vrit) }i>0. Hence, for t > 0,
the normalized partition function

W, = e MOz, (3.1.1)

defines a positive, mean 1, cadlag martingale with respect to {G;}+>o.
By Doob’s martingale convergence theorem [51, Chapter 2, Corollary 2.11], we get the
existence of a random variable W, such that

Wy = lim Wy a.s. (3.1.2)

t—00

Theorem 3.1.1. There is a dichotomy: either the limit W is almost-surely positive, or it is
almost-surely zero. Otherwise stated, we have either

P{Wa > 0} =1, (3.1.3)

or

P{W, =0} =1. (3.1.4)
Proof. Denote by e; the renormalized weight
ey = exp(Bw(V4(B)) — A(B)vrit) (3.1.5)
By the Markovian property (2.3.11), we get that for all positive times ¢ and s,
Wit = Ple; W 00; g,]. (3.1.6)

In Section 3.2.1, we will justify that one can take the limit as s — oo in this equality, in order
to get that
Weoo = Plet Woo 0 6 B,]. (3.1.7)

Then, notice that (3.1.7) also writes

We = Ws / Pt&w(Bt S dl’) Weo © Gt,z. (318)
R4

Since Wy > 0 P-a.s and since PtB *“ has positive density with respect to Lebesgue’s measure, we
obtain by (3.1.8) that
VE>0, {We =0}={Wxo6b,=0, z-a.e.},

or, equivalently,

{WOOZO}Z{/de(Btedx)Woooet,x:o}.

10
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The event of the right-hand side belong to the o-field G o) = o (w(A); A € B([t,00) x RY))
completed by null sets, so

{Woo =0} € () Gt.o0)-

t>0

The theorem now follows from Komogorov’s 0-1 law. [ |

This dichotomy calls for a definition.

Definition 3.1.2. We say that the polymer is in the weak disorder phase when Wy > 0
almost surely. We say it is in the strong disorder phase when Wy, = 0 almost surely.

The phase diagram is connected in the S-parameter space.

Theorem 3.1.3. There exist two critical parameters 8. € [—00,0] and B} € [0,00], depending
only on v,r and d, such that

e For all B € (B, 3F) U{0}, the polymer belongs to the weak disorder phase.

e For all B € R\ [B., 3], the polymer belongs to the strong disorder phase.

Proof. Let 0 be a real number in (0,1) and denote Y; = W¢ for all ¢ > 0. The family (V3)i>0
is a collection of positive random variables verifying

supIP[Y;l/e] =supP[W;] =1 < oc.
>0 >0

As 1/6 is strictly greater than 1, this relation implies the uniform integrablity of (Y;);>0. Since
the process (Wta)tzo converges almost surely to Wfo, we get from uniform integrability that

lim P [Wﬁ} —P [Wfo} . (3.1.9)

t—o00

Now, one can observe that the right hand side term is positive if and only if (3.1.3) holds and
that it is zero if and only if (3.1.4) holds. To prove the theorem, it is then enough to prove
that g — P [Wgo] is a non-increasing function of |3| and choose for example

Bf =inf{8>0:P [Wfo} — 0}, (3.1.10)

which does not depend on ¢ € (0,1). Using (3.1.9), we now just have to show that 3 — P [W/]
is an non-increasing function of |3| for all positive t. By standard arguments, we get that

9 0| _ 0—1 0

25" [Wt} —P [HWt 95"
=P [HWf*lP [(w(Vt) - )\,(ﬁ)l/rdt> eﬁw(vﬁ)_k(ﬂ)wdtﬂ
=0 PP W™ (w(Ve) = X (Burit) P =20wrte]
Introducing the probability measure P? on point measures, given by

dPP (w) = ePeV)=2rvtgp ),

the derivative of P[W/] is now given by

0

%P [th} —9pPP° [thil(w(‘/}) _ ’I“dI/)\,t)} . (3.1.11)
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In Proposition 3.1.4 just below, we will see that under the probability measure P?, w is a
Poisson point process on Ry x R.

We can then use the Harris-FKG inequality for Poisson processes [40, th. 11 p. 31] in order
to bound the above expectation. Indeed, the variable w(V;) —r%v\'t is an increasing function of
the point process and by definition, the process VVte_1 is then a decreasing function of w when
B > 0 (resp. increasing when 5 < 0). Applying the FKG inequality, we find that for positive 3

P8 (Wi (w(V;) — A'rdut)} < PP [Wf—l} PP [(w(vt) —rdl//\’t)] —0, (3.1.12)
where the last equality is a result of the relation
Plw(Vy)e® V] = XN (8)rdut.

The same result with opposite inequality comes when g < 0. Thus, we get from (3.1.11) and
(3.1.12) that P[IW7] is a non-increasing function of |f|. ]

We recall at this point that Poisson processes with mutually absolutely continuous intensity
measures are themselves mutually absolutely continuous.

Proposition 3.1.4. Let n be a Poisson point process on a measurable space E, of intensity
measure . Let f be a function such that e/ —1 € L*(u). Then, under the probability measure

Q defined b

the process n is a Poisson point process of intensity measure ef dpu.

Proof. Let g be any non-negative measurable function. As the Laplace functional characterizes
Poisson processes (theorem 3.9 in [41]), we compute it for the point process 7 under the measure

Q:
Qexp {— /Eg(s) n(dx)} =Pexp {/E flx) —g(z) n(dx)} o~ J (@ =1) dp()

— exp { / (eJ@-a@) _ 1) du(x)} o [/ 1) du(a)
E

— exp { [ e - pefts du<x>} |

where the second equality is an application of (2.2.7). The expression we obtain corresponds,
as claimed, to a Poisson point process of intensity measure e/ dp. [ |

3.2 The self-consistency equation and Ul properties in the weak disorder

3.2.1 Proof of the self-consistency equation on W

In this section, we prove that one can take the limit in the identity Wy = Ple; W06 g, and
obtain the equation of self-consistency:

Weo = Pley Wao 0 0y, (3.2.13)
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Figure 3.1: Mirror coupling in d = 1.

A part of the problem is that we only have almost sure convergence of the W06, ;, for countable
number of z’s. To deal with this issue, we show that the quantity

Wi(z) == e MO P, [exp (Bw(V}))], (3.2.14)
does not vary too much with x, in the sense of the following lemma:

Lemma 3.2.1. There exists a constant C = C(B,v,r), such that, for all t € [0,00] and
z,y € RY,
P[Wi(z) = Wi(y)|] < Clz —yl. (3.2.15)

Proof. To simplify the notations, we only consider the case where y = 0. To recover the lemma,
it is enough to argue that the Poisson environment is invariant in law under a translation in
space of vector .

To prove (3.2.15) for y = 0, we write the difference of the two martingales as expectations
over two coupled Brownian motions, in the same environment. The coupling we consider is the
mirror coupling, which is defined as follows (see [30] for more details).

At time 0, one of the Brownian motions is starting at 0 and one is starting at 2 € R%
Denote by H be the hyperplane bisecting the segment [0, x], which is the hyperplane passing
by x/2 and orthogonal to the vector z. Let also

T = inf{t > O’Bt € H},

be the first hitting time of H by B. Then, define B as the path that coincides with the reflection
of path of B with respect to H for times before 7, and that coincides with B after 7.
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The process B has the law of a Brownian motion starting from x. Moreover, the time 7 is
the first time B and B meet. After 7, the processes coincide. The variable 7 has the following
cumulative distribution function:

P(1 = z) = ¢.(|z]), (3.2.16)

where, for positive z,

|z|/2 .2
/QZd
o) = = [ e

and where || is the Euclidean distance. In the litterature, a coupling that satisfies this relation
is said to be maximal (see [30]). Let

er = exp(Bw(Vi(B)) = A(B)vrit), & = exp(Bw(Vi(B)) — A(B)rrt),
which we factorize in the contributions before and after B and B coalesce, so that, for ¢t € [0, 00),
P[[Wi(z) — Wi(0)[] < PP[[é; — e]
= PP[|(étnr — etar)e(t—tar)+ © Otar Byn, |]

= P]P)Hét/\’r - 6t/\7’”7

where the last equality is a result of the independance of the Poisson environment before and
strictly after time ¢ A 7.

Then, we distinguish the cases where B or B encounter a point of the environment before
t A7, and the cases where they don’t. We get that PP[|éar — einr|] writes:

~ —Avrdtnr
PP |:’€t/\7' - et/\T|1{0-)(VtA7—(B))>1,w(‘/}/\-r(g))>1}i| + PP [(et/\‘r —€ )

+ PP |:(ét/\7' _ e—)\urthT)l

{w(Vinr(B))>1,w(Vinr (B))=0}

{W(WAT(B)=0,W(WAT(§)>1}} ’

We first use the triangle inequality in the first expectation of the sum, and neglect the negative
terms in two other expectations. Then, recombining the terms, one obtains that

P[Wi(z) = Wi(0)[] < 2PP [einriw(vin, (B))>1}] + 2PP [émfl{w<m<§>>>1}]
= 4PP [einr1u(vin, (B))>1}]
< 4PP [eTl{w(VT(B))>1}] 5 (3217)

where the equality is a consequence of invariance in law of the Poisson environment under the
translation by x.

For any fixed 7, the variable w(V;) is a Poisson r.v. of parameter vrir, so that
,Bk Avrdr (VTdT)k —vrdr
PP [eTl{w V- (B >1} ZPP 67—1{w kzlp T@ s
from which we get by standard computations that
PP [eTl{w(VT(B)>1}] = P[1 — exp(—€’vrir)). (3.2.18)

To control this last expectation, we will first notice that 7/|z|? is independent of |z|, and
we will compute its density. By equation (3.2.16) and the change of variable u = |z|\/(z)v, we
get that

1 U2
P(r/|z]* > 2z) = m/() e V2 dy.
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This function of z is continuous and everywhere differentiable on [0,00). The variable 7/|z|?
hence admits a density with respect to the Lebesgue measure, given by

1 671/8,2
J(2) = 42or 2327

Therefore, one gets that the right-hand side of (3.2.18) can be written as
P [(1 - exp(—eﬁwd7'|:c\*2|x|2)) 1{T/|$|2§1}} +P [(1 - exp(—eﬁyrdrla:|*2|x]2)> 1{T/|x‘2>1}]

< ePurd|z|? -l—/ (1 - exp(—eﬂl/rdz|:c|2)> f(2)dz.
1

As there is some constant C' > 0 such that f(z) < Cz=3/2 after the change of variables
z|x|? = u, the integral above can be bounded by

|z /000 C (1 — exp (feﬁyrdu>> v 2dw,

where one can check that the integral converges. Since its value only depends on 3,v and r,
we finally get that there exists some constant C' = C'(8,v,r), such that

P[[Wi(z) = Wi(0)]] < 4P[L — exp(—evrir)] < C'(|2f* + |a]),

where the first inequality comes from combining (3.2.17) and (3.2.18). Since the Wy(z) variables
have bounded expectations, this proves the lemma in the case where t < oco. The t = 0o case
is then a consequence of Fatou’s lemma. [ |

We can now show that the self-consistency equation holds. Let § > 0 be a parameter that
will go to 0. For all ¢ € Z%, define A(q) to be the cube of length § centered at &g, so that all
the cubes form a partition of the space R?. We get that the right-hand side of (3.1.6) satisfies

Ple;Wyo00,5] =Y Ple;Wso00,5,;Bi € A(q)]
qezZ4
= Y PlesWe 00,50 B; € Ag)] + AJ, (3.2.19)

q€eZ°

where A% = > gezd Plet (Ws 00y g, — Wi 00 5); By € A(q)].
First observe that P-almost surely, W o 0; 5, converges to W, o 85, for all ¢ € 74, so
Fatou’s lemma entails

P-a.s., lisrgiogf Z Ple; Wy 06,54, B € A(q)] > Z Ples W 0 8 54; Br € A(q)],
qE€Z qEeZ4

so that, by (3.2.19) and letting s — oo in (3.1.6),

P-a.s., Wy > Z Ple; Wao 003 543 Be € A(q)] + lim inf AS. (3.2.20)

S—00
q€eZ4

Furthermore, using the fact that W is a martingale, one can check that s — Ag is also a
martingale with respect to the filtration {Gys}s>0. For any time S > 0, Lemma 3.2.1 implies
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that it satisfies

P|A%[] < Z P [Ple; [Ws 0 0y, — Ws 0 0y 54|11 B,en(q)]
qEeZ4

<C(6°+6) Y P[lpear)

qEZ4
= C(6* +9),

where, in the second inequality, we have factorized by P[e;] = 1, using the independence under
P of the environment before and strictly after time ¢. Thus, by Doob’s inequality [35, Th. 3.8
(i), Ch. 1], we have for all v > 0,

C(62 +6)

<

P [ sup |A%| > u
u

0<s<S

where we can let S — oo by monotone convergence. This implies that supg~g | A%| converges in
probability to 0, when § — 0, which in turn implies that

lim inf | A%| -2 0.
S§—00

Then, using Lemma 3.2.1 in the case where ¢ = 0o, the same computation as above would
show that

P ||> PletWao 0013, Bi € Alq)] = > Plet Wag 0 614 Bi € A(g)]| | < C(6° +0),
g€z q€Zs
and hence,
Ll

Z Ple; Woo 08645 Br € A(q)] — Pler Wos © 0y,

qezZd
In particular, we have shown that the right-hand side of (3.2.20) converges in probability to
Ple; W 0 8¢ ,], so that almost surely

Woo > P[@t Woo o 9t7Bt].

Observe that the two quantities have the same expectations to conclude that (3.2.13) holds.

3.2.2 Uniform integrability in the weak disorder

Proposition 3.2.2. The martingale W; is uniformly integrable if and only if the polymer is in
the weak disorder phase, i.e. Wy, > 0, P-almost surely.

Proof. If Wy is UI, then W; converges in L' to Wy, so that P[W,] = 1 > 0, therefore weak
disorder must hold by the dichotomy.
Suppose now that the polymer is in weak disorder and set

Weo 06t
Xt,a: - ]P)[Woo]
The self-consistency equation (3.2.13) writes Xo 0 = Ple; Xt p,], so that, as X , is independent
of G; for all x,
P[Xo,0|G] = P [eP[Xy,B,]] = Pled].
This shows that for all ¢ > 0,
L@Q ::P{)(OIHQA] a.s.

Hence, (W¢)¢>0 is uniformly integrable since the family of the right-hand side is a uniformly
integrable martingale. u
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3.3 The L2-region

Theorem 3.3.1. (i) There exist two critical parameters B2~ € [—00,0] and B+ € [0,00],
depending only on v,r and d, such that, if B € (B2~, B21) U {0} then

sup P[W?] < oo, (3.3.21)
teR

and such that the supremum is infinite if B € R\ [B5, By |-
(ii) Furthermore, if d > 3, there exists a constant c¢(d) € (0,00), such that (3.3.21) holds
whenever

MB)2vrdt? < ¢(d), (3.3.22)

(iii) In particular, B2~ < 0 and Bo* > 0 whenever d > 3.
(iv) Also for d > 3, when vr¢t? < c(d) the constant in (3.3.22), we have Bo~ = —oc.

Definition 3.3.2. We call the L2-region the set of parameters 3, v, for which (3.3.21) holds.

Proof of Theorem 3.3.1. We introduce the product measure P®? of two independent Brownian
motions B; and B, starting from 0 with respective tubes V; and V. The main idea is to write

Wt2 — p®2 [eﬂw(\/t)eﬁw(f/t)]e—Q)\Vrdt

9

so that, using Fubini’s theorem,
P[W2] = P2 P[P (Vi) +w(Vo]e—2Avrtt (3.3.23)

One can see that i i )
w(Vi) +w(Vy) = 2w(Ve N Vi) +w(V;AVE),

which is the sum of two independent Poisson random variables; computing their Laplace trans-
forms leads us to

P[]

exp ()\(Qﬂ)yﬂ/} NVi| + \W|V,AV| — 2)\1/rdt>
= exp (AViN Vi)

— exp (A%yvoo N f/ooy> , (3.3.24)

t—o0

where the second equality is obtained using |V;| = |V;| = tr¢ and A(8)? = A(28) — 2A\(8), while
the limit is justified by monotone convergence. Now,

Ve Vil = [ 0B UGBt
0
- /Oo U(0) U (B, — B)dt
0
fa /0 U AU By,

since (B 4 Bt)i>o faw (Bat)t>0. Hence, using monotone convergence and (3.3.24), we get that

supP{F] = Jim PIVZ] - [exp (Af)ZV /0 T U0 n U(Bt)|dt)] , (3.3.25)
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where the first equality is a consequence of (W?);>¢ being a submartingale. Equation (3.3.25)
shows that sup, P[W?] is an increasing function of |3|, which proves part (i) of the theorem.
To prove the second part, we will bound the right hand side of (3.3.25). First observe that

2/d
B(Pe <1},
4r2

supP[W7?] < P [exp <2)\(ﬁ)2yr2+d7d2/d/ 1B, <1 dt)] . (3.3.26)
teR 0 B

law
UO) NUB)| < [UO)|1 5y vse, = rdl{

so that, by a change of variables,

When d > 3, the Brownian motion is transient and has the following property:
oo
a(d) = sup P, [/ 1B, <1 dt} < 0.
zER 0 -

By Khas’minskii’s lemma [61, p. 8, Lemma 2.1], this implies that

P [exp (u/ooo 1),1<1 dt)] <(1-ua)?,

whenever ua < 1. Looking back at (3.3.26), this condition finally leads to (3.3.22).

Part (iii) is obtained by observing that A(8) — 0 as 5 — 0, so that condition (3.3.22) is
fulfilled for small enough £.

To prove (iv), just note that the right-hand side of (3.3.22) tends to vr?t2 as f — —co. ®

3.4 Relations between the different critical temperatures

The critical values B;E, B+ and BF defined in Theorems 2.5.1, 3.1.3 and 3.3.1 are ordered.
Proposition 3.4.1. The following properties hold:

(i) For alld>1, ) B
B <Br<Bf<oo and B <B <. (3.4.27)

(ii)) When d > 3, these parameters are all non-zero.
(i1i) When d > 3 and vr¢t? is small enough, B = Bg =5 = —o0.

Remark 3.4.2. Point (iii) tells us that if the intensity of the Poisson point process or the
radius are sufficiently small, the polymer will not really be impacted by the environment.

Remark 3.4.3. For d = 1,2, it holds that that Béﬁ = BF = BF = 0. The reader is referred to
the proofs in [8, 10, 19, 39] for other similar models, and can be convinced that the arguments
go through in our case [9].

Remark 3.4.4. A long-standing conjecture is that Bci = _Ci, i.e., that the weak/strong disorder

transition coincide with the high/low temperature one.
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Proof. We first show that 6; < BF. Suppose B; >0andlet 0 <8< ,B; . By definition, we
have
sup P[W?] < oo,
>0
so that (W;)s>0 is a martingale bounded in L2 Thus, (W;)t>0 converges in L? norm, which
implies L' convergence.
Since P[W;] = 1 for all t, we get that P[W,.] = 1, so (3.1.3) must hold and hence 3 < 5.
As it is true for all 8 < 35, the desired inequality follows directly.
We now turn to the proof of 3+ < 8. Again, suppose that 85 > 0 and let 0 < 3 < BF.
We have W, > 0 almost surely, so In Wy — In W, almost surely, that is to say

InZ; — Avrdt —s In Weo.
t—o00

Dividing by ¢, we get that
1
“InZ — xwr? — 0,
t t—o00
thus p(B,v,r) = Avr?, ie. f < B.. The same argument goes for the negative critical values.

This ends the proof of (i).
Points (ii) and (iii) are repeated from Theorem 3.3.1. ]



Directional free energy

In this section we make use of the Brownian nature of the polymer and the invariance of
the medium under shear transformations, which induces a lot of symmetries in the model,
culminating with quadratic shape function and the equality (4.2.11).

4.1 Point-to-point partition function

With P%Y the Brownian bridge in R? joining (s, ) to (¢,4), we introduce the point-to-point
partition (P2P) function
Zi(w, Bi) = Pit exp{Bw(Vi)}] (4.1.1)

from which we can recover the point-to-level (P2L) partition function
Zuw,3) = [ | 2l fia)p(t, )i (1.1.2)
R

by conditioning on B;. We use the standard notation p(t,z) = (27t)~%? exp —|x|?/2t for the
heat kernel in R?. For ¢ € R?, define the shear transformation Te Ry % R? — Ry x R? by

Te(s,x) = (s,x + s§) ,

which is one to one with T - T_¢. Since 7¢ acts on the graph of functions f: R, — R?, we
denote its action on functions by

Tef s> f(s) + s, (4.1.3)

so that 7¢(s, f(s)) = (s, 7¢(f)(s). The pushed forward of a point measure by 7¢ is defined by
T¢ O (Z O(ts25)) = Z Oty witets) = Z%(ti,xi) : (4.1.4)

where it is clear that 7¢ ow is again a Poisson point process with intensity vdsdz, i.e., gow = w

in law. With B the canonical process, under the measure Pg:(tf the process W = 7_¢(B) is a
Brownian bridge (0,0) — (0,0). Therefore, for all w,

Zi(w, B;t€) = P&’Sg [exp{Bw(V:(B))}]
— Pé:éﬁ lexp{Bw(Vi(te(W)))}]
= B0 lexp{Bulre(Vi(B))Y

(

= Py [exp{B(re o w)(Vi(B))}]
= Zi(t¢ow,B;0) . (4.1.5)

B

7¢

This implies that Z;(w, 8; ) has same law as Z;(w, 5;0). We can prove that the directional free
energy, in the direction & € RY,

P (B, 6) = Jim n Zu(w, 55 16)

exists a.s. and in LP-norm for all p > 1, and is equal to limy o t 'P[In Z;(w, B; t£)]. The route
is quite different from Theorem 2.3.1, it follows the lines of chapter 5 in [61] for the undirected

20
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case, that we briefly sketch now: define the tube around the Brownian path between times
s <t, Vs = Vsi(B) = Uyepsg{u} x U(By), and also

es,t(xv Y; w) =P eﬂw(vg’t)lBtGU(y) ‘Bs = 1:} =P, [eﬁes’low(W75)1Bt,5€U(y) )

which is the integral of the P2P partition function over a ball of radius . Then, the quantity

as(r,y;w) = Zeigfx) Ines (2, y;w)

is superadditive, in particular we have

a0,5+t(0> (S + t)g; w) Z aO,S(Oa Sg; w) + as,s+t(5£> (S + t)g; w)a

and the subadditive ergodic theorem shows the existence of the limit t*1a07t(0, t&;w) ast — oo,
say p(B,v;€), a.s. and in L'. (LP-convergence will follow from the concentration inequality,
which remains unchanged). Then, one can show that the infimum over z € U(x) in the
definition of ag¢(0,y;w) can be dropped in the limit ¢ — oo, as well as the integration in the
definition of ep+(0,y;w) on the fixed domain U(y). Proving these claims requires some work
with quite a few technical estimates; we do not write the details here, the reader is referred to
section 5.1 in [61].

By (4.1.5), Z(w, B; x) taw Zy(w, B;2') and thus, for all £, ¢ € R?,

(B, ;&) = pMT (8,1 ) . (4.1.6)

4.2 Free energy does not depend on direction

Let P" be the Wiener measure with drift h € R?, i.e., the probability measure on the path
space C(R,R%) such that for all ¢,

aph t|h|?
R
t

By Cameron-Martin formula, under P", the canonical process B is a Brownian motion with
drift h, i.e., W = 7_5,(B) is a standard Brownian motion under P* and has the same law as B
under P. Thus, the partition function for the drifted Brownian polymer

Ziw,B) P exp{Bw(Vi(B))}]

= P exp{Buw(Vi(m, (W)}
= Plexp{Bw(Vi(m(B)))}]
= Z(r_pow,f) (4.2.7)

as in (4.1.5). It would be routine, and this time exactly as in the proof of Theorem 2.3.1, to
show the existence of free energy for the drifted Brownian polymer

p"(B,v) = 1tlim t~1In ZMw, B)
—00

a.s. and in LP; But in fact, this is even unnecessary since (4.2.7) yields the existence of the
limit. Now, the previous display together with invariance of w under shear shifts imply that

p"(8,v) = p(B,v) . (4.2.8)
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On the other hand, similar to (4.1.2) we have

ZMw, B) :/ eh'm*t|h‘2/2Zt(w,B;x)p(t, x)dx . (4.2.9)

Rd

By Laplace method, it follows from standard work that
PBy) = sup {heg— /2 - 162+ (8, 150) |
geRrd
(41.6)  dir ) 2 2
=" p™(B,1;0) = |h]*/2 + sup {h- &~ [¢]*/2} (4.2.10)
£eRd
= pdir(/Bay;O)'

Finally, all the above notions of free energy coincide:

p(B,v) = p™(8,v;6) = p"(B,v) . (4.2.11)

Conclusion: The critical values S for equality of quenched and annealed free energy are the
same for all free energies (P2P in all directions, P2L with all drifts).

4.3 Local limit theorem

In the L?region, a local limit theorem was discovered by Sinai [59] in the discrete case, and
extended to our continuous model by Vargas [63].

Define the time-space reversal operator on the environment 6}, acting on point measures
b

020> 0tan) = D S—tisi—a) (4.3.12)

Theorem 4.3.1 (Local limit theorem; [63], Th. 2.9). Assume ( € (—ﬂ;,ﬂ;). Then, for any
constant A > 0 and any positive function ¢y tending to oo with €, = o(t*) for some a < 1/2,

as

Zi(w, B 2) = Woo X Wog 005, + () , (4.3.13)

and
Zt(waﬂ; l’) = sz X Wﬁt 00;_1: +5t($) )

with error terms vanishing as t — oo,

sup Pllei(x)|]] — 0, sup IP)[|(5,5(:U)|2] —0.
lz|<AVE lz| <AV

Intuitively, the local limit theorem states that, the polymer ending at x at time ¢ only
”feels” the environment at times s close to 0 and locations close to 0 or close t at ”large” times
s close to t and locations close to x. (See Figure 4.1.) In between, it behaves like a Brownian
bridge.

Conjecture 4.3.2. We formulate two conjectures:
e [t is natural to define another pair of critical inverse temperature, analogue to the weak/strong

disorder transition:
BH = sup{B>0: lim P[(W;"4)/%] > 0}, (4.3.14)

C

B = mf{B<0: lim P[(W;"€)"/?] > 0}
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. . . . ., . —+.,dir + ot Jdir _ _
Using Jensen inequality in (4.1.2), it is not difficult to get 8. € [B3,B8F], B~ €8, 085 ]
We conjecture that the equality holds, i.e.,
—+ +,di
/BC _ 50 r

e A long standing conjecture is that the local limit theorem (4.3.13) holds the way all through
the weak disorder region. Note that the latter conjecture would imply that the former one holds.

—~

L

Figure 4.1: The local limit theorem. The P2P partition function only feels details of the

environment close to the space-time endpoints (0,0) and (¢,z). In between, it behaves like the
Gaussian propagator.



The replica overlap and localization

The utlimate goal of this section is to show that the thermodynamic phase transition of section
2 is a localization transition for the polymer.

To do that, we need fine tools from stochastic analysis. The starting point is Doob-Meyer
decomposition, a natural and strong tool to study stochastic processes in which the process
is written as the sum of a local martingale (the impredictable part) and a bounded variation
predictable process (the tamed part). We start by recalling some martingale properties of the
Poisson environment that will prove usefull throughout the following chapters.

5.1 The compensated Poisson measure and some associated martingales
Given the Poisson point process w, we introduce the compensated measure @,
w(dsdz) = w(dsdz) — vdsdez, (5.1.1)

and we abreviate its restriction to (0,t] x R? by @;. By definition, for all function f(s,z,w)
that verifies

/ Pl f(s,z,-)|]dsdzx < o0, (5.1.2)
[0,t] xR

the compensated integral of f is given by

/ F (s, 2, )n(dsdar) = / F(s, 2w (dsd) — / F(s, 2, w)dsda, (5.1.3)

[0,t] xR

Furthermore, we say that a function f(¢,z,w) is predictable, if it belongs to the sigma-field
generated by all the functions g(¢, z,w) that satisfy the following properties:

(i) for all t > 0, (z,w) — g(t,z,w) is B(R?) x G-measurable;
(ii) for all (z,w), t — g(t,x,w) is left continuous.

Then, if the function f(¢,z,w) is predictable, provided that (5.1.2) holds and that
/ P[f(s,z,-)*]dsdz < oo,
[0,t] xR

the process t — [ fdw; is a square-integrable martingale associated to (G)¢>0, of previsible

bracket [31, Section II.3.]
</fdw> —/ f?vdsdz. (5.1.4)
t [0,t] xR

The previsible bracket has the property that ( [ fdw;)?— ([ fdw); is a martingale. In particular,

Var (/f(s,g;, ')wt(dsdx)> :/[OﬂXRdIP’[f(s,x,-)Z]Vdsda:. (5.1.5)

24
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5.2 The Doob-Meyer decomposition of In Z;

Since W; is a martingale and In is concave, —In(W;) is a submartingale, for which we want to
get a Doob-Meyer decomposition [53, Ch.VI].

In the following, we will use the notation A;X := X, — X for any cadlag process X.
Let ¢ = (V) Ag w(V4) can be expressed as a sum over w, we get by telescopic sum that
G =14 [wi(dsdz)A(, an integral over Ry x R?. Averaging over the Brownian path, we also
get that Z; can be expressed as a sum over the process. Therefore, by telescopic sum,

InZ; = /wt(dsdx)As InZ.

Now, let (t,z) € Ry x R? be any point of the point process w. As (t,z) is almost surely the
only point of w at time ¢, we can write that

7, =P [eﬂeWVt—)xt,x(B)} 4P [eﬁw(Vt-) (1= o B))]
=P [(eﬂ - l)eﬂw(vt’)Xt,z(B)] +P [eﬂw(%,)}
= (A(ﬁ)Pﬁ”[xm] + 1) Zy_ .

Hence,
InZ, = /wt(dsdx) In (14 )\Psﬁ_’w [Xs,2])- (5.2.6)

Let g be the function g(u) = u — In(1 + u), which is positive on (—1,00). Then, recalling that
Jga Xszdr = r¢, we obtain Doob’s decomposition

—In Wi = dvrdt —InZ; = M, + A, (5.2.7)
where the martingale M and the increasing process A are given by
M, = — / @r(dsde) In (1 + APP[xs.]), (5.2.8)

Ay = dordt — / In (1+ APP [Xs,0]) vdsdz
[0,t] xR

_/ gAP[xs.]) vdsda. (5.2.9)
[0,t] xR
Moreover, the martingale M is square-integrable, and its bracket is given by

(M), = / [0 (14 AP?[xs.])]* vdsda.
[0,] xRd

5.3 The replica overlap and quenched overlaps

Things being clear from the context, we will use the same notation |A| to denote the Lebesgue
measure of Borel subset A of R? or Ry x R%.

Definition 5.3.1. For any two paths B and B, we define the replica overlap Ri(B,B) as
the mean volume overlap of the two tubes around B and B in time [0, 1]:

Ru(B, B) = L IVi(B) N Vi(B)| (5.3.10)
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In a similar way, we define the quenched overlaps I; and J; as'

1 w®2 -

L= P [|UB) UGB, (5.3.11)
1 W ®2 ~

o= BB N VB, (5.3.12)

The variable I; stands for the expected volume of overlap around the endpoints of two
independent polymer paths, while J; is the expected volume of overlap during the time interval
[0, t]. Note that both f(f Isds and tJ; represent an expected volume of overlap in time [0, t], but
they will emerge from different circumstances. Similar to xs, = 1{z € U(B;)} from definition
(2.1.3), we write for short )

Xs,z = H{z € U(Bs)}.
Writing
UE) UGB = [ XaTiada,
R

we derive two useful formulas:

1 . 1 .
Iy = 7 Jos Ptﬁ’ (Xt)’dx Jr = 1"d/ dx— /P’B (xs.)2ds . (5.3.13)

For better comparisons, we have normalized all quantities in (5.3.10), (5.3.11) and (5.3.12)
in such a way that
0< Rtyjtyt]t <1 )

so that we can — and we will — view each of them as a localization index:

e R; close to 1 means that the two fixed paths B, B are close on the interval [0, t];

e [; close to 1 means that the endpoints of two independent samples of the polymer measure
are typically close one from the other;

e J; close to 1 means that the paths of two independent polymers are close all along the
time interval.

The second case corresponds to endpoint localization whereas the third one is path localization.
Mathematically, the quantity I, appears via It6’s calculus (stochastic differentiation) and J;
via Malliavin calculus (integration by parts). On the contrary, small values of these indices
correspond to absence of localization: it means that the polymer spreads more or less uniformly
in space without particular preference.

Remark 5.3.2. When = 0, the Gibbs measure Ptﬁ’w reduces to Wiener measure P, so that
Jy = [) I,ds = tP®?[Ry(B, B)], and

d t
P2 Ry(B, B)| / PE(|U(B,) N U(By)]ds < Tt/ P (Ba, € U(0)ds — 0.
0 —

Thus,
1 t
lim J; = lim — I,ds =0,
t—o00

t—=oo T Jo
This indicates that, in absence of interaction with the inhomogeneous medium, there is no
localization of the Brownian path.

‘We now come to the core of the section: localization results.

2 . =, .
!The product measure Pf w®2 PtB YR PtB " makes the 2 replicas B, B independent polymer paths sharing
the same environment w.
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5.4 Endpoint localization

A naive prediction is that, for small 5, the polymer is a small perturbation of Brownian motion
for small 8, with a comparable behavior, whereas for large 3 localization takes place and the
limits are nonzero. A first theorem shows that this is the case for the quantity I;:

Theorem 5.4.1. The following equivalence holds for B # 0:
We =0 <= / I;ds =00, P-a.s. (5.4.14)
0

In particular, the above integral is a.s. finite for € (B-,BF), and a.s. infinite for B < B or
B > BF. Moreover, we have:

1 t
lim — [ I,ds=0 if B €[B.,8 ]NR, (5.4.15)
t—oo t 0
1 t
liminf —~ [ I;ds >0 if B€ R\ [B., 8] (5.4.16)
t—oo t 0

Remark 5.4.2. Note that fooo I.ds is a.s. finite or a.s. infinite, by the dichotomy between

strong and weak disorder. Similarly, strict positivity of liminf; .ot~ ! fg Isds is equivalent to
low temperature region ¥(5,v) > 0 in (2.5.20). In fact, we will prove in (5.4.19)-(5.4.23) that
under strong disorder, there ezist c1,ca € (0,00), such that

t t
cl/ Iyds < —InW; < 02/ I;ds, for large t, P—a.s. (5.4.17)
0 0

Proof. (Theorem 5.4.1) First observe that one can easily derive (5.4.15) and (5.4.16) from
(5.4.14) and (5.4.17).

To show (5.4.17), we will relate fg I,ds to the variables M; and A; of the Doob decomposition
(5.2.7) as follows. From (5.3.13), we have

2 t
/[Ot] y (Pf’w[xs,mD dsdx:rd/o I ds. (5.4.18)
X

Then, looking at the behavior of g(u) in (5.2.9) and In(1 4+ u) around 0, it is clear that there
are two constants c1, co > 0, depending only on 5 and v, such that

cru? < vg(u) < cpu?, vin(l + u)? < cu?,

for all w in [0, A\] when § > 0, (resp. [A,0] when g < 0). Together with (5.4.18), this implies
that

t t
cl/ I.ds <A; < 02/ I.ds, (5.4.19)
0 0

t
<M>t S 02/ Isds. (5420)
0

We then recall two results about martingales. (These facts for the discrete martingales are
standard (e.g. [26, p. 255, (4.9),(4.10)]. It is not difficult to adapt the proof for the discrete
setting to our case.) Let £ > 0, then

(M)oo < 00 = (M;)>0 converges a.s., (5.4.21)
1te

(M)oo =00 = tlirn M/(M),? =0 as.. (5.4.22)
—00
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Consequently, we get that P-almost surely,

o0
/ Iids < 00 <= As < 00, (M) < 00
0
— A, < 00, lim M; exists and is finite
t—o00

= Wy >0,

where the last implication comes from the Doob decomposition (5.2.7). By contraposition, this
proves the first implication of (5.4.14). The reverse implication will follow from the arguments
below.

The next step is to show (5.4.17), so we now suppose that we are in the strong disorder
setting. Using (5.4.19), we see that it is enough to show that

—1In Wt

tlggo A 1, P-as. (5.4.23)

or equivalently by the Doob decomposition, that
lim — = 0. (5.4.24)

As we just proved, the strong disorder implies that fooo I,ds = oo, which in turn implies
that As = 0o by (5.4.19). Thus, in the case that (M) < oo, the martingale M; converges so
that the condition (5.4.24) directly holds. When (M), = oo, this is still true as

Mo gny |
At <M>t At t—oo

by (5.4.19, 5.4.20, 5.4.22).

Finally, what is left to demonstrate is that P-almost surely W, = 0 on the event fooo I,ds =
oo. In fact, we showed that this event implies both the limit (5.4.23) and A = o0, so that
Wy — 0. [ ]

Endpoint localization: As in the discrete case, we can interpret the results from the
present subsection, in terms of localization for the path. Indeed, it is proven in Sect. 8 of [19],
that for some constant ¢y,

w w®2 D, w
c1 sup PP¥[B, € U(y)]? < PP [\U(Bs) ﬂU(Bs)ﬂ < sup PP¥[B, e U(y)]  (5.4.25)
y€ER4 yER4

(in fact, the inequality on the right is trivial, and the one on the left is the combination of
(5.5.42) and (5.5.43)).

The maximum appearing in the above bounds should be viewed as the probability of the
favorite location for By, under the polymer measure Ptﬂ “: for s = t, the supremum is called
the probability of the favorite endpoint, and the maximizing ¥ is the location of the favorite
endpoint. Both Theorem 5.4.1 and Theorem 5.5.2 are precise statements that the polymer
localizes in the strong disorder regime in a few specific corridors of width O(1), but spreads
out in a diffuse way in the weak disorder regime. If ¢(3,r) > 0, the Cesaro-limit of probability
of the favorite endpoint is strictly positive.
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5.5 Favorite path and path localization

Recall that the excess free energy 1 from (2.4.15) is the difference of a smooth function and a
convex function. Hence its right-derivative, resp. left-derivative,

877/} ET w(ﬁlaV)—"L/’(ﬂaV) <a¢> ¢(5/7V)—¢(57V)
<85>+(5”’>‘3&% i \ap) P Tas

exists for all # and all v, and satisfy (al,@ﬁ) (B,v) < (%) (8,v). For the same reason as

above, 9(-,v) is differentiable except on a set which is at most countable, and we can write

(‘;‘g) (6.0) = tim 5260,

where the limit is over differentiability points 3’ tending to 3 by larger values. A similar
statement holds for the left-derivative. For further use, we note that for all fixed v, ¥(-,v) is
absolutely continuous again for the same reason as above.

Now, we turn to the properties of the replica overlap J;. The key fact is the following
proposition:

Proposition 5.5.1. There exist two constants c1,co € (0,00), depending only on B and v,
such that

VB >0, <gg> < hmlnf PlJ;] < hftisolip Pl < ¢ (%) , (5.5.26)
V<0, —c (?g)_ < htrgégf PlJ] < hiris;}lp P[] < —c2 (?é>+ (5.5.27)

Proof. Tt is not difficult to see from the definition that t.J; = [ f[o {xRd Ptﬁ “Ixs.z]2dsdx. Hence,
using equation (2.4.19) and the fact that e 1Bl <14 )\Pf’w [Xs,2] < elPl we obtain that

eVl < taaﬁwt(ﬁ, v) < vAeP PP, (5.5.28)

Moreover, the excess free energy writes (3, v) = vA(8)r? — p(B,v), where p(3,v) is a convex
function, defined as the limit, for ¢ — oo, of the convex functions p:(8,v) = %P[ln Zy). By
convexity properties, we know that

dp Ope Ops dp
1 < — < <
<8ﬁ> limint 55 <lnsup 55 < <6ﬂ>+

which in turns implies that

5} 0 0 0
<61§> < hrgg)lf (;é < hiioop 61? < (8%)_ (5.5.29)

The proposition is then a consequence of (5.5.28) and these last inequalities. [ |

With this proposition, we can give a characterization of the critical values Bf, in terms of
the asymptotics of the overlap:
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Theorem 5.5.2. For all B € [, 35]NR
tlgglo P[J;] = 0. (5.5.30)
Furthermore,

B =sup{p’ >0:V3<c|0,3], tlgglo P[Jy] =0} =inf{8 >0: litrgiogfIP)[Jt] > 0}, (5.5.31)
B =inf{# <0:VB e |[p,0], tliglo P[J;] =0} =sup{f < 0: lig(i)glfIP’[Jt] > 0}. (5.5.32)

Proof. We will focus on the 8 > 0 case, but the same arguments can be applied to the § < 0
case. Define

55 = sup{f' > 0: V5 € 0.6, lim B[] =0},

so what we need to show in particular is 3} = §.
To prove the first claim of the theorem, from which 81 < §+ follows directly, it is enough,
using (5.5.26), to verify that

VB < B, (?;é’) (8,v) = 0. (5.5.33)

This property is true when 3 € [0, 8F), as v is constant and set to 0 in this interval. To prove
that it extends to 81 if I < oo, observe that ¢ is minimal at 81, so that

As we saw earlier that Bl;p < aw always holds, we finally get that aﬂ Y (B = 35+ Y () = 0.

We now prove 81 > 6F. Let ﬁ > (I be finite, so that, by definition, ¥(3,v) > 0. As 1 is
absolutely continuous with ¢ (0,v) = 0, one can write

v
0B+

which implies that there exists some 3’ < 3 such that 6ﬁ+ Y_(8,v) > 0. By equation (5.5.26), w

get that liminf, o $P[J;(B)] > 0, hence 3 > 6. As it is true for all 3 > B, we obtain that
CAND u

7;[)(5) 1/) = (5,77/)(16/ >0

The favorite path. Let M be the set of integer-valued Radon measures on R, xR?, equipped
with the sigma-field G generated by the variables w(A), A € R, x R? so that we will consider
w as a process of the probability space (M,G,P). It is possible to define, for all fixed time
horizon ¢t > 0, a measurable function

YO [0, x M — R?

5.5.34
(50) o YO, (5:5.84)
which satisfies the property that, P-almost surely,
vse[0,t], P’ (B,cU(Y®)) =max P’ (B, € U(x)). 5.5.35
selod, P (Boev (Y1) = max PP (B, € Ua)) (5.5.35)
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The reader may refer to [20] for a proper (and rather technical) definition of Y.

Here, the path s — Ygt) stands for the ”optimal path” or the ”favorite path” of the polymer,
although this path is neither necessarily continuous, nor necessarily unique. Similarly to what
we have done previously, we define the overlap with the favorite path R} as the fraction of time
any path B stays next to the favorite path:

* * 1 ¢
Rt = Rt (B,(,U) = t/(; lBSeU(Ygt))dS. (5536)

As discussed before, a question of interest is the asymptotic behavior, as t — oo, of R; and
of R}, and we will see in Theorem 5.5.6 that they are related. In particular, we are interested
in determining the regions were one can prove positivity in the limit of these quantities, which
can be seen as localization properties of the polymer.

Recall the notations

D={(B,v):4(B,v) =0}, L={(B,v):¥(B,v) >0},

of the high and low temperature regions, which are delimited by the critical lines 3, (v) and
B (v) (cf. Definition 2.5.1). We saw in theorem 5.5.2 that in the D region, lim;_,o P[J;] = 0.
On the other hand, Proposition 5.5.1 tells us that the limit inferior of P[J;] is always positive
in the region L', where

) (9% (9
L —{,8>0,1/>0.<85>+>0}U{B<0,1/>0.<8B>_<0}. (5.5.37)

From the preceeding considerations, we know that
£ crt, (5.5.38)
and a still open question is whether £’ = £ or not.

Remark 5.5.3. It is a direct consequence of the monotonicity of ¥ (point 3 of proposition
2.4.1), that the inequalities on the derivatives of 1 appearing in (5.5.37), once replaced by large
inequalities, are always verified:

o oY
<0 = (aﬁ)go, 6>0 = (%>+20.

We first state some results about the localized region:
Proposition 5.5.4. (i) For any fized v > 0 and for large enough positive 3, (B,v) € L.
(it) For all (B,v) € L', liminf; o P[J;] > 0.

Proof. To prove (i), we use a result of [19, Th. 2.2.2.(b)] where it is shown that there exists a
positive constant C1 = C1(r, v, d), such that, for fixed v,r and (3 large enough,

p(B,v) < CLAY2.

By convexity of p in 3, we get that for large enough 3,

(22) <ot 1) -pi) <04

so that (g%) is indeed positive when £ is big enough.
+
The property (ii) is given by proposition 5.5.1. [
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Remark 5.5.5. We stress on how strong is the above claim (ii). For (B,v) € L', it implies
that there exist C' > 0,90 > 0 such that

. B,w®2 ) > >
lim inf PP [Ry(B, B) > 6] > C .

In contrast, if 3 =0, there is some C' > 0 such that
P®?[Ry(B,B) > 6] < e "
for all large enough t.

Observe that the properties of R; and R} are comparable in the following sense:

Theorem 5.5.6. There exists a constant ¢ = c(d,r) in (0,1), such that

¢ (]P’Pf’w [R;‘])Q < P1) < PP [R;]. (5.5.39)
In particular, we get that for all 8 € L',

htxgigfppf’” [R;] = r~"liminf P[] > 0. (5.5.40)

Remark 5.5.7. Note that equation (5.5.40) gives another feature of path localization of the
polymer in the L' region: we can find a "path” depending only on the environment (here, we
found that Y® does the job) such that the expected proportion of time the random polymer
spends in the neighborhood of that ”path” is bounded away from 0 as t — co. Under the Gibbs
measure, the random polymer sticks to that particular "path”. Fven though that "path” is not
smooth — in fact, it has long jumps — it is an interesting object which sumarizes the attractive
effect of the medium.

Proof. To prove the first point, it is enough to show that there is a ¢ € (0, 1), such that
PP [Ry]? < J, < r?P¥[Ry], (5.5.41)

the proposition being then a simple consequence of Jensen’s inequality. For the right-hand side
inequality of (5.5.41), observe that by Fubini’s theorem,

1 t
B/“ @ B[R] = - /O / P [xs0)dsda.
1 t

<= [ max P’ (B, € U(z))ds x / PP x| d
0 weR4 R4

=P/ [R;].

In order to obtain the left-hand side inequality, let r4 denote the radius of the ball U(z)
and y be any point of R¢. By Cauchy-Schwarz’s inequality,

2
( / P’ (B, ¢ U(z))dz> < |B(y,ra/2)] / PP (B, € U(2))",
B(y,rq/2) R4

and since for every z in B(y, rq4/2), the ball B(y,r4/2) is included in U(z), this inequality leads
to the following:

d

2
2
/ PP(B, e U2))dz > ( / P (Bs € B(y,ra/ 2))dz>
RA B(yv"’d/Q)

rd

rd

w 2
= = P (Bs € B(y,ra/2))’. (5.5.42)
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Now, let ¢ = ¢/(d) be the minimal number of copies of B(y,74/2) necessary to cover U(y).
Then, by additivity of P

gé%)éﬂﬁw (BseU(y) < 212%5535’“ (Bs € B(y,r4/2)). (5.5.43)

Putting things together and integrating on [0, ], we finally get that

I I
c— [ max P (B € U(y))zds < / /Ptﬁ’w[XS@]stdx,
0 yeRr? t Jo

where ¢ = (¢')~2r%/24, from which the left-hand side inequality of (5.5.41) can be obtained by
applying Jensen’s inequality with probability measure ds/¢ on [0,t].

The second point of the theorem is then a consequence of the first point and proposition
9.5.1. m

Remark 5.5.8. Formulas like (5.5.39) and (5.5.41) can be called 2-to-1 formulas since they
relate quenched expectations for two independent polymers to expectations for only one polymer
(and involving the optimal path). As we have seen from the computations, stochastic analysis
brings in second moments, involving 2 replicas of the polymer path. Then, using such formulas,
the information is reduced to one polymer path interacting with the favorite path.



Formulas for variance and concentration

In this chapter, we introduce the critical exponents of the model and relations between them.
The starting points are precise formulas for fluctuations of the partition function (variance and
large deviations).

6.1 The critical exponents

There are different ways of defining the critical exponents, see for example [15, 43]. We will
not enter the finest details, and we stay at an intuitive level. Although it is not clear that these
definitions are all equivalent, the main idea is that the critical exponents are two reals £+ and
¢l such that

sup |Bs| ~ 7@ and Iz — Plln Z;] ~ 1@ a5t 5 o0, (6.1.1)
0<s<t

The ”wandering exponent” &1 is the exponent for the asympotic transversal (or ”perpendic-
ular”) fluctuations of the path, with respect to the time axis. The polymer is said to be
diffusive when ¢+ = 1/2 (as for the brownian motion), and it is said to be super-diffusive when
&L > 1/2. One of the conjectures in polymers is that diffusivity should occure in weak disorder,
while super-diffusivity should take place in the strong disorder setting. The number &/ denotes
the critical exponent for the longitudinal fluctuation of the free energy.

The study of these exponents goes beyond the polymer framework. The reason is that they
are expected to take the same value in many different statistical physics models describing
growth phenomena. In dimension d = 1 this family is called the KPZ universality class (see
Section 10). It is conjectured in the physics literature [38] that the two exponents should
depend on one other, in the way that

eldy = 264 (d) — 1,vd > 1 (6.1.2)

Under a certain definition of the exponents, the relation was proved by Chaterjee [15] for first-
passage percolation. Auffinger and Damron were able to simplify Chatterjee’s proof and extend
the result to directed polymers [5, 4].

In dimension d = 1, it is conjectured that £+ = 2/3 and ¢l = 1/3 for any positive 3. For
now, this has only been proven for solvable models of polymers: Seppéldinen’s discrete log-
gamma polymer [55], O’Connell-Yor semi-discrete polymer [47, 56], and also for the the KPZ
polymer [6].

In dimension d > 2, essentially nothing is known. Let’s simply mention the (rough) bounds

0<él<i/2, 1/2<et <3/4,

where the last one will be proved in section 7.

A way to approach &l is to consider the variance of In Z;. In what follows, we give a formula
to express the variance of In Z; in terms of a stochastic integral, which is obtained through a
Clark-Ocone type martingale representation.

34
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6.2 The Clark-Ocone representation

It is a consequence of It&’s work on iterated stochastic integrals [32] any that square-integrable
functionals of the Brownian motion can be written as the sum of a constant and an Ito inte-
gral. In [16], Clark extended this result to a wider range of functionals, and showed that any
martingale that is measurable with respect to the Brownian motion filtration, could be repre-
sented as a stochastic integral martingale. Clark was also able to compute the integrand of the
representation, for a special class of functionals. Ocone then showed [49] that this computation
was linked to Malliavin’s calculus, and generalised this idea to a larger class of functionals.

Such representations - called Clark-Ocone representations - also exist in the framework of
functionals of a Poisson processes. Denote by w,_ the restriction of w on [0,s) x R?, and
consider the derivative operator

D(s,x)F(w) = F(w + 55,z) - F(W) (623)
We have:

Theorem 6.2.1. [42, theorem 3.1] Let F' = F(w) be a functional of the Poisson process, such
that P[F?) < co. Then,

P/P[D(S7I)F(w)|ws_]2dsdm < 00, (6.2.4)
and we have for all u > 0, that P-a.s.
P[F(w)|wy] = P[F(w)] + / P[D ,2) F'(w)|ws—]w(dsdz). (6.2.5)
[0,u] x R4

This proves that the square integrable martingale (P[F(w)|wy])u>0 admits a stochastic in-
tegral martingale representation, with predictable integrand P[D(; ;) F'(w)|ws—].

6.3 The variance formula

To lighten the writing, we will denote by Gs_ the sigma-field generated by w,_ and PY%- will
stand for the expectation knowing G,_.

Using Jensen’s inequality and Tonelli’s theorem, it is easy to check that In Z; is a square
integrable function of w. Hence, the process (P[ln Zt|wu])u €0, is a martingale which admits a
Clark-Ocone type representation:

Plln Zi|w,] = P [In Z;] + / P9~ [Ds ) In Zy] @(dsdz), (6.3.6)
[0,u] x R4

where
P [eﬂw(\/})eﬁxs,z]

Zy

As a consequence, one can express the variance of In Z; via (6.3.6), using the formula for the
variance of a Poisson integral (5.1.5), and find that

D5z F(w) =In

=In (1 + )\Pf’w[x&x]) .

Var(In Z;) = P / pYs- [ln (1 + AP [xs,x])} * ) dsda. (6.3.7)

[0,t] xR

This variance formula leads us to the following theorem:
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Theorem 6.3.1. (i) The following lower and upper bounds on the variance hold:

Var(In Z;) > 02_IP/ PYs- [Ptﬁ’w[xsw]]z vdsdz, (6.3.8)
[0,t] xR
Var(In Z;) < ciP/ PYs- [Ptﬁ’w[xsw]]z vdsdz, (6.3.9)
[0,t] xR
where c— =1 —e 1Bl and ¢y = elPl — 1.
In particular,
Var(In Z;) < % tv P[] (6.3.10)
i) Letting ¢ = vc? exp(cy), the following concentration estimate holds:
+ +
1 u?
}P’(’anthF’[antH > u) < 2exp fa(u/\g) . (6.3.11)

Remark 6.3.2. Recalling Theorem 5.5.2, the inequality (6.3.10) suggests that the variance
should be smaller in weak disorder than in strong disorder. It also shows that for all d > 1, we
have €l (d) < 1/2.

Proof. The two first bounds on the variance are a consequence of the fact that, for all u € [0, 1],
we have
c—u < |In(1 4+ Au)| < cyu. (6.3.12)

Then, apply Jensen’s inequality to the conditional expectation in the right-hand side of (6.3.9)
and use Fubini’s theorem such that

Var(In Z;) < 1P / P9~ [P [xs.]] ?vdsda
[0, xR¥

< ciP/ Ptﬂ’“)[xw]2 vdsdz
[0,£] xRd
= A tv PLJy],

by definition of J;. This completes the proof of (i). To prove (6.3.11), we first denote by Y;,,
the mean-zero martingale part appearing in (6.3.6), i.e.

Yiu = / P9 In (1 + AP [XW]) &(dsda).
[0,u] x R4

Then, letting p(v) = " —v — 1 and a € [-1,1], we define (M¢u)ucpy as the exponential
martingale associated to (Y;f,u)ue[o,t]:

M, = exp <aYt,u — / ) (a .PY%- In (1 + )\vaw [sz])> ydsdx) .
[0,u] x R4

By (6.3.12) and the observations that y is less than 1 and that |¢(v)| < elVlv?/2 for all v, we
have for a € [—1,1]

‘/[o {]xRd v (a (P9 In (1 + APtB’w[Xs,x])> vdsdx fa?
)%

S eCJrﬂ /[O t] y Pg57 |:Ptﬁ’w [Xs,x]]Q vdsdz
X

<L / P95~ [P [xs]] dsda
2 Jo,xRrd

a?
= C?t,
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2

where ¢ = vcf et and where the second inequality was obtained using Jensen’s inequality.

If one denotes by b;, the integral term in the definition of M;,, we just showed that
bt < ca®t/2, so by Markov’s inequality and the martingale property, we obtain that

P(InZ; — P[Zy] > u) = P(Myy > exp(au — b)) < exp(ca’t/2 — au). (6.3.13)

This implies (6.3.11) after minimizing the bound for a € [—1,1], and repeating the same
procedure for the lower deviation. [ |

From the concentration estimate, one can derive the following almost sure behavior:

Corollary 6.3.3. For alle > 0 and as t — oo,

InZ —Plnz] =0 (t ; ) , P-a.s. (6.3.14)

Proof. Equation (6.3.11) implies that for large enough k € N,

£

P[|ank—IP’ank] >k%} < 2exp (- ), (6.3.15)
c
which is summable. By Borel-Cantelli lemma, we obtain that, P-almost surely,
IInZ, —PlInZ)| < k=  for k large enough.

To extend this to any ¢ > 0 and prove (6.3.14), it suffices to apply the next lemma. [ |

Lemma 6.3.4. Let h > 0. For all 0 < s < h,
*C+(St(h) S In Zt+s —1In Zt S C+(5t(h), (6316)
where

5,(h) = / PPy o Juo(dsda),
[t,t+h]xRd

is such that for any e > 0,
14+¢

5i(h)=0(t"z ), P-as. (6.3.17)
Proof. We get from the integral writing of In Z; (5.2.6) that
InZi s —Inz; = / w(dsdz) In (1 + )\Pf;w [Xs,m})~
[t,t+h]xRd
Hence, (6.3.16) is simply obtained with (6.3.12).
Now, introduce the martingale

t
M; = / w(dsdaz)PSB_’w [Xs.2] — vrlt,
0

which has bracket (M); = I/fg Iyds < vrdt. Note that 6,(h) = My, — M; + h, so that (6.3.17)
is thus a consequence of the martingale properties (5.4.21) and (5.4.22), since in the case where

1+e
(Mo is infinite, then |M;| = o((M),? ) as ¢t — oo. |

In order to illustrate the general strategy, we now mention a consequence of theorem 6.3.1

(i)-
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Corollary 6.3.5. Let B # 0, £ and C > 0. There exists a constant ¢; = ¢1(d,C) € (0,00),
such that

2
liminf ¢t~ (=% Var(In Z;) > ¢ liminf inf (]P’Ptﬁ’w <\le <C+ C’t£>>
= t—oo 0<s<t

o0

2
> ¢ lim inf (IP’PtB’w ( sup |Bs| < C+ Ct5>> )
t—00

0<s<t
The result suggests that
1—dé(d
X(d) > 2<)

For more details on the result and the proof, we refer the reader to Corollary 2.4.3 in [19].



Cameron-Martin transform and applications

In this section we extensively use the property that the a-priori measure for the polymer path
is Wiener measure. A tilt on the polymer path reflects into a shift on the environment.

7.1 Tilting the polymer

We extend the shear transformation (4.1.3 — 4.1.4) to non-linear shifts ¢ : Ry — R? by defining

7A'<pf 1S f(S) + (,0(8) y 7A'<p o (Z(s(tzwz)) = 25(ti71i+¢(ti)) s (711)

(2

so that 7, = 7¢ when ¢(t) = t£ and that 7, o w has same law as w.

Let ¢ € H} . == {¢ € C(R4,RY);9(0) = 0,5 € L} } where the dot denotes time deriva-
tive. Introduce the probability measure on the path space P¥ which restriction to J; has

density relative to P given by

() = e { [ o108 - [[1etoras)

for all ¢ > 0, with B the canonical process. Then, by Cameron-Martin theorem, under the
measure P? the process W(t) = B(t) — (t) is a standard Brownian motion, and as in (4.2.7)
we write

P [exp{Bu(Vi(B))}elo #BO -5 [TIRFd | — P lexp{ B (Vi(7, (W)}

I
N T YT

yielding
e O e T R g (712)

7.2 Consequences for weak disorder regime

In this section we assume that 3 € (8., ), more precisely that W, (w, 8) = lim; W (w, 3) > 0
a.s. In particular, for a fixed ¢ € H{ (i.e., ¢ € L?), we derive from (7.1.2) that

Weo(T—p 0w, B)

Woo(w. B) (7.2.3)

P ol [ 61459} | — expizlelB)

a.s. as t — oo.
In view of (7.1.2), a natural question is continuity of W in the w variable: how does the
limit depend on the environment ?
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Lemma 7.2.1. Assume that Wao(w, ) > 0. Let o € C(Ry,RY) be a family indexed by T > 0
with o7 (0) = 0 which vanishes locally uniformly, i.e.,

Vt >0, |lorllsot :=sup{ler(s);s €[0,t]} =0 asT — oo.
Then we have, as T — 00,

Weo(Fpp 0w, ) — Woo(w,B) in L'—norm, (7.2.4)

Wr(Tppow,B) — Wu(w,B) in L'—norm.

The result can be compared to lemma 3.2.1, where we have already considered the effect of
a shift on the environment. In the notation of (7.1.1), that lemma deals with constant shifts
¢ = ¢ such that ¢@)(t) = z for all ¢, and implies that

2 > Woo(7 @) ow) is Lipschitz continuous from RY to L.
In the above lemma 7.2.1, the shift is not anymore constant.

Proof. Fix t > 0 and decompose the difference W (70 w, ) —Woo(w, B) as

{Woo(Tpr 0w, B) =Wi(Tor 0w, B)} +{Wi(Tpr 0w, B) =Wi(w, B)} +{Wi(w, B) =Woo(w, ) -

Now, using triangular inequality and invariance in law of w under the shear transformation, we
get

Woo(Forow, B)=Wos(w, B)ll1 < 2[Weo(w, B)=Wi(w, B) 1+ [[Wi(Fpr 0w, B) = Wi(w, B) 1
=: 2e(t) + et(r) (7.2.6)

with €(t) = ||[Weo — Wi|loo and e(-) defined by the above formula. By assumption on § and
proposition 3.2.2, we have lim;_, £(t) = 0. On the other hand, for fixed t, Wy(7,, ow, ) —
Wi(w, B) a.s. as T — oo, and the variables (Wy(7,, ow,);T > 0), Wy(w, ) are uniformly
integrable. Thus, the above convergence holds in L!, which, combined with (7.2.6), completes
the proof of (7.2.4).

The proof of (7.2.5) is quite similar, writing this time the difference

WT(%QDT ow, B) - WOO (wv ﬁ) = {WT(%SDT ow, /8) - WOO(%@T ow, /6)}+{WOO (%cpT ow, B) _Woo(wv /6)})

observing that the first term in the right-hand side has L'-norm equal to |[Wr — W ||1, that

the second one vanishes a.s. and is uniformly integrable. This completes the proof. [ |
For a € R%,t > 0 define the function

SNt

Pat(s) = —a.
a,t( ) \/E
From (7.1.2) with ¢ = @4+, we have

B(t)

Wt (wv /6)
Theorem 7.2.2. Assume weak disorder, i.e., that W, > 0. Then, ast — oo,

B(t)
pie {ea-ﬂ] P, clal?/2
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Proof. Note that the family (—yq¢,t > 0) satisfies the assumptions of lemma 7.2.1. Writing
formula (7.2.7) as

phw {e“‘B}?] a2 _ a2y, Wilf—gu, 0w, B) — Wa(w, B)
t Wt(w718) ’

we see from Slutsky’s lemma that this quantity vanishes as ¢ — oo. [ |

Remark 7.2.3. In a suitable sense, this result shows that the polymer is diffusive if Wso > 0.
Its interest is that it covers the full weak disorder region, in contrast to [18, Th. 2.1.1] which
only applies to the L? region. It can be viewed as a step to prove diffusivity at weak disorder
regIOMN.

7.3 Moderate and large deviations at all temperature

In this section, § € R is arbitrary.

Theorem 7.3.1. For P-a.e. realization of the environment w, the following holds.

(i) For all Borel A C RY,

2
—inf{‘i';é € A} <liminf; o +In P [@ c A]

2
< limsup,_, + In PP [@ S A} < - inf{|§2|;§ € A}
(ii) Let t,, be a positive sequence increasing to oo, let x > 0 such that
> P(|In 2y, (w, B) — P[ln Zy, (w, B)]| > £X) < oo, (7.3.8)

n>1

and let € > (1 +x)/2. Then, for all Borel A C RY,

2
—inf{|a2’ ;a € A} <liminf; t;(%_l) lnPfi’w {—Bg") € A}
2
< lim sup;_, tn Dy Pt'i’w [% € A} < inf{|az;a € A}

Part (i) is the almost sure large deviation principle for the polymer endpoint. The rate
function a ~— |a|?/2 is called the shape function in the polymer framework. In view of (4.2.10-
4.2.11) it is no surprise.

Part (ii) is an almost sure moderate deviation principle. The rate function is the same as
before. Since (7.3.8) is expected to hold for all xy > & I, we derive that the polymer endpoint

. . S . I . . o oL
lies at time t,, within a distance t% *e with overwhelming probability for all positive e. Hence
we get a relation between characteristic exponents

||
P

1
&= (7.3.9)

Since £l < 1/2 from theorem 6.3.1 and corollary 6.3.3, we derive a bound for all values of d:

£t <3/4. (7.3.10)
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Proof. We start with (i). Using (7.1.2) with ¢ = ¢4 given by ¢:(s) = (s A t)a, we get

lnPtﬂ’w[ea'B(t)] = t|a2|2 + InWi(rg ow, B) — In Wi(w, 5)
2
= ﬂ(;’ + (ln W10 w, 8) — Plln Wy(7,0 w,ﬁ)]) + (ln Wi(w, ) — P[ln Wt(w,ﬁ)]),

and by theorem 2.3.1 the set 2, of environments such that

_ JaP?

1
lim - In Pt'B’w [e>B®)]
t 2

t—o00

(7.3.11)

has full P-measure. We now claim that on the event Q = acqd ko the above limit holds for
all a € R?. Indeed, the maps a %ln Pt’B “[eB®] are convex, and the convergence is locally
uniform on the closure R? of Q¢, see Th. 10.8 in [52]. Then, the large deviation principle (i)
follows from the Gértner-Ellis-Baldi theorem ([23], p.44, Th.2.3.6), with the rate function

[€1?/2 = sup{|al*/2;a € R}

For the proof of (ii) we proceed as above. By (7.1.2) with o(s) = (s A t)t¢ 1a, we first
write

2
t= @D ppeet e BO) = MQ' + 7D (I Wi(7_p, 0w, B) — Pl Wy(w, B)])

+t~ D (In Wi (w, B) — P[ln Wi (w, 8)]).

Now, in order to take the limit we restrict to the sequence t = t,: using Borel-Cantelli lemma,
we indeed get the a.s. limit (7.3.11) along the sequence t,,. From then on, the other arguments
go through without any change. |



Phase diagram in the (5, v)-plane, d > 3

In this section, r > 0 is kept fixed, and we discuss the phase diagram in the remaining pa-
rameters 3, . Recall ¥ form (2.4.15) and (3, v) = vA(B)r? — t~'P[ln Z;(w, B)] from (2.4.18).
Recall the notations

D={(B,v): ¥(B,v) =0}, L={(Bv):9¥(B,v)>0}, crit=D[)L

D is is the delocalized phase, £ the localized phase.They are also high temperature/low density
and low temperature/high density phases respectively. They are separated by the critical curve
Crit = {(BS(v),v);v > 0} U{(B. (v),v);v > v.}. We have seen that, in dimension d =1 or 2,
D reduces to the axis § = 0, so we assume d > 3 in this section.
We introduce
ve=sup{r >0: 5, = —oco}. (8.0.1)

Then, v, € (0,00), and
V>V, &= [, > —00.

A central question in polymer models is to estimate the critical curve [24, 27].

8.1 Strategy for critical curve estimates

We follow the idea of [20], that is to
find curves v(f) along which 1) is monotone.

We now sketch the strategy. By computing the derivative with the chain rule

d 0 0
dﬁwt(ﬁ, v(B)) =v 5% + %%7
one sees that, along the smooth curve CZ
v(B) = alA(B)]* (8.1.2)
for positive constants a, «, it takes the amenable form
B8 =V x| [ ha(R s (8.1
B (0,¢]xRd
where
v In(1 8.1.4

for u > —1. Now, the questions boils down to controling the sign of the function on the relevant
interval with endpoints 0 and A(5):

>0 if @« =2 and u > 0,
<0 if « =2 and u € (—1,0],
<0 if 8>0,a<a(f) and wue ][0,

0]

ha(u) 0
>0 if f<0,a>a(f)and ue |\,

)

with «(f8) = %, a(0) = 2. With this at hand, we can bound the critical curve from

above and below with curves of the form (8.1.2) and specific a’s, as indicated on Figure 8.1.
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Figure 8.1: Estimating the critical curve. CS denotes the curve (8.1.2).

8.2 Main results

We start with an estimate of the free energy. In [20, Th. 5.3.1], the asymptotics of the free
energy is determined as v3? diverges and 8 remains bounded. We state it below, it is key for
our results.

Lemma 8.2.1. Let By € (0,00) arbitrary. Then, as v3? — oo and |3| < Bo, we have
p(v, B) = Brrd + O((vp*r)*° .

We refer to the above paper for the involved, technical proof.
Among all the results, we mention:

Theorem 8.2.2. Let d > 3.
(i) the functions BE(v) are locally Lipshitz and strictly monotone;
(ii) we have!
BH(d,v) < In(1/v) as v \,0; (8.2.5)
(ii) we have

B (d, V)| = 1/vv as v /oo (8.2.6)

8.3 Main steps

The derivative of ¢; in § has been obtained in (2.4.17). We explain how to obtain the derivative
in v, and for clarity, in the sequel of the section we write P = P, to make the dependence in v
explicit.

'For positive functions we write f(z) =< g(z) as & — xo if the ratio remains bounded from 0 and from oo as
T — Xo.
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Lemma 8.3.1. We have

0

o Bl Zi(8,w)] = / dsdz P, In[1+In P (xs.)] - (8.3.7)

[0,t] x R4
Proof. : For k > 1, let
Zt,k = P[Gﬁw(vt), Ak] 5 with Ak - {Bs € [7]{’ k;]dv Vs S t}’

and py (B,v) =t 1P, InZ, . Let K" = [~k —r,k +r]? and K; = (0,t] x K". By Proposition
3.1.4,
P,[InZ; i) = P1 [pr,y In Zy )] with  pgp = exp (we(K;) Inv — (v — 1)t K") .

Thus, tp (5, v) is differentiable in v, with derivative

1 4. Z Os .z
-P, [/ w(dsdzx)In Zt,k] (@20 / dsdz P, In A CR))
v K K Ztjp(w)

_ / dsde By In (14T PPyl Ad] )
[0,t] xR
Now, we write

tpek(B,v) — tpe k(B 1) / dv/ / dsdx P, In (1 +1In Ptﬁw[Xs I|Ak])
[0,t] xR

By dominated convergence theorem (see details in [20], Lemma 7.2.1), we can take the limit
k — 00, and obtain the desired statement. [ |

We come to the core of the proof. With the derivatives of ¢ in both variables, from Lemma
8.3.1 and (2.4.17), we obtain

1/%(5, B) = Vt*%ﬂrt wt

T op

PP X0
— V' xP / dsdz { AP [xs ) + —ePA—" hexd
[0,t] xR

VAR [xs 4]

—1In (1+)\Ptﬁ’w[xs7x})} :

Recall that e® = )\/; we recover the simpler formula (8.1.3) along the curves of equation

Nv 1

oo
that is, the curves h, from (8.1.4). From then on, the rest of the proof is a tedious but
elementary exercise in calculus, performed in [20]. We will not dive any further in the details
of the proof, that the reader can find in this reference together with many fine estimates. We
summarize the section by giving a qualitative picture of the phase diagram in Figure 8.2.
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Figure 8.2: Shape of the phase diagram, d > 3.
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Complete localization

As we send some parameters to 0 or oo, the present model converges to other related polymer
models. A first instance is the intermediate disorder regime of section 10, where parameters
B,v,r are scaled with the polymer size, see (10.4.29).

9.1 A mean field limit

Another instance is the mean field limit: independently of the polymer length, we let
v — oo and B — 0 in such a way that v3%2 — b% € (0, 00).

Then, the rewards given by the Poisson medium get denser and weaker in this asymptotics so
that they turn into a Gaussian environment, given by generalized Gaussian process g(t, x) with
mean 0 and covariance

Elg(t,2)g(s,y)] = b°6(t — 5)|U(z) N U(y)l,

where | - | above denotes the Lebesgue measure. In other words, the environment is gaussian,
which is correlated in space but not in time — it is Brownian-like. Here, the limit of our model
is a Brownian directed polymer in a Gaussian environment, introduced in [54], with partition
function

=P [exp{/otg(s,B(s))ds}} .

We do not elaborate this asymptotics, but instead we focus on the case b = co.

9.2 The regime of complete localization

This corresponds to letting, independently of the polymer length,

v — o0, |B] < By, such that v3? — oco. (9.2.1)
(The parameter r is kept fixed.) Precisely, we first let ¢t — oo and then take the limit (9.2.1).
Theorem 9.2.1. Under the assumption (9.2.1),

1-0 (@52)—1/6) < lim inf P[P ()]

<limsup P[P (R})] <1-0 (s ™/°).
t—o0

This statement describes the strong localization properties of the polymer path. The time-
average % fg 1BS€U(Y(t)(s))ds is the time fraction the polymer spends together with the favourite
path. We know that when (0v)/(98) # 0 the time fraction is positive. The claim here is that
it is almost the maximal value 1, in the limit (9.2.1). For a benchmark, we recall that, for the
free measure P, for all smooth path Y and all § > 0, there exists a positive C' such that for
large t,

1

t
-C
P <t/0 1B56U(Y(s))d3 > 5) <e t (9.2.2)

(In fact, it is not difficult to see (9.2.2) for Y = 0 by applying Donsker-Varadhan’s large
deviations [25] for the occupation measure of Brownian motion. Then, one can use Girsanov
transformation to extend (9.2.2) to the case of smooth path Y.)
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Proof. Let gZBtA(ﬁ) =t Y (PIn Z; — tvBr?). We assume 3 > 0, the other case being similar. By
convexity of ¢y,

5(28) - du(p) T2 6%‘?(5)

Byw _ pBw 2
(24:17) BV}\(ﬂ) / de.CL‘ ]P) Pt [Xs,x] gtw [XS,QE]
t Jogxrd L+ A(B) P [Xs,a]

Bounding from above the denominator in the integral by e, we get

ppep ) < B8~ 4(B)
1-PP [R] <e Bavrd . (9.2.3)
Now, using the bound in Lemma 8.2.1, we derive
R.H.S.(9.2.3) = O((v5%)~ /6 .
Similarly,
~ ~ convex 0
w8 - (82) T (812 ¢’t< 8)
/BVA(B) PtIB’w [Xs,z] - Pf’w [Xs,a:]Q
= dsdx P 3 )
2t Joxre L+ AMB) P [Xs,4]
leading to
_ opBw®?2 > ¢t( ) — ¢t(5/2) 2\—1/6
1—PP“ " [Ry] > B o((wp”)~ "7,
and to the desired result. [ ]

We can extract fine additional information and geometric properties of the Gibbs measure.
For 6 € (0,1/2) define the (9, t)-negligible set as

NGy = {(s,2) € 0.4 x R : PP (x) < 0
and the (9, t)-predominant set as
Pl = {(5,2) € 10,8 x RY: P (x0) > 16},

As suggested by the names, N, is the set of space-time locations the polymer wants to stay

away from, and Pgt is the set of locations the polymer likes to visit. Both sets depend on the
environment.

Corollary 9.2.2. For all 0 < § < 1/2, we have, under the assumption (9.2.1),

t—00

hmsup]P’[ ‘(./\/'77 UPy,) ‘] = <(V,82) 1/6> (9.2.4)

1
limsupIP’Ptﬁ’w [t‘Vt ﬂ/\fgt”

t—o00

O( V32~ 1/6) (9.2.5)

hmsupPPBw [ ‘ mpdt” = (’)( VB2)_1/6) . (9.2.6)

t—o00
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Recall that |-| denotes the Lebesgue measure on Ry x R%, and note that |Nj,| = Vi(B)| =
0.

The limits (9.2.4), (9.2.5), (9.2.6), bring information on how is the corridor around the
favourite path where the measure concentrates for large v32. We depict the main features for
large v3?:

e most (in Lebesgue measure) time-space locations become negligible or predominant,

e most (in Lebesgue and Gibbs measures) negligible locations are outside the tube around
the polymer path,

e most (in Lebesgue and Gibbs measures) predominant locations are inside the tube around
the polymer path.

The trace {z € R?: Pt’g’w(xs7x) > 1—0} at time ¢ of the (4,¢)-predominant set is reminiscent
of the e-atoms discovered in [64], with e = 1 — §, and discussed in [7]. These references study
the time and space discrete setting, and restrict to the end point of the polymer.

Proof. It suffices to prove, for all § € (0,1/2],

t%d {(s2) €0, xR: PP (x0) € [5,1-0]} 6(11_5)132?’“@2(1—&) 9.2.7)
Pﬁw[(vt N {2 P (xsx)éé}” < B (1o R) (028)

1 1 ®2
B’w . C . /Bﬂw > _ ‘ < ﬁw —
P [trd‘Vt(B) N{(s.2) s PP (o) 21 0} ] < 7 P (1-Re). (029)
Note that
(1 - u) (1 - 5)u1u<6 + 5(1 - 5)1116[6,1—5} + (1 - 6)(1 - u)1u>1—5-
Setting A; = {x : Pf’w(xs,x) € (6,1 — 4]} and writing
w®2 1 ¢ w w
PRy = g [ [P ) - PO (] dods
r 0 JR4
S Pﬁ’” P (xs2)?| daed
> | [ ) = B O] dads
> §(1-6), / (o PP(xe) € 15,1 - )] ds,
which yields (9.2.7). For the next one, we write

Pm) = o [ [P = PO (2] dads

I w
> (1-0) / / PP ()L gl

— _ 5\ PP
= (1-9)P [trd/ /]Rd PE( XM)<5BseU($)] dsdzx,

which is (9.2.8). The last claim can be proved similarly. ]



The Intermediate Regime (d = 1)

In this chapter, we focus on dimension d = 1, where the polymer is in the strong disorder phase
as soon as ( # 0 is kept fixed (Remark 3.4.3).

10.1 Introduction
Although it is believed that the model satisfies the following non-standard critical exponents:

sup |Bs| =~ t¥® and InZ —PlnZ]~t'/3 ast— oo, (10.1.1)
0<s<t
proofs are missing at this moment. It is also expected that the fluctuations of the free energy
around its mean are of Tracy-Widom type:

Conjecture 10.1.1. For all non-zero 5,v and r, there exists some constant o(B,v) such that,
as t — oo,
InZ; — p(B, V)t law
o(B,v)t/3

where the Fgog is the Tracy-Widom GOE distribution [62].

Feor (10.1.2)

These properties are characteristics of the KPZ universality class. They are in sharp contrast
to the weak disorder regime, where one knows to a large extent that B; ~ t'/2 (Theorem 7.2.2),
and where the free energy In Z; has order one fluctuations around its mean (3.1.3), which are
features of the Edward-Wilkinson universality class.

The KPZ universality class is a family of models of random surfaces dynamics that share
non-gaussian statistics, non-standard critical exponents and scaling relations (3-2-1 in time,
space and fluctuations, as in (10.1.1)). Members of this class include some interacting par-
ticles systems (asymmetric simple exclusion prosses (ASEP), interacting Brownian motions),
paths in random environment (directed polymers, first and last passage percolation), stochas-
tic PDEs (KPZ equation, stochastic Burgers equation, stochastic reaction-diffusion equations).
The reader may refer to [21] for a non-technical review on the KPZ universality class.

The Kardar-Parisi-Zhang (KPZ) equation is the non-linear stochastic partial differential
equation: )
OH 10*H 1 [(0H
a—T(T,X) = im(T,X) +3 <6X(T’ X)> + Bn(T, X), (10.1.3)
where § € R and 7 is a random measure on [0,1] x R called the space-time Gaussian white
noise, which verifies that:

(i) For all measurable sets A1,..., A of [0,1] xR, (n(A1),...,n(Ax)) is a centered Gaussian
vector.

(ii) For all measurable sets A, B of [0, 1] x R, then P[n(4)n(B)] =|AN B|.

The KPZ equation models the behavior of a random interface growth and was introduced
by Kardar, Parisi and Zhang [36] in 1986. It is difficult to make sense of this equation and
Bertini-Cancrini [11] argued that a possible definition of Hg could be given by the so-called
Hopf-Cole transformation:

Hp(T,X) =1nZ3(T, X), (10.1.4)

20
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where Z3 is the solution of the stochastic heat equation (SHE):

%( )_16225
or T 20X?

(T, X) + BZ4(T, X)n(T, X). (10.1.5)

In a breakthrough paper [3], Amir, Corwin and Quastel were able to describe the pointwise
distribution of Hg(T, X) by exploiting the weak universality of the ASEP model. It results
from this that the KPZ equation lies in the KPZ universality class.

The weak KPZ universality conjecture states that the KPZ equation is a universal object
of the KPZ class. As a general idea, the KPZ equation should appear as a scaling limit at
critical parameters for models that feature a phase transition between the Edward-Wilkinson
class (4-2-1 scaling) and the KPZ class. This was first verified for the model of ASEP [12],
and more recently for the discrete and Brownian directed polymers [2, 22]. The proofs rely
on the Hopf-Cole transformation, which enables one to switch between the KPZ equation and
the stochastic heat equation. In this chapter, we essentially summarize the arguments of [22]
to explain why the Brownian polymer in Poisson environment model verifies the weak KPZ
universality.

10.2 Connections between stochastic heat equation(s) and directed polymers

10.2.1 The continuum case

A special case of interest for the SHE, where Z3(T,X) can be seen as the point-to-point
partition function of a directed polymer, placed at X = 0 at time 7" = 0, is when

Z3(0, X) = 8o(X). (10.2.6)

In this case, Zg(T, X) can be expressed through the following shortcut (cf. Section 10.3.1):
T
Z3(T,X) = p(T, X) Pg:(’)X [: exp : <B/ n(u, Bu)du>} , (10.2.7)
0

where p(t, z) = e=*/2t /\/2x.

This equation is similar to the definition of the point-to-point partition function a polymer
with Brownian path and white noise environment. Alberts, Khanin and Quastel [1] were in fact
able to construct a polymer measure with P2P partition function given by Z3(7, X). As both
the environment and the paths of the polymer are continuous, it was named the continuum
directed random polymer.

Similarly to the Poisson polymer, the P2P free energy Fg(7', X) can be defined as

Z3(T, X)

F5(T,X) =In ,
p(T> X) p(T, X)

(10.2.8)
so that the free energy of the polymer and the solution of the KPZ equation follow the relation:
Fs(T, X) = Hp(T, X) + X?/2T +1InV2rT. (10.2.9)

10.2.2 The Poisson case

Introduce the renormalized point-to-point partition function:

W(t,z;w, B,1) = p(t, x)Péjg exp{fw(V;) — )\(B)Vrdt} ) (10.2.10)
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We will often shorten the notation W(t,x;w,B,7) = W(t,z) when no confusion can arise.
Compared to Zy(w,3;x) of (4.1.1), a major difference is that it encorporates the Gaussian
kernel as a factor. In the next theorem, we state that the renormalized P2P partition function
verifies a weak formulation of the following stochastic heat equation with multiplicative Poisson
noise:

1
oW (t,z) = iAW(t,x) + AW (t—, z)w(dt x U(z)). (10.2.11)
When S = 0, it reduces to the usual heat equation.
Theorem 10.2.1 (Weak solution). For all ¢ € D(R) and t > 0, we have P-almost surely

1t
AW(t,x)«p(az)dx = (0) —1—2/0 dS/RW(S,ZE)A(,D(ZL')dl'

—f—/\/dx(p(x)/ w(ds,dy)W(s—,2)1)y_z<p/2- (10.2.12)
R (0,¢]xR N

Proof. Let & = exp(Bw(V;(B)) — A(B)rrit) and observe that
Then, recalling that w(V;(B)) = f Xs,z w(dsdx), we use It6’s formula [31, Section I1.5] for fixed
B to get that
t
G =1-— )\W‘d/ Eds + A Es—Xs,2 w(dsdz)
0 (0,f] xR
=1+ Es—Xs,0 w(dsdz), (10.2.13)
(0,t]xR

as almost surely, P-a.s. £ = &_ a.e.

As a difference of two increasing processes, £ is of finite variation over all bounded time
intervals. Also note that one can get an expression to the measure associated to & from the
last equation. By the integration by part formula [33, p.52],

t t
€o(Br) = Eop(Bo) + /0 £ dp(B.) + /O o(Bs)dEs + [, 0(B)]:,

where [£,¢(B)]; = 0 since ¢(B) is continuous. Applying It ’s formula on dy(B) and then
taking P-expectation (which cancels the martingale term in the It6 formula), one obtains by
(10.2.13) that P-a.s.

/ W (t,z)p(x)dx

/ Ple, Ap(By)]ds + A /(O o PBIG ey

+ 2/0 AA¢($)W(S—=$)d$dS + /\/(MXR </R go(x)1|yx<r/2W(s—,w)dx) w(dsdy).

To conclude the proof, observe that we can apply Fubini’s theorem to the last integral since
for all t > 0,

P / Plo(Ba) ooyl (dsdy) = ve® / PIEoP{lo(Bu) xsy)dsdy
(0] xR (0,t] xR

= ve /P|cp )|]ds < oo,
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where we have used the Mecke equation, cf. (2.4.16) or [41, 4.1] in the first equality. [ ]

10.3 Chaos expansions

Let us first introduce some notations. For any k > 1, s1,...,s; € Ry and z1, ..., 2 € R, write
s = (s1,...,5¢) and x = (x1,...,x). Let
Ap(0,t) = {s € [u,t]*|0 < 51 < --- < 5, < 1}, (10.3.14)

be the k-dimensional simplex and Ay = Ag(0,1).

10.3.1 The continuum case

We give here the definition of a mild solution to the stochastic heat equation, and we will see
how this leads to an expression of the solution as a Wiener chaos expansion. We first mention
that it is possible (cf. [34]) to extend the integral over the space time white noise to any square
integrable function:

Proposition 10.3.1. There exists an isometry Iy : LQ([O, 1] x ]R) — L2(Q, G, P) verifying:
(i) For all measurable set A of [0,1] x R, we have I;(A) = n(A).

(ii) For all g € L?, the variable I1(g) is a centered Gaussian variable of variance HgH%Q([O 1JxR)"

We call I (g) the Wiener integral which also writes I;(g) = f[o 1 Jz 9(s,z) n(ds,dx).

It is said that Z is a mild solution to the stochastic heat equation (10.1.5) if, for all
0<S<T<1,

Z(T, X) :/Rp(T ~ S8, X —Y)Z(5,Y)dY

T (10.3.15)
+ B/ / p(T —U, X —Y)Z(U,Y)n(U,Y)dUdy,
S JR

and if for all T'> 0, Z(T, X) is measurable with respect to the white noise on [0, 7] x R.

Remark 10.3.2. As a motivation to look at this form of the equation, one can check that if
Z(T,X) satisfies (10.3.15) with a smooth deterministic function n(U,Y), then Z(T,X) is a
solution to the SHE (10.1.5) with smooth noise.

Remark 10.3.3. Under some integrability condition, it can be shown that there is a unique
mild solution - up to indistinguishability - to the SHE with Dirac initial condition [11]. This
solution is continuous in time and space for (T, X) € (0,1] x R, and it is continuous in T =0
in the space of distributions. Furthermore, Z3(T, X) can be shown to be positive for all T > 0
[46, 48].

Using the initial condition Z(0, X) = dx, we get by iterating equation (10.3.15) that
T
() = p(T.X) 5 [ [T = U.X = V)p(U.Y)o(v. Y ) AUy
0

2 T—-UX-Y)p(U—-R,Y —-2)Z(R,Z
w2 ] v x v —ry ~2)20.2)
x (U, Y)n(R, Z)dUdYdRdZ.

It is possible to give a proper definition of these iterated integrals, and one can find the details
of such a procedure in [34, Chapter 7]. We give a few properties of these integrals:
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Property 10.3.4. For all k > 0, there exists a map Ij, : L*(Ax x R¥) s L2(Q,G,P), which
has the following properties:

(i) For all g € L*(Ag x R¥) and h € L?>(A; x R7), the variable Ix(g) is centered and

PI(9)Li(h)] = ki < g,h >r2(a,xRE) - (10.3.16)

(i) The map Iy is linear, in the sense that for all square-integrable f,g and reals \, u,
P-a.s. In(Af + pg) = Ak(f) + pli(g)-

The operator Iy is called the multiple Wiener integral, and for g € L*(Ay x R), we
also write

Ix(9) :/A./Rk g(t,x)n®k(dt,dx).

Remark 10.3.5. As a justification of the "iterated integral” property, it can be shown that the
map Iy extends to L?([0,1]% x R¥), where it verifies that for all orthogonal family (g1, ..., gx)
of functions in L*([0,1] x R):

k k
L Qi | =110, (10.3.17)
j=1 j=1

where Q) denotes the tensor product: (®§:1 9i)(s,x) = H§:1 9i(sj, ;).

By repeating the above iteration procedure, one gets that:
oo
20) =@ X)+ Y5 [ [ M8 YT X0 s, aY), (10.3.18)
k=1 Ag JRE

where we have used the notation, for s € Ay(s,t) and y € R?,

k—1
Pk(SJ’;t,x) = p(s1,1) H p(Sj+1 = 85, Yj+1 — Y5) | p(t — Sk, @ — Yk).
j=1

The infinite sum (10.3.18) is called a Wiener chaos ezpansion. By the covariance structure
of the Wiener integrals (10.3.16), all the integrals in the sum are orthogonal and to prove that
(10.3.18) converges in L?, it suffices to check that (see [1]):

o0
DA T X) T ey < 00
k=0

k .
The ratio % is the k-steps transition function of a Brownian bridge, starting from

(0,0) and ending at (t,z). From this observation, it is possible to introduce an alternative
expression of the mild solution Z(7, X) of SHE equation, via a Feynman-Kac formula:

Z(T,X) = p(T, X) Py~ [: exp : (ﬁ /O ! n(u, Bu)duﬂ , (10.3.19)

The Wick exponential : exp : of a Gaussian random variable £ is defined by

cexp(§) == Z% ek
k=0 "
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where the : ¥ : notation stands for the Wick power of a random variable (cf.[34]). The integral

fo (u, By)du, on the other hand, is not well defined, and to understand how to go from
(10.3.19) to (10.3.18), one should use the following identification:

: <,3/0Tn(u, Bu)du> —B’%'/Ak /Rk (S, Y T P8 Y;T X) n®k(dSdY).

From now on, we suppose that Zg(T', X) is defined through equation (10.3.18). Integrating
over X this equation leads to the definition of the partition function of the continuum polymer:

T,X
Fyo

25 =Y BI.(p"), (10.3.20)
k=0

where p¥ is the k-th dimensional Brownian transition function, defined for (s,x) € Ay x R* by:

k—1
k
S,X) = p(S1,21 Sj+1 — Sj, Tj+1 — Ty
P (s,x) = p( ) Ep( J+ Js Lj+ i) (10.3.21)
:P(BSI del,...,Bsk Gdl‘k),
with the convention that p® = 1. The motivation for writing the partition function as in

(10.3.20) is that (10.3.18) writes Z5(T, X) = > ooy B5Ik(0* (5 T, X)).

10.3.2 The Poisson case

We want to express W, in a similar way as (10.3.20), this time with Poisson iterated integrals.
We give here the basic definitions of these integrals and one can refer to [41] for more details!.

Definition 10.3.6. For any positive integer k, define the k-th factorial measure wt(k) to be
the point process on Ay (0,t) x R¥ such that, for any measurable set A C Ag(0,t) x R¥,

k
wt( )(A) = Z 1((81,11),...,(sk,xk))€A~ (10322)
(51,21),,(SksTE)E Wt
81 << Sk
Otherwise stated,
k
wé ) - Z 6((81711)7'“7(8k7$k)) : (]‘0'3‘23)
(517x1)7"'7(5k7$k)6wt
S1< <8

These factorial measures define naturaly a multiple integral for the point process w;. Con-
trary to the Wiener integrals, these integrals are not centered, so what we really want is to
define a multiple integral for the compensated process w;. This is done as follows:

Definition 10.3.7. For k > 1 and g € L'(Ar(0,t) x R¥), denote the multiple Wiener-Ité
integral of g as

w(g) = 30 (DR glsix) D (dsy dxg) A ds e dxge. (10.3.24)
JC[K] ApxR

When k = 0, define @EO) to be the identity on R.

'Note that for simplicity, we choosed to define here the integrals for functions of the simplex, so that some
normalizing k! terms and symmetrisation of some objects should be added to match the definitions in [41].
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The two following results can be found in [41]:

Proposition 10.3.8. For k > 1, the map @&\*) can be extended to a map
o) L L2(A0,4) x RF) = LX(Q,G,P)
9 = @),
which coincides with the above definition of th(k) on the functions of L' N L?>(Ar(0,t) x RF).
Property 10.3.9. (i) For any k > 1 and g € L?>(Ar(0,t) x R¥), we have IP)[th(k)(g)] =0.

(i) For any k> 1 and 1> 1, g € L?(Ax(0,t) x R¥) and h € L*(2;(0,t) x RY), the following
covariance structure holds:

_(k _(l
P [wt( )(9) wt( )(h)] = Ok, vk < g,h > L2(Ag(0,t) xRF) - (10.3.25)

(k)

(i4i) The map w;"’ is linear, in the sense that for all square-integrable f,g and reals A, 1,

P-a.s. &V (Af +ug) = Aaf (f) + pat (9).

Proposition 10.3.10. [22] The renormalized partition function admits the following Wiener-
Ité6 chaos expansion:

Wy =" & k), (10.3.26)

where the sum converges in L? and where, for all s € Ay, x € R¥ and k > 0, we have set:

k
k P H Xsi,wi (B)
=1

with the convention that an empty product equals 1.

Sketch of proof. We follow the proof of Lemma 18.9 in [41]. By definition we have that W; =
P [65‘”(‘/’5(3)*”"””]. Hence, assuming that Fubini’s theorem applies to the RHS of (10.3.26), it
is enough to show that P x P-almost surely:

eﬂw(Vt(B))ftm:i (k) ((Ax) ) (10.3.28)

k=0

Th(s,x) = : (10.3.27)

where, for all s € Ag(0,t), x € R¥, we have defined (A\x)®*(s,x) = H§:1 A(B)Xs;,2;(B). Then,
observe that'

k=0

f: Z 1] H Axs,o; @D (ds 7, dxy) ¥ ds ge dx e
k=0 JClk

A (0,t)x

co k
1 j j
- H (’) i) k- x
ZZ ( > JH /()thRk A AXsi w;’ (dsyp, dxyp) v dspjpe dxjpe

k=0 j=0

_ijuwj) (Ax)
]0

_ 67t)\7"1/ iw(j) ((}\X)@]) .

J=0

(—tAvr)k=
k =j
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Then, if we let (s1,21),..., (sny,zn) with s; < --- < sy be the points of w that lie in the tube
Vi(B), we get by definition of the wt(] )’s that

Zw J) (AX) ®J Z H( BXs;x; _ 1) _ ﬁGBXSi,zi _ eﬁw(Vt(B))’
JC[N]ieJ i=1

where the last equality comes from a telescopic sum (and the convention that an empty product
is 1). This implies (10.3.28).

To prove convergence in L? of the sum in the RHS of (10.3.26), notice that the terms are
pairwise orthogonal and verify:

2

P [(D,gk) (T Wt)ﬂ = /\Qk/ HXsuxl (B)| dsdx
Ak (0,t)x
)\2k
< — Xs;,ms dsdx
k! [0,t]k xRk H o
~ (Mtwr)®
N k'
whose sum converges. [ |

10.4 The intermediate regime

We now consider parameters 8; € R, vy > 0 and r; > 0 that depend on time ¢, and we fix a
parameter 5" € R*. We assume that they verify the following asymptotic relations, as ¢ — co:

(a) verfA(Be)? ~ (B2 (b) vrfA(Br)® —

© ro/ Vi 0. (10.4.29)

Suppose for example that r, = 1 = 1. Then, the scaling conditions are equivalent to
B; = f*t1/% so that we can see the scaling as a limit from strong disorder (8 > 0) to weak
disorder (8 = 0). For general parameters, one can observe that in dimension d > 3, Theorem
3.3.1 implies that there exists a positive constant c(d), such that the polymer lies in the L?
region as soon as vr¢t2)\(3)% < c¢(d). Since conditions (a) and (c) imply that v A(5;)?
the scaling for d = 1 should again be interpreted as a crossover between strong and weak
disorder.

Remark 10.4.1. The asymptotics are in contrast to the regime of complete localization (9.2.1),
where, for fized r, one let v3% — oco.

The following theorem states that under the above scaling, the P2L and P2P partition
functions of the Poisson polymer converge to the one of the continuum polymer:

Theorem 10.4.2. Suppose conditions (a), (b) and (c) hold. Then, ast — oo:

Wi(w”, Bryre) 2% Zge, (10.4.30)

where w"* is the Poisson point process with intensity measure vydsdx. Moreover, for all
S, Y, T, X €[0,1], we have

VW <tS, VEY 1T, VX w™, By, rt) Bz (S,Y3T, X)), (10.4.31)
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where the renormalized P2P partition function from (S,Y) to (T, X) is defined by
W(s,y;t,zyw, B,r) =Wt — s, —y;w,B,r) 0 by, (10.4.32)
and similarly for Zg« (S,Y;T,X).

Remark 10.4.3. The /t term appears here as a renormalization in the scaling of the heat
kernel: \/tp (tT, \/fX) =p(T,X).

Sketch of proof. We focus on showing (10.4.30), as the result for the P2P partition function
follows from the same technique and remark 10.4.3. Let +; be proportional to the vanishing
parameter appearing in scaling relation (b):

= (B) Purf A(B)? — (10.4.33)

and we now specify the radius for the indicator Xs,x(B) = 1|p,_y|<s/2- Introduce the following
time-depending functions of Ay(0,t) x R¥:

H XaH(B)
Note that for all (s, z), the diffusive scaling property of the Brownian motion implies that

Tt/\/ law _ r,
S/t I/f |Bs/t x/\[|<7’t/2\/ ng:'

¢ (s,x) =9 " A(B)"P (10.4.34)

Therefore, using notation gbt = ¢F(-/t,-/\/1), we see that after simple rescaling, equation
(10.3.27) becomes

(10.4.35)

H Xsia: (B

Hence, Proposition (10.3.10) and equation (10.4.35) lead to the following expression of W;:?

=3 ke <<;~sf) (10.4.36)
k=0

Now, we also define the rescaled functions pf = p*(-/t,-/+/t) and we make two claims:

’Yt ¢t (s,x)

. ) kL% ok ok
e Claim 1: For all £ > 0 and as t — oo, ¢; — (%)% p",

. 00 law, *
e Claim 2: Ast — 00, > ;- (8 Yk wt(k)(pt) — > (B FIL(p*) = Zge.

Claim 1 follows from the scaling relations and the fact that e =¥ P[[T¥_, X5, (B)] = pF(s,x) as
€ — 0. For claim 2, we only present the argument for the convergence in law of the k = 1 term
of the sum. The complete argument relies on this case to extend the convergence to all k > 1
terms (see [22]). As @) = & and p' = p, we can apply the complex exponential formula (see
equation (2.2.7)) to compute the characteristic function of ;@ (p;). For u € R, we obtain:

P [eiu%@t (ﬁt)}

0,4 JR

= exp / / vt/ (ei”%p(s’“) — 1 —iuy p(s,z))dsdz | .
0,1] /R

ldW

= w"t, although we will drop the superscript notation.

2Note that from now on, we will always assume that w
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By Taylor-Lagrange formula, we get that
, 2
V(s,z) € [0,1] x R, pt®/? |e1P58) _ 1 — jury, p(s, z)| < Vtt3/2'yf%p(s,x)2,

This gives L' domination since since p € L?([0,1] x R) and since relations (a) and (b) imply
that v;y2 ~ t3/2, Moreover as v — 0, the integrand of the above integral converges pointwise
to the function (s,z) — —% ,o 2(s,x). Therefore, by dominated convergence, we obtain that as

t — oo,
. ~ = UQ
P |:elu’7twt(Pt):| — exp <2HP||§> :

This is the Fourier transform of a centered Gaussian random variable of variance ||p||3, which
has the same law as I;(p), so that indeed (DE )(pt ) Lo Ii(ph).

law

Now, if X,, and Y,, are random Varlables such that ¥;, — Y and ||Y,, — X,,|[2 — 0, then
Xn vy, Therefore, to prove that W, law, Zg~, it is enough by claim 2 to show that

o0 o
Z’Yf ‘Dg Z ’Y Wt Ntk)
k=0

k=0

2
— 0. (10.4.37)

t—00
2

(k)

By Pythagoras’ identity and linearity of @, ’, we obtain that the above norm writes:

ST 1 (SF (/8 V) — (B0 (/1) I3

k=0

For all g € L?(Ax x R¥), we get from a substitution of variables that

105 (gt IVOIE = vllg(- /81D 2 a 0y = YEE 21901320 e

so that the above sum is given by

(o)

k ki3k k wk ok
Z’Y2 Vi 13/ ¢y — (87)"p H%Q(Akak)’
k=0

Conditions (a) and (b) imply that v?vft3/2 ~ 1, so the proof can be concluded by claim 1 and
by showing that ||#5|| is dominated by the summable sequence C?¥||p*||3, where C' = C(3*) is
some positive constant, so that the dominated convergence theorem applies. [ |

10.5 Convergence in terms of processes of the P2P partition function

Let D'(R) denote the space of distributions on R, and D([0,1],D'(R)) the space of cadlag
function with values in the space of distributions, equipped with the topology defined in [44].
We also define the rescaling of the renormalized P2P partition function (10.2.10):

Vi (T, X) = p(T, X)W (tT, \/{:X;w”t,ﬁt,rt) . (10.5.38)

The two variables function )} can be seen as an element of D([0,1],D'(R)), through the
mapping V; : T — (¢ — [V(T,X)p(X)dX). The next theorem states that the rescaled
partition function ), converges, in terms of processes, to the solution of the stochastic heat
equation:
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Theorem 10.5.1. [22] Suppose that (Bt)i>0 is bounded by above. Ast — oo, the following
convergence of processes holds:

law

Ve — (T Z3(T, ")), (10.5.39)
where the convergence in distribution holds in D([0, 1], D'(R)).

For any function F' € D ([0,1],D'(R)) and ¢ € D(R), set
F(T,p) := /F(T,X)w(X)dX- (10.5.40)

In order to show tightness of ), the tool used in [22] is Mitoma’s criterion [44, 65]:

Proposition 10.5.2. Let (Fy)i>0 be a family of processes in D ([0,1], D'(R)). If, for all ¢ €
D(R), the family T — Fi(T,p),t > 0 is tight in the real cadlag functions space D([0,1],R),
then (F})i>o s tight in D ([0,1], D'(R)).

Then, to prove uniqueness of the limit, one can rely on the following proposition:

Proposition 10.5.3 ([44]). Let (F;)¢>0 be a tight family of processes in the space D ([0, 1], D'(R)).
If there exists a process F € D ([0,1], D'(R)) such that, for allm > 1, Ty,...,T,, € [0,1] and
©1,-..,9n € D(R), we have as t — oco:

1
(Ft(Tla Sol)a cee 7Ft(Tn7 @n)) ﬂ) (Ft(Tla wl)a e 7Ft(TTL7 SOTL)) )

then Fj la—w> F.
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