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Existent process models can hardly cope with thergimg issue of modelling exponential variable data
volumes in systems’ workflow, from specificatiomsdperation. Given the strong relation between data
context and data variability, this paper considieesautomated integration of contextual models for
processes with data variability. The proposed amgr@xtends methodologically a platform independent

Data variability

Contextual data

Model transformation
Substitution transformation
Enhancement transformation

model process, using a contextual data model, tmiroautomatically the corresponding platform sfieci

model. Contextual data are thus integrated to egs®as a model, within a process. Two partic@ses
of contextual data models are studied in detablsstution, when the contextual data model defines
generated code, and enhancement, when learnededatdptions constitute the contextual data model.

The feasibility and value of integrating a contettonodel into a process to handle data variakality

shown in detail describing these two use casesteRtral model integration by substitution to inaud
automatically variable ready to use applicatiovises to generate code, and contextual model iatiegr
by enhancement applied to supervised image cleatdn based on variable descriptors. Results show
that relating data variability and its context bgans of automated integration of a designed system
component model, simplifies variable data processirsystem process models.

1. Introduction

Modelling of variable data — documents, softwaredaies, images,
signals, videos, multimedia content, etc. — forteyys processes, is an
emerging issue in model-based system design. Tipenextial and
permanent generation of variable data makes umfeasi extend or adapt
existent system process models to cope with théahility of data
production. Moreover, this variability often relate a data context [1],
which is either ignored [2] or partially modelledtivmultiple constraints
[3] because of the complexity to represent it.

Usually, context awareness is defined through ohedli conditional
relations of a process model. In that case, drdycontext parameter has
a predefined value, then a specific operation can thggered.
Nevertheless, whenever data production variabifitpddressed, context
awareness has to be defined through integratiomésns of substitution
or enhancement of a process model. The intereat aintextual model
can be illustrated by three examples — that coeldniodelled — of data
context strongly related to production variabilins article writing
support, application development, and pattern neitiog:
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- Article writing support: The context is defined tyusands of
previously published articles, from which, the oatiof cited
articles (variable generated data) characterized ph the
article’s content, written with a text editing pess (integration
with substitution).

- Application development: The context is composedhmysands
of available enterprise services, related to agsedo identify
and instantiate adapted application services (wkriaroduced
data) in the development of an information systesftware
(integration with substitution).

- Pattern recognition: The context is representedhbysands of
content description values, associated to stadistic
representations of numerous classes (variable etkfidata),
through a process of supervised classificatioreg@ration with
enhancement).

In the aforementioned examples the processing td deeated in
various manners could be simplified, if a readyise context data model
is applied. By analogy with off-the-shelf softwaremponents [4], such
context data model is understood as an optimizaédetine of related
published articles, available developed serviceqeoformant calculated
content descriptors, respectively, in the form ofystem component



model. Several categories are associated to comafedfta [5]. Among
those, the use of contextual data done by a prasgest of thaelations
category and its sub-categoryfofictional relations- between contextual
data and the process. To develop modeling suitbigd at considerable
volumes of data, we consider the automated intiegraaf contextual
models for processes with variable produced dat& tonsequently a
problem of defining the transformation of availaldata, into data that
influence a process, i.e. knowledge. For this djpegroblem, data
variability stems particularly from the differentoghes of data production.
In the previous introductory examples, a quotettlarcan be produced
by queries to different publishers and comply vatte of various specific
standards (APA, Harvard, I1ISO, MLA, etc.). On théest hand, the
variability of a reusable application service, testrom the development
of an information system application or library Ked to multiple
programming languages (C++, Java, C, etc.). As tf@ statistical
representation of a class in pattern recognitianiability results from the
use of different descriptors and the choice of ameseveral out of
multiple mathematical distances between the clasgponents, to identify
that class.

Different data production modes constitute a factovariability not
previously taken into account for modeling purpos¢snce, we address
the question of how to define a contextual modelfata produced not in
just one but variable manners, generate automigtipttform specific
programs from that contextual model, and integitate a process. Our
main assumption is that modelling a variable datatext is independent
of modelling a process. Furthermore, a meta-moalelbe defined if it is
known which task generated data and in what man8er. besides
handling different modes to generate data, theltiegicontextual model
provides knowledge with direct impact on the giveocess. The main
contribution of this work is allowing the architettt specify appropriate
rules to integrate data into the process, accortngariable production
modes.

To facilitate the integration of variable contextdata into a process,
the essential modelling hypothesis is that a MDAfoom approach
produces the data, and thus defines a particutadustion mode. This
implies that the concepts at the input and outpdit noodels
transformations, as well as relationships desagibthis mode of
contextual data production, are modeled in a metdai Therefore, the
input concepts of a contextual data productionsfieammation are defined
first, instead of adapting a model separately tpracess for each
production mode. Our approach extends weaving &ssalt, which is
restricted to data generated by a unique productiote.

Among known model-driven system architecture apgitea, context
data modeling appear to be feasible applying MBailen Engineering —
MDE [6]. The main reasons are because the Objectajlement Group
supports it, generated models are platform indepethnd MDE is
compatible with some modeling standards, it haergely generic design
spectrum, and it is widely used [7]. Additionallypossibility in the MDE
framework could be to apply directly a relationansformation specified
as [8]: “an association between the elements or paramefargoomodels
of a system that induces a further mapping betvwteerrelationships in
the models However, there are not MDE context data modelsliant
with variability of data production, designed sffieaily to be seamlessly
integrated in a process, but with conditional filig [9]. Moreover, the
automatic generation of platform specific programbained from those
models applying Model Driven Architecture — MDA [1tas not been
defined either, for context integrations relatediata variability.

This paper reports on an original approach to ggeecontext data
models, integrated to MDA compatible processes,hiwita MDE
framework. The proposed approach extends methodalbga platform
independent model (PIM) design process, makingofisecontextual data
model, before the corresponding platform specifiodei (PSM) is
automatically obtained. In this manner contextusthdare integrated to a
process as a model, reinforcing complementary kedgd. Two
particular cases of contextual data models are iestudn detail,
substitution — when the contextual data model @sfigenerated code —
and enhancement — when learnt data descriptiorgtitda the contextual
data model. The feasibility and practical valuentégrating a contextual
model into a process for variable data producti@nsiiown in this paper
through a step-by-step demonstration of both ca3ée first case
illustrates the feasibility of reusing an infornmati system element to
develop an application of that system, while theosd case illustrates the
suitability for pattern recognition, a process ihieh the application of
model engineering is unconventional.

The paper is organized as follows. Background eeidted work
regarding variable data and context modeling, adl we systems
engineering based on models and MDA are describeskection 2. The
proposed approach is defined in Section 3, congigiérow to integrate a
contextual model to treat variable generated datastbstitution or
enhancement. A use case of contextual model irttegrhy substitution
is presented in Section 4, developing the autonmatiigration of ready to
use application services to generate code. A use @lcontextual model
integration by enhancement is presented in SecBpnapplied to
supervised image classification. In Section 6 figdi lessons learned
from both examples, as well as risks for validatiare discussed.
Conclusions and perspectives are summarized inoBett

2. Related work

This section examines previous works on modelindat& variability
and context. It then summarizes research initiatagsociated to model-
based engineering that have made use of theserdgleme

2.1. Data variability and context modeling

With the extensive complexity of systems, a sigaifit problem in
model-based techniques is data consistency, i.esetmnlessly include
variable ways of data production in system architecmodeling, for both
system architect and system user. Data productoiahility in system
modeling is challenging because it is complex toresent, constraint,
integrate, and trace in the workflow, from specifions to operation.
Moreover, there are multiple definitions, sourcasd viewpoints, which
make very difficult to model and integrate datadurction variability.

Few works have studied variability in systems asghure, although
out of the modeling scope, to comply with fixed @hanging
requirements. Variability in systems architectuaes tbeen analyzed in
software product families [11], to manage the caxity introduced in
UML models [12], to define features or decision misd[13], to be
described and shared by groups of systems [l4]dada-centric to
improve model consistency [15], or model transfdiom rules [16].
Otherwise, few works have examined the problemapiability in context
modeling. An ontology-based model was proposed ikmt lectricity
generation using wind turbines depending on theatjpmal context [17].
Also, it was determined that even if contextualadebnstrain a process,



context representation is essential to dynamicadlgpt a system before
process execution conditions are taken into acdd@ht

2.2. Contextual model and model-driven engineering

The application of constraints to define modelsvedl known in the
literature. Such approach can be for instance zbnétated to design
user-centered models of web services [19]. A lagguike ContextUML
[20] and recent multi-agent models [21] on whickrisehavior is crucial,
are based on the same principle. Neverthelessappeoach to define
contextual models must be extended when a prooessjser behavior,
defines the constraints. MDE is appropriate to anpnt such extension,
given its generalization possibilities [22]. Besdet is a prevailing
solution to define system architecture applyingdged constraints, by
refining the initial system specifications [23].nSé a model oriented
system architecture definition can be based onegfent in accordance to
MDA [24], MDE includes an architecture activity dered as
specifications refinement, applied up to code gatien [25]. Refinement
is basically applied to produce sets of structiaad connected modules
or applications. These represent coherent andestdtision rules, to
achieve a given data or information processing fégkRefinement is
fundamental to define multi-model-driven [26] andgte-model-driven
[27] system architectures.

MDE has been applied in industry to improve thelgautomation of
code generation [28], linked to software developimteaceability. For
example, use cases were transformed by refinemémtsiystem design
model [29] and specifications development [30]. MBEs also been
extended to a contextual model for multi-agentesystlesign [31]. It has
remained close to code service architectures geéoerérom business
processes [32], aligning business processes and ompanent
infrastructure based on service-oriented architectuYet, MDE
automation has been only applied to software dewvedémt of detailed
architecture and the corresponding code generatisimg a restrictive
framework associated to an applicative layer ofsystem [33].

Otherwise, system architecture can be generated) ysie-designed
solutions, defining a contextual model consisterithwthe system
specifications. A contextual model could contaie Hasic functions of an
information system. These pre-designed system ifumsthave been
defined by enterprise architects viewpoint design, compose a
company’'s system architecture [34]. Alternativelpther process
modelling techniques use so-called contextual dlag add properties
(tagged values) of a model element to model langsid85]. Moreover,
some models integrate available data before proeessution, like the
definition in advance of specific services matchganstraints and run
upon request [36]. Alternatives using MDA have bdereloped to adapt
system architectures to a mobile network [37] anabiuitous system
[38]. Nevertheless, proposed approaches are nedbsociated to a
methodology enabling software development automatior developed
and documented in detail [19]. Besides, when aqs®ds executed in
MDE a model for contextual data differs signifidgnfrom a model to
integrate available data before the process exaeuti

Our contribution is the definition of a methodology integrate
automatically a contextual model into processed wiata production
variability. Particularly, this paper illustratestiva proof of concept, how
defined contextual data models are integrated topracess and
automatically transformed in platform specific prags applying a MDA
implementation within a MDE framework. Consequentiyde generation

results from an input contextual model, insteacaofadaptation at the
code generation level.

3. Integration of a contextual model into a process Wi
data production variability

This section recalls first the prevailing applicatiof MDA along with
known practices to integrate models. The propogggroach is then
defined in detail.

3.1. Data variability and MDA

Conventionally, MDA (Fig. 1) permits to obtain a MSPlatform
Specific Model), resulting from the applicationaftransformatiorT to a
PIM (Platform Independent Model), under the techhionstraint of a
PDM (Platform Description Model) [39]. MDA is mainlised to generate
code according to functional specifications of atesn. Typically, a
stipulated functional scenario description — PINs-transformed into an
applied coded service — PSM — for instance, by me&ma Java execution
environment model — PDM — and a set of rules ddfite fix the
environment constraints of the transformation.

PIM

-1 PDM

PSM

Fig. 1 - Model Driven Architecture for model transformation.

One solution to integrate a contextual model is ctwain the
transformations, using modeling languages to inpatlels for business
process [40], or adopting several transformatiamgleges [41]. Such
chaining takes sequentially into account the temdinénvironments as a
progression of constraints, but cannot be appbeidigert contextual data
in a transformation. Since constraints definedhie PDM are a generic
solution implemented later by the PIM instancesisiinot feasible to
integrate and apply contextual data directly in trensformation if a
chain of transformations is applied.

A second common model integration solution is cositpon [42],
which can be automatic or manually defined by greexwho determines
the mapping of elements to integrate [43]. Thersfan the composition
of two PIMs (PIM1 and PIM2) the respective PSMs maified directly
and the code is produced again. Otherwise, thenatid®SMs can be
integrated using glue code (Fig. 2). This avoide thmdividual
modification of PSMs and code regeneration, whilefining the
integration rules according to a composition cirsaribed between the
PIMs.



PIM1 PIM2

PDM1

PDM2

PSM1 PSM2

Fig. 2 - Model Driven Architecture for model integration (adapted
from [42]) including PDMs.

The example of Fig. 2 corresponds to code intemnat implement a
service (PSM2) with an Enterprise JavaBeans (EJRgcugion
environment (PDM1), in the code of another ser¢f8M1) that has the
same execution environment (PDM2 = PDM1). Thisgraé&on specified
in the composition of PIM1 and PIM2, includes tloersario description
of PIM2 in the scenario description of PIM1. Makitlgus use of glue
code, PSM1 resulting froml is added to PSM2 obtained fron2. Glue
code represents the technical constraint of PSMildntify its EJB via
the respective Java Naming and Directory Interf@d¢Dl). This model
integration approach is nevertheless inappropridtes to the cost of
implementing two parallel processes with one th@cedes the other.
Production variability, already considerable durarginformation system
development [44], is increased by the Software &ermice distribution
paradigm [45]. A large number of ready-to-use smwvimay be available
— several thousands in certain companies. SuppadeTt is the main
transformation and T2 is the transformation thatdpces a context for
T1. To integrate those services, a very significantmber () of

PIM

PDM |- TCM

PSM

Fig. 3 — Problem to be solved regarding Model Drive Architecture
and integration of the Transformation Context Model (TCM) in the
global process.

3.2. Integration of a contextual model into a process

While the TCM represents available data that arexexploits to
influence a process, meta-modelling of the TCM niake into account
the production method of the corresponding date &ktension to the
MDA approach mechanisms that we propose is therefor meta-
modelling of the context, including useful concefatsthe production of
contextual data, in order to automate the impleatent of context in a
transformation. The TCM meta-model describes thedpetion mode
selected for the contextual data. As hypothesindtie research question,
the data production mode is consistent with an Mdpfsroach, on which
platform-independent elements are transformed pittform-specific
elements through the description of the platforfihis allows integrating
the data production method adequately into theqa®as knowledge. A
contextual model must thus be studied at the estdges of system
analysis before system architecture activitieqeantegrated in a MDA-

transformations like2 along with the required glue code between PSM1 compliant process. Corresponding knowledge of thesformation input

and the resultingn PSM2, imply proportional higher development
complexity and costs.

Multiple n transformations of typ@2 and the respective glue code
could be avoided, improving development signifibantinstead, n
contextual PSM2 models that precefie could be integrated. These
PSM2 models are grouped in a global model, ideatifhereafter as
Transformation Contextual Model (TCM), given itsntextual role with
respect toTl Such required enrichment of a process using éextral
model (Fig. 3), has not been previously definethaliterature.

elements permits an expert to formulate rules @st$og a context with a
process. The Contextual Transformatid@TY of data into knowledge
consists on this set of rules, specified by a me@xpert, permitting to
integrate contextual data in the process.The pespastegration of a
contextual TCM results from enriching the PIM — means ofCT —
before the MDA-compliant transformatioh This transformatiorTl is
applied to the enriched PIM (Fig. 4). A PIM enridhby a contextual
model is denoted henceforth PICM (Platform IndependContextual
Model). The two use cases described in sectionsxdl & show the
feasibility of CT design making use of a TCM remming a MDA
approach of the selected contextual data production

It is important to note that the TCM specificity s include the
production mode of contextual data, without usinBMmarks, enabling
to associate an element of the PIM with contextigth. Additionally,
marks defined in the PDM -independently from thielPare not a part of
the PICM model, while the TCM is a part of the PlIOMbdel and
associates contextual elements to the PIM. The gsexp approach is
structured according to systemic modelling [46] bgnsformations
depicted in Fig. 4. Defined rules rely on knowledg®ut the result of
transforming any relationship between two unitsefgvmodel is hence
defined by a set of units (denoted *_unit) and & aferelationships
(denoted *_relationship). Rules are identified withhe type of
transformation €T or T), while specific rules about a unit are dend®di
and rules about relationships between urRs



PIM
-1 Tem
PICM
-1 PDM
PSM

Fig. 4 - Model driven integration of a contextual nodel into a

MDA-compliant process.

Three successive stages constitute the proposedzap

Contextual CT-Transformation design, on which mapping between
the contextual model and the input of the modetsfarmation are
defined. The PICM results from the contextual tfarms CT that
maps the PIM with the TCM. A rule defines this miaygpto indicate
under which criterion a PIM element can be assediab a TCM
element (represented by-"). The transformation of PICM units is
defined by:
PICM_unit = CT(PIM_unit, TCM_unit)

where CT connects PICM_unit and PIM_unit with a mappinglin
between one PIM_unit and one TCM_unit. Su€i-RU rule
implemented througICT means that if @im_unitand a contextual
model unittcm_unitcan be mapped, then the resultigm_unitis:

picm_unit = CT(pim_unit, tcm_unit) = (pim_unit tcm_unit),
if not,

picm_unit = CT(pim_unit,{@}) = pim_unit.

Regarding relationships between units (represerted“—"), CT
defines a PICM_relationship from a PIM_relationstiipt takes into
account a TCM_relationship:

PICM_relationship = CT(PIM_relationship, TCM_retaiship)
This CT-RR rule implemented byCT for the relationships between
units, illustrates in a similar manner as for unitat, if relationships
exist between g@iml1_unitand apim2_unit and a contextual model
relationshiptcml1_unit—tcm2_unitbetween dacml_unitmapped with
pim1_unitand atcm2_unitmapped withpim2_unit then the resulting
picm_relationshigs:

picm_relationship =
CT(pim1_unit — pim2_unit, tcm1_unit — tcm2_unit)
= (pim1_unit — pim2_unit> tcm1_unit — tcm2_unit),
if not,
picm_relationship = CT(pim1_unit — pim2_unit, {3})
= pim1_unit — pim2_unit.

T-Transformation design, on which a MDA-compliant technical
constraint and the result model of CT are definddodel
transformationT provides a PSM that results from a PICM and a

technical constraint specified in the PDM. Transfation T for units
is defined by:
PSM_unit = T(PICM_unit, PDM)
where T applies constraints defined in the PDM toPéCM_unit
giving as result &SM_unit The same applies to a relation between
PSM units and is defined as:
PSM_relationship = T(PICM_relationship, PDM)
where T applies constraints defined in the PDM to a
PICM_relationshipgiving as result SM_relationship
Rules implemented in model transformatidnfor integration by
substitution are different than rules for integratiby enhancement.
Therefore, specializationST (Substitution Transformationand ET
(Enhancement Transformatipaf T are necessary.
For units, theST-RU rule implemented byST distinguishes among
PICM_unit transformations with and without substitutiqguing_unitby
tcm_uni) as follows (using the san@T-RU notation):
picm_unit = CT(pim_unit, tcm_unit) = (pim_unit tcm_unit)
= psm_unit = ST(tcm_unit, pdm)
and,
picm_unit = CT(pim_unit, {J}) = pim_unit
= psm_unit = ST(pim_unit, pdm)
In the case oET the ET-RU rule changes because the process is
enhancedgim_unitwith tcm_unitrepresented with the sidm) by the
contextual model as (using the sa@¥®RU notation):
picm_unit = CT(pim_unit, tcm_unit) = (pim_unit tcm_unit)
= psm_unit = ET(pim_unif] tcm_unit, pdm),
and,
picm_unit = CT(pim_unit,{&}) = pim_unit
= psm_unit = ET(pim_unit, pdm).
Concerning relationships between units, #1eRR rule implemented
by ST discriminates PICM transformations with andthaut
substitution as follows (using the sa@&-RR notation).
picm_relationship =
CT(pim1_unit — pim2_unit, tcm1_unit — tcm2_unit)
= (pim1_unit — pim2_unit> tcm1_unit — tcm2_unit)
= psm_relationship = ST(tcm1_unit — tcm2_unit, pdm),
and,
picm_relationship = CT(pim1_unit — pim2_unit, {3})
= pim1_unit — pim2_unit
= psm_relationship = ST(pim1_unit — pim2_unit, pdm).
For ET the ET-RR rule applies specifically to process enhancement
using a contextual model as (using the s@TidRR notation):
picm_relationship =
CT(pim1_unit — pim2_unit, ttm1_unit — tcm2_unit)
= (pim1_unit — pim2_unit> tcm1_unit — tcm2_unit)
= psm_relationship =
ET(pim1_unit — pim2_unif] tcm1_unit — tcm2_unit, pdm),
and,
picm_relationship = CT(pim1_unit — pim2_unit, {J})
= pim1_unit — pim2_unit
= psm_relationship = ET(pim1_unit — pim2_unit, pdm).
These four rules ST-RU, ET-RU, ST-RR, andET-RR — emphasize
the need to apply constraints defined in the PDMatanit or a
relationship of the PICM, specified in the processsubstitution or
enhancement.

CT and T Transformations running to validate the proposed
approach’s feasibility. The next two sections dieéscin detail how



transformatiorCT, and the specializations ©f STandET, implement
the described approach when applied to a code afgmeprocess and
to an image classification process.

Table 1 summarizes the previously defined notatidos the
implemented transformations and rules.

Table 1 - Meaning of the Acronyms for Transformatics and Rules

. Transformation Implemented Rule
Transformation . ;
Meaning Rule Meaning
CT-RU Rule for unit
Contextual
cr i Rule for
transformation CT-RR . .
relationship
e ST-RU Rule for unit
Substitution
ST i Rule for
transformation ST-RR . .
relationship
T
ET-RU Rule for unit
Enhancement
ET f i Rule for
transformation ET-RR _ _
relationship

The next two sections present two use cases orhvth& pertinence
of the proposed approach is examined. In each wa&seonsider, the
feasibility of defining a suitable contextual modebw can automatic
platform specific programs be generated, and howntegrate these
programs to the respective process.

4. Integration of a contextual model into a process wh
substitution: the case of code generation

This section illustrates the integration of a cahtal model into a
business process of code generation, formed bsga lariety of activity
sequences in a company. According to the propgseach in section 3,
ready-to-use services available in a company'srinétion system are the
contextual data of the code generation process.eder, the link
between business activities and these ready-tceseces by means of
mapping permits to associate contextual data,aneapplied service, to
one activity. Every business activity associatedhatrto contextual data,
is then implement by code representing calls taifipd applied services.
These calls are integrated when mapping is requiredrogrammed if
that is not the case. Generated code is constraliyed technical
environment like Java Enterprise Edition (JEE). @& summarizes the
code generation process models that are modifiednwdn contextual
model with substitution is integrated.

Table 2 — Process models modified by a contextual ogel with
substitution.

Integration of a contextual model into a code geneation

Model process

PSM Model of generated code

Integration of a contextual model into a code geneation

Model
process
PIM Model of activities
oM Model of existing applicative services of the imfation
system
PICM Model of activities enhanced by existing services
PDM Model of JEE environment for an applicative service

The CT transformation permits to associate a contextysilied

services model — ready to be substituted throughTt®M modelling — to

a PIM activities model. This association forms paf one activity and
one existing applied service (PICM). Coupling isnditioned by a
mapping, implemented i€T, between the PIM activity name and the
name of the activity supported by the ready-to-smwice. Additionally,
ST transforms an activities model in a code of agpbervices (PSM),
enabling the substitution of available applicati@ervices of the
information system (PICM). Such coding is constedirby a technical
environment (PDM).

4.1. Contextual CT-Transformation design

The CT transform allows to associate external servicedeathed in a
TCM to a PIM business process, composed by prageesequences of
business activities.

4.1.1.Unit CT-Transformation

Mapping between one PIM unit and one TCM unit ifirge by the
name of the PIM’s business activity and the nam¢hefactivity carried
out by the TCM'’s application ready-to-use servieghich must be
identical. To illustrate the contextual model of@e generation process
two applied services are definedzASReadAProdutto implement the
“Read a produtt activity; and ‘tASCreateAnOrderOfAProdctto
implement the Create an order of a productactivity. The relation
between business activities and ready-to-use atjic services defined
by the CT-RU rule (see section 3.2) is underlined in Fig. 5.pkenl
services and their respective interface are reptedehere by operations
in UML classes (considering a business activityelila use case
analogously as in a context UML diagram).

Read a product

[Create an order of a producﬂ

«external service interface:
CASIProductManage

Read a product |

[Cveale an order of a producj

+cASReadAProduct()

external service interface

CASIOrderManage

\ +cASCreateAnOrderOfAProduct()
|

Fig. 5 - lllustration of the unit contextual CT-Transformation for the
code generation process.



Variable data production is reflected in this firdustration of
feasibility by the development method with whicle txternal services
are produced (function implementation, businessviictproduction,
programming language, etc.). Moreover, variableadptoduction is
represented by the fact that these services cali@aced in the TCM
by application data provided by these services [fthesical dataProduct
and Order in this case). These application data are charaeteby the
generated logical data and the selected techninairomment (for
example, relational database management systerbject@riented). For
the TCM illustrating context by replacement, theveee production mode
is a conventional service-oriented architectureméwork. In this case, the
service encapsulated in an interface, carries dutsiness activity and is
deployed on a technical environment.

Note that the PICM's independence property withpees to the
platform defined by the PDM is maintained, since tmapping is
independent of the technical environment used fier deployment of
these two external services (a JEE developmehisrcase).

The PIM meta-model concept for a unit and its lattte (described by
one instance excerpted from Fig. 5) are defined as:

* “BusinessActivity”:
o0 “name” Read a produgt

The TCM meta-model contains a description of arerer service
interface that encapsulates a ready-to-use apiplicaervice (instances
are extracted from Fig. 5):

« “ExternalApplicativeService” describes an exterangdilable service:

o  “name” represents the name of the external availaervice
(cASReadAProdut

0 ‘“externalServicelnterface” describes the interfacthat
encapsulates the application servicA§IProductManage

o  “supportedActivityName” refers to the name of thesimess
activity supported by the external servigeéd a produgt

o “deploymentEnvironment” specifies the technicaliemnment
on which the service is deployetEg).

The resulting PICM meta-model 6fT for a unit is outlined in Fig. 6.

[E BusinessActivity|;
= name : EString

mappedWith L; ContextuallzedActlwt))
mapsWithActivity 0}* | - l
mappedWith | 0.*

mapsWithExternalService | 0.1
[ E ExternalApplicativeService
= name : EString
= externalServicelnterface : EString
= supportedActivityName : EString
| = deploymentEnvironment : EString

Fig. 6 - PICM meta-model (enclosed) of the code geration case
including the mapping between PIM (BusinessActivityand TCM
(ExternalApplicativeService) meta-models applied t@ unit.

The PICM and its attributes are instantiated from éxample in Fig.

“ContextualizedActivity” describes an activity echied by the

contextual model of existing application services:
o “mapsWithActivity” indicates the enriched businesstivity
(Read a produgt

0  “mapsWithExternalService” indicates the externalrviee
mapped with the activity from the business activigme and the
business activity name supported by the externalicgtion
service ¢ASReadAProdukt This link does not exist when
external services can't be mapped to the businesgtg (cf.
ruleCT-RU in 3.2)

4.1.2.Unit Relationship CT-Transformation

Concerning relations between units, a PIM relatigmss a temporal
sequence of business activities. The UEERR (see 3.2) becomes thus
for the code generation process: if an activitypkécedes an activity A2
and if the service cAS1 mapped with Al precedesain external
orchestration the service cAS2 mapped with A2, tthes orchestration
enriches the sequence.

CT({A1 — A2}, {caS1 — cAS2}) = {Al — A2}— {cAS1 — cAS2}.

The PIM is represented by a control process cangistf an ordered
sequence of activiiesRead a produttand “Create an order of a
product. On the other hand, the TCM is represented byoedered
sequence, or orchestration, of thecASReadAProdutt and
“cASCreateAnOrderOfAProdtcservices. The instantiation of theT-
RR rule is such that:

{Read a product> cASReadAProduct =
CT(Read a product, cASReadAProdudi)}
{Create an order of a produet cASCreateAnOrderOfAProduct =
CT(Create an order of a product, cASCreateAnOrdeRedduct)}
= CT({Read a product — Create an order of a product}
{cASReadAProduct — cASCreateAnOrderOfAProduct}) =
{Read a product — Create an order of a produet}
{cASReadAProduct — cASCreateAnOrderOfAProduct}

The result is therefore an integration of the agion services
orchestration resulting from business activity magp A simplified
implementation of the transformation is illustratedrig. 7.

Read a product

E:reate an order of a producﬂ

«external service interface

/
Read a product
\

CASIProductManage

+cASReadAProduct(

Create an order of a produ

\

cj

W

;;j external servi

ce orchestration ]

extemal Service ineriace

CASIOrderManage

+cASCreateAnOrderOfAProduct()

Fig. 7 - lllustration of the contextual CT-Transformation (enclosed) of
a relationship for the code generation process.

The PICM meta-model for a relationship betweensuistoutlined in
Fig. 8 (instances are extracted from Fig. 7). Magpbetween external
orchestration of services and sequence of busimetdsties is based on
theCT-RU rule.



mappedWith IO "

E] COH(EXIUahZEd»‘lCII‘.’I[}J mappedWith
0.

0.*lisComposed
mappedWitl|E Contex\uallzed;-\cllvltysequenceﬂ

- composes
|E BusinessProcesg

| © name : EString |

5] Busmess::\ctv.wtySequencei 1
S ranking : EInt

‘ma|)5\"/|th$ec|uence 0

T
isSource| 0.* isTarget [0.* mappedWith

source(1 target|0.1
| & BusinessActivity|

1| © name : EString |

mapsWithExternalOrchestration (0..1
|El ExternalServiceOrchestration|
= description : EString

mapsWithActivity

comesAfter (0. comesBefore |0..*
after |1 1
El ExternalApplicativeService
S name : EString
= externalServicelnterface : EString
= supportedActivityName : EString
= deploymentEnvironment : EString | 0..1]

before

mapsWithExternalService

Fig. 8 - PICM meta-model (enclosed) of the code geration case
including the mapping between PIM and TCM meta-modés applied
to a unit relationship.

Consequently, the PIM meta-model concepts in Figepresented as
relationships between units and attributes (deedribith instances from
Fig. 7) are defined as:

* ‘“BusinessProcess” characterizes a response of gpapmto a

customer’s request:
o  “name” Order procesp
* ‘“BusinessActivitySequence” represents a time seggieof two

business activities that make up a proc&eafl a product> Create

an order of a produgt

o “composes” identifies the process to which the saga belongs
(Order procesp

o “source” designates the business activity thatiates the
sequenceRead a produgt

0 ‘“target” specifies the business activity completthg sequence
(Create an order of a productThis link to the target activity is
null when the process consists of only one busiaegeity.

o ‘ranking” specifies the number of the sequencehia process
(1: the1* sequence of the process).

The TCM of Fig. 8 describes an orchestration ofises based on the
following concept (instances are from Fig. 7):

« “ExternalServiceOrchestration” describes an exiersequence of

calls to external services:
0  ‘“description” designates the sequence of externadvices

(cASReadAProduet cASCreateAnOrderOfAProduic).

o ‘“before” refers to the first service of the sequenc
(cASReadAProduyt
o ‘“after” refers to the second service of the segaenc

(cASCreateAnOrderOfAProdyct

For relations between units, the PICM concept {oed in Fig.8) and
its attributes (with instances extracted from Figare:

« “ContextualizedActivitySequence” describes a seqgaeof activities
enriched by the contextual model of existing orttai®wns of
services:

o “mapsWithSequence” designates the business acteitijuence
(Read a product Create an order of a product
o “mapsWithExternalOrchestration” identifies the sewce of two

calls to external application serviceeASReadAProduct-
cASCreateAnOrderOfAProdyctThis link does not exist when
there isn’'t a sequence of external services to &gped with the
sequence of business activities.

“composes” provides the link of the business prscésat
contains the sequences of activiti@sder procesk

4.2. ST- Transformation design

When a contextual model is integrated with subisoity theSTMDA-
compliant transformation is no longer applied te tAIM, but to the
PICM. The PDM specifies the rules to be technicathplemented to
integrate services developed with a Java runtimér@mment or to
program new services. These rules complete thaitiefi of a three-layer
application architecture synchronized by an aptiboaserver:

« The “data access” layer which allows manipulatiatpdvith SCRUD-
type operations (Search, Create, Read, Updatetd)ele

« The “service” layer where each service supportssness activity in
this particular case and uses components of thea ‘atzess” layer.

* The “presentation” layer that represents the HuManhine Interface
(HMI) and uses components of the “service” layepeteling on the
user’s activity.

4.2.1.Unit ST-Transformation

For units,STimplements the rules to transform a businessigactivto
an application service (to be developed or readyetsubstituted by code
generation of a service). Application services deelared in a Java
interface and coded (if development is necessarg) Java class with the
appropriate formalism. While the PSM resulting fr@& is associated
with the “service” layer of the system (Fig. 9)etS8T-RU rule (see
section 3.2) is applied to units individually subhged by a TCM unit
(resulting code is represented bgaaefunction):

ST(cASReadAProduct, {Javalnterface,JavaCode}) =
{coddcASReadAProduct)}
ST(cASCreateAnOrderOfAProduct, {Javalnterface,Jade}) =
{coddcASCreateAnOrderOfAProduct)}

Additionally, the PSM is only composed by Javeeiféces code
obtained from the PICM transformation (code of tbava classes
implementing the interfaces in an external systexmule implemented in
ST checks the consistency between the external serd&ployment
environment and the execution environment of thetesy to be coded. In
the examined case, the hypothesis of a JEE envenhrfor external
services allows to integrate them into the gendretele.



«external service interface»
CASIProductManage
Read a product
+cASReadAProduct()

«external service interface»
CASIOrderManage

E:reate an order of a produc?

+cASCreateAnOrderOfAProduct()

Il service interfaces (used existing interfaces)
public interface CASIProduct Manage
{
public Product cASReadAProduct
(String product Nane) ;

}
public interface CASI O der Manage

{
public Order cASCreat eAnOr der OF AProduct
(Date dateOrder Product, Product product);

Fig. 9 - Example of the ST-Transformation of a unitfor the code
generation process, including the PSM and the PICM.

PICM and PSM meta-models defined for the units asldtions
between units resulting fro®T (Fig. 10) are explained below.

composes |1 1 isComposed|0.* 1 | mappedWith
H BusinessProcesd composes H ContextualizedActivity mappedWwith
= name : EString |, 0.*
composes|1 supports
1| mapsWithActivif "
B BusinessA?tivity 0.1 i isTarget |sComposed 0 0.*|isComposed
- 6 BusinessAdtivitySequence | mappedWith|E ContextualizedActivitySequence
© name : EString |, target issourd | © ranking : EInt
maps\vithSequence 1
supports|1 source supports| 1 mappedwith | "
—
isSupported | «
e isSupported| 0.* mapsWithExternalOrchestration | 0..1
H ApplicativeService 1 comesBefor - - .
- T e 5 H ApplicativeServiceOrderedCall H ExternalServiceOrchestration
name : EString ) €iore " | © description : EString © description : EString
o servicelnterface : EString 0.1 comesAfter
= deploymentEnvironment : EString | after 0.+ isComposed|0.” comesATer10.*  comesBeforal0. =
. after |1 before |1
implements (1 e :
composes | 1.* H ExternalApplicativeService
isimplemented |1 H MainProgram = W B

H ApplicativeServicelmplementation|

© code : EString

isUsed|1.*

uses [0.*
H pAOOperation
S name : EString
© DAO : EString

S code : EString

isSupported

© externalServicelnterface : EString
= supportedActivityName : EString
= deploymentEnvironment : EString

0.1

mapsWithExternalService

Fig. 10 - PSM meta-model (enclosed) of the code geation case, associated to the PICM meta-modelsnitiand relationship), satisfying the PDM

meta-model.
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The PDM meta-model specifying the technical comstsaof anST
transformation, as described for the units, isioed in Fig. 11. Concepts
specific to the definition of architecture proposadthe introduction to
section 42 —  “ApplicationServer”, “ServiceLayer”, and
“DataAccessLayer” —, are useful for units and catgthe meta-model.

| B serviceLayer |1 o

0..1) synchronizes / \
isComposqd| & Ja\'almexface:
{composes  0}.* 1
) implements [T 1| codes [[Eavacode |
isCoded| {
‘ Coded|

isimplemented | isCoded |1
i [ B Javaclass | 1

isSynchronized

:L/ ApplicationServer|

1 |isSynchronized composes |1

isCompose
0.* | codes

isUsed [1.*

uses
5 DAO

0.
synchronizes 5] DataAccessLayerf 1 isCompoded

0.1 { composes 0\*

/

Fig. 11 - PDM meta-model (enclosed) of the code gaation
illustration with a MDA approach applied to a unit.

Consequently, the PDM meta-model concepts andbatés are
defined as:
« “JavaCode” represents Java code associated withgekration.
« “Javalnterface” represents a Java interface ofseémwice layer (the
"ServiceLayer" concept complements the PDM metaat)od
o ‘“isCoded” associates the interface with its Jaxdec
« “JavaClass” represents a Java class of the senlager
("ServiceLayer" concept):
o ‘“isCoded” associates the interface to its Java code
o ‘“implements” refers to the Java interface impleradnin the
class.
* “DAO” represents a Data Access Object of the “dataess” layer

(concept “DataAccessLayer” that completes the PD&taamodel):
o ‘“isUsed"” refers to the Java class that makes ugDAO.

PSM meta-model is completed for service coding {nstantiated in
Fig. 9, but this case is rather common in todayfsrimation technology)
using the MDA approach for code generation):

« “ApplicativeService” represents the signature of tlpplication
service, defined as an operation of the Java axteréncapsulating the

signature of the service, as recommended in the PDM

0 ‘“supports” designates the business activity of tRéV
transformed by this service.

o0  “name” provides the name of the application service

o  “servicelnterface” is the name of the interface taoring the
service signature.

o ‘“deploymentEnvironment” specifies the technical stosint of
the PDM.

« “ApplicativeServicelmplementation” represents

implementation in a PDM-compliant manner:

o ‘implements” refers to the implemented Java intefaas
specified in the PDM.

o “code” represents the code of the interface opamati

* “DAOOperation” represents the operations for adogssPDM-

compliant data:

o ‘“isUsed"” refers to the code of the service usirglato the DAO
operation.

0 “name” indicates the name of the operation.

o “DAO” is the name of the data access object thatpsulates
the data access operation.

the ervice

4.2.2.Unit Relationship ST-Transformation
For relations between units, th8T transformation targets the
"presentation” layer. Each sequence of two businasBvities is
transformed bySTinto a coded sequence of calls to applicationisesv
(external or internal). Furthermor8T satisfies a technical constraint to
execute a Java program. The Java program is desigme the
“presentation” layer, which communicates with theertice” layer
previously generated from units of the PICM.
The ST-RR rule (see section 3.2) is applied to a singleti@iahip
that is mapped with a TCM orchestration. Consedyetite ST-RR rule
becomes: if an activity A1 precedes an activity &&n the service cAS1
mapped with Al precedes, with an external servichestration defines
in the PDM, the service cAS2 mapped with A2:
if (CT({Al — A2}, {cAS1 - cAS2}) = {Al — A2} — {cAS1 — cAS2})
then
ST({cAS1 — cAS2}, ExternalServiceOrchestration) =
{cAS1;cAS2;}

else
checking of input and output parameters of CAS1 k82
services to design their orchestration

endif

The ST-RR rule is instantiated for the sequence transfonatirom
the consultation activity of a product to the ordeeation activity,
constrained by a Java service orchestration (iegutbde is represented
by acodefunction as previously for ST illustration for ts)i

ST({cASReadAProduct — cASCreateAnOrderOfAProduct},
Java:ExternalServiceOrchestration) =
{coddcASReadAProduct;cASCreateAnOrderOfAProduct;)}

An implementation of the ST transformation is ithased in Fig. 12.
The sequence of activities with the orchestratibsesvices (outlined on
the top) mapped to it, Read a product Create an order of a prodyct
— “{ cASReadAProduct;cASCreateAnOrderOfAProflucs the input of
the STtransformation. At the output &T, the coded sequence is modeled
by calling these two services in thmain as well as the methods
“presentation_readProduct(and “presentation_orderProduct()

«external service interface
e CASIProductManage
| Read a product
+cASReadAProduct(
1
> «external service orchestration
. ki
/ extemal service interface
Create an order of a producj CASIOrderManage

\

+cASCreateAnOrderOfAProduct()

Il get existing service interfaces
public static CASIProductManage
getManageProduct()
{
InitialContext ctx;
CASIProductManage manageProduct = null;
ctx = new InitialContext();
[manageProduct = (CASIProductManage) I;)
L ctx.lookup(CASIProductManage.JNDI_NAME);

7




11

return manageProduct;

}

public static CASIOrderManage getManageOrder ()

{

InitialContext ctx;

ASIOrderManage manageOrder = null;

ctx = new InitialContext();

manageOrder = (CASIOrderManage)
ctx.lookup(CASIOrderManage.JNDI_NAME);

return manageOrder;

}

/I methods associated to services

public static Product presentation_readProduct()

{

return getManageProduct().
cASReadAProduct (“product_name”);

}

public static void presentation_orderProduct
(product : Product)

{

Date date = new Date(System.currentTimeMillis());

getManageOrder().cASCreateAnOrderOfAProduct
(date, product);

}

//Java program

public static void main(String[] args)

{

Product product = presentation_readProduct();

presentation_orderProduct (product);

}

Fig. 12 - lllustration of the ST-Transformation of relationship for the
code generation process.

The PDM meta-model specifying technical constrainfsthe ST
transformation as described above for the relatibesveen units, is
outlined in Fig. 13. Concepts of the three-layerchdecture -
“ApplicationServer”, “PresentationLayer”, and “SemlLayer”
complete the PDM meta-model.

synchronizes |E PresentationLayery isCompos glavaplogram 1

{composes 0}*

~

isUsed [1.*

uses |0.*

isSynchronized
1 1|isSynchronized 0..1) synchronizes

|E ApplicationServer| | B ServiceLayer |1 isComposqd| B Javalnterface|

jcomposes  0f. isCoded | 1

|
1| codes H JavaCode
isCoded
1 ]

Fig. 13 - PDM meta-model (enclosed) of the code ge@ation
illustration with a MDA approach applied to a unit relationship.

The PDM meta-model is complemented by a conceptrdtations
between units:

« “JavaProgram” represents the Java program on theséptation”
layer (being "PresentationLayer" a concept that gletes the PDM

meta-model) to which the system user has access:
o ‘“isCoded” associates the program to its Java code.
0 ‘“uses” indicates the Java interfaces used by tbgram.

The resulting PSM meta-model (Fig. 10) conceptsntfthe MDA-
compliant ST transformation) and attributes (déstiby one instance of
Fig. 12) stipulated for these unit relationships: ar

« “ApplicationServiceOrderedCall” designates two cegsive calls to
application service interfaces:
o  ‘“description”
asCreateAnOrderOfAProdudt;

@SReadAProduct;

o ‘“before” specifies the first called applicative \dee
(aSReadAProdukt
o ‘“after” specifies the second called applicative vier

(asCreateAnOrderOfAProductWhen the second service is null
then the process is composed of only one businessty and
therefore supported by a single application service

* “MainProgram” characterizes the support of a bussnprocess in

accordance with the PDM:

o “code” (public static void main (String[] args) {Product gduct
= presentation_readProduct();  presentation_orderéuot
(product);}).

0 “supports” refers to a supported business proce&d3sdlef
proces$.

o ‘“isComposed” refers to sequences of calls to apptin services
(aSReadAProduct; aSCreateAnOrderOfAProduct;

The STtransformation implements rules for assemblingseduences
to application services that support a businessgs® Such assembling
follows the previous consistency rule between thevise call structure
and the activity structure in a particular sequerfigo, generation of
code linked to an external service call or the esttation of external
services, are taken into account by #Tf@éransformation.

The specific addition to the PICM at the input dfiet ST
transformation is the use of JNDIs of external menmterfaces, namely
“CASIProductManadeand “CASIOrderManagde (cf. enclosed parts of
Fig. 12) instead of using service interfaces deyedoin the system.

4.3. CT- and ST-Transformations Execution

The execution of these transformations is linkedht® adaptation of
meta-models to a development process within thendmeork of a real
enterprise. Generating code from the analysis sfstéem is split in two
sub-processes. For instance, in the Enterpriseitéathre for Unified
Process approach, each sub-process integratesificspentextual model
[477:

¢ Functional architectural model of a system accgrdim a functional
analysis of the system and a contextual model septeng the
functional EA of the information system.

« Application architecture and code model based an ftinctional
architecture of the system previously modeled witheady for use
contextual model of services (external or intetnghe system).

The ST transformation for the code generation process ban
implemented. One application is, for example, ae rgenerating a
component of the service layer. Rules specifich® ihformation system
in which the system is developed are satisfiedheycreation of a service
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layer component. One of the rules for creating saatomponent is for
instance:
ServiceLayerComponentDesignRune applicative servicA§ results
from the transformation of one business activiBA)Y, An applicative
service interface providind\S results from the transformation of the
business process that contad?s

This rule is implemented by the operational-QVTué®y / View /
Transformation) [48] code in Fig. 14, which is cdiapt with the PSM

meta-modeling in Fig. 13.

/[creation of a service of a component of the serlayer
mapping BusinessActivity::createApplicativeServ)ce(
ApplicativeService
{
name :="aS" + self.name.replace(" ","");
servicelnterface := "ASI" + self.mappedWith.comgasame.
replace(" ","");
deploymentEnvironment := "JEE";
result.supports := self;

Fig. 14 - lllustration of the ST-transformation codng of the
Servicel ayer ComponentDesignRule for the code generation process.

Coding of the ruleServiceLayerComponentDesignRisdecompleted
by coding of rules deferring JEE technical constsi The contextual
model linked to this code generation process allmapturing the
variability related to the model of application\sees. It can replace code
generation of a service to be developed. This matemn is shown in the
following section with the application of a conteat model to the image
classification process.

5. Integration of a contextual model into a process wh
enhancement: the case of supervised classification

Image classification is another case on which ocantariability
occurs [49]. In image classification it is assumtbdt visual image
features can be uniquely associated to statisticdlarned and
semantically meaningful classes. Context varigbikt produced by the
multiple possible image content descriptors. Angmassigned to a visual
class is quantitatively represented by numerousripgsers composed of
several hundred elements. These are basicallydomt@urs and texture),
medium (regions), and high (values analysis) leimhge features
automatically calculated.

Besides the need to handle millions of images dmlisands of
classes, process complexity arises from the fattithage features differ
in size, classification performance, and reliapiliAs a consequence,
different performance results are obtained depgndimthe corpus. Image
features also relate differently to supervised r(ieaexamples) and
unsupervised (grouping criteria) classification. r Fthese reasons,
numerous approaches have been implemented for islagsification in
large databases, with variable sets of descriptodsclasses [50] [51] [52]
[53].

Image classification is particularly difficult gimethat knowledge
owned by experts of the application domain is neglii Data production
variability increases in this case because expedased to combine
optimally different image descriptors to improveasdification results
[54]. A descriptor is a low level mathematical cheterization of visual

image content, for example a geometrical momerat st of pixels [55].
Applied image content low and medium descriptorsillstrate the
classification process in this paper are:

Zernike descriptor (49 elements fro®, i.e. a vector inC*),
composed by orthogonal complex moments of an inthge are
invariant to rotation and robust to noise [56].

e Angular partition descriptor (32 elements frdd) i.e. a vector in
N*3), formed by 32 elements that represent the digidh of
segmented edges in a symmetric angular partitisheoimage [57].

* Angular radial transform descriptor (25 elementsf(C, i.e. a vector
in €®), calculated applying an angular radial transfdaioma that
projects image gray levels on an orthogonal rapate [58].

Although  descriptors have different representationand
complementary information, a ranking of descriptisrsiecessary before
classification. Then, a classification process dobé learnt based on
selected descriptor elements, instead of the widdscriptors set.
Consequently, evaluating the quality of descriptelsments extends the
classification process from a predefined amourdesicriptor elements, to
a reduced and selected set of descriptor elements.

To examine the pertinence of MDE, the contextuatlehdntegration
approach presented in section Ill is applied to phecess of image
classification. It is assumed that previously I¢aimage classes,
independently of the learning algorithm, are avdda for image
classification. These learnt image classes enhietptocess. Without such
enrichment, aMDA-compliant transformation would just provide the
closest images to a given query image, as possifitagion result.
Otherwise, the design of transfori@3 andET only targets units, without
defining relationships between images. Since theegmation of a
contextual model outputs a classified image, a moaduding image
content descriptors’ elements is transformed intacalel of a classified
image. Several process models are modified by titegiation of a
contextual model into a process with enhancemetthéncase of image
classification (Table 3).

Table 3 — Process models modified by a contextual agel with
enhancement.

Integration of a contextual model into an image

Model classification process

PIM Model of image

TCM Model of characteristic image class

PICM Model of image enhanced by characteristic imaggscla
PDM Model of Euclidean distance

PSM Model of a classified image

TheCT transformation allows associating a contextual enoflimage
class to an image (PIM), making use of characteristages of a class
(TCM). Pairs defined in this manner relate a quemgge to an image
class (PICM).

The design condition of these pairs is a mappingéen the name of
the image collection to which the image to be dfeskbelongs and the
name of the image collection to which the classesassociated. This
condition is implemented irfCT. Alternatively, theET transformation
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targets an image enriched by mapped image claB$€df and results

into a classified image (PSM). Classification i® thssessment of the
closest class in the sense of a Euclidean dist@#io®), between certain

elements of the descriptors quantifying the image the same elements
quantifying the characteristic image of each cla&3slected descriptor
elements and calculation of the smallest distareteden the image and
all the characteristic images, are coded inBfi¢ransformation.

5.1. Contextual CT-Transformation Design

To demonstrate the feasibility of the proposed apgin, exhaustive
testing was conducted using the ALOI (Amsterdamrdip of Object
Images) collection [59]. For instance, using a stit&c representation of
the CT transformation (Fig. 15), query imageC36_l6¢2 is associated
to classesC36’ and “C461 according to a subset of learnt images:

CT(_C36_16c2,C36) = _C36_l6c2 C36
CT(_C36_16c2,C461) = _C36_l6e2 C461

With respect to the code generation case, the injpo&ge
“_C36_l6¢c2 is equivalent to a business activity. The contektmodel,
which in the previous case consisted on existingiegtion services for
code generation, is represented here by classetdted with a picture of
a characteristic image: a cup (C36) and a roll ajgy (C461). The two
image-class oriented associations indicate thaetlctasses constitute the
contextual image data because they belong to thee ssorpus. Such
association to the same corpus specifies the mgyygEtween an element
of the PIM and one or more elements of the TCMhaltgh for simplicity
reasons the mapping implementeddm permits to select image classes
from ALOI, TCM can also include other image datazas

Fig. 15 - lllustration of the contextual CT-Transfarmation for the
image classification process.

A description of an image is provided by the PIMtaamodel. It is
defined based on the content of image descripfégs 16). As indicated
in the introduction of section 5, quantitative ilagpntent description is
defined by vectors iv", R™, or C".

' H Class
| © name : EString

L
aPrioriComposes | 0.1

isAPrioriComposed | 0.*
H Image

S name : EString
| = collection : EString

characterizes | 1

isCharacterized | 0.*
|El DescriptorElement
© order : EInt ‘

| = value : EString
|

contains| 0..*
isContained| 1
| H Descriptor
= name : EString

Fig. 16 - PIM meta-model of the image classificativillustration.

Consequently, the PIM meta-model concepts andates (described
by the example of one instance) are defined as:

¢ “Image™
o0 “name” (_C36_l6c2.
o  “collection” (ALOI).
« “Descriptor™
0  “name” (Zernikg.
« ‘“DescriptorElement”, consisting of:
o “order” of the descriptor element@").
o ‘“value” of the element-6656.085-1218.463)i
o0 ‘“isContained”, by the given descriptgrnike.
o0 “characterizes”, denoting the image representedhbyelement
of the descriptor_(C36_16c2.

¢ “Class”
0 “name” (C36)
0  ‘“isAPrioriComposed” (C36_l6c3.

Alternatively, an a priori classification done hetexpert is extended
via the “aPrioriComposes”. It refers to the clabatta priori includes
content of images described in the classificatiorpgs. Although the
“aPrioriComposes” association permits to calcukatelassification error
rate, it is not computed during image classificatithat results in a
posteriori compaosition.

Data production variability is illustrated in thisecond feasibility
example by the static evaluation method of thecsetbclasses for pattern
recognition. Furthermore, data production varifpitould be extended
whenever the previous evaluation is completed by aksessment of
conditional probability of a class knowing anotlodaiss (for example, a
class representing a particular shape in an imkgewing the class
representing another shape that appears assotwatiee previous one in
some sets of images). For the TCM exemplifying ernby enrichment,
the class production mode is characterized by mininand maximum
values, as well as the mathematical expectatioreaath descriptor's
elements. Previous statistical scores are then ledpeapby the rank of
each element and descriptor in the classificatesult, corresponding to
their intrinsic quality (defined to be better ifettminimum and maximum
are comparatively closer).
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Available classes are described by the TCM metaein@ee Fig. 17).
For the image classificatidgliustration, a set of ranked descriptors as well
as a set of ranked descriptors’ elements completeTCM. A training
phase allows exhaustive search for the best déskipnd for the best
descriptors’ elements, with respect to classifaati performance.
Boundary conditions to delimitate image classessiofilar data are
applied [60]. Different data are generated whenelasses’ definition
and/or training are modified to suit other classifion requirements.

H LearntClass
S name : EString
= collection : EString

estimates| 1

isEstimated | 0..*
B DescriptorElementStatisticalDescription|
i © order : Elnt
© maxValue : EString
© minValue : EString
| © expectedValue : EString

[
elementCharacterizedBy| 0. * characterizedBy |0..*

characterizesElement|[1 ~ characterizes |1

:U LearntClassSetDescriptorElemen
= name : EString
© order : EInt

| = ranking : Elnt

H LearntClassSetDescriptor
= name : EString

= ranking : EInt
L |

Fig. 17 - TCM meta-model of the image classificatioprocess.

The TCM meta-model concepts and attributes (easbriiied by one
instance example) are defined as:

« “LearntClass” representing a class identified aditwy to statistical
learning:
o “nhame” (C36).
o  “collection” (ALOI).

« ‘“LearntClassSetDescriptor” representing a desaripassociated to
the learnt class set, identified according to stiagl learning:
0  ‘“name” (Zernikg.
0 ‘“ranking” of the descriptorlf).

* ‘“LearntClassSetDescriptorElement”, representing aescdptor
element, associated to the learnt class set, faehtaccording to

statistical learning:

o ‘“name”, representing the descriptor associatedh dlement
(Zernike.

o ‘“order” of the descriptor element having a valuéaeen 1 and
n, when the amount of descriptor elements ($0™).

o “ranking”, a descriptor element rank of descrip@4").

« ‘“DescriptorElementStatisticalDescription”, designgt the statistical
description of a descriptor element, associatedorte class and

characterizing an element of a descriptor:

o  ‘“order” of the descriptor element having a valuéneen 1 and
n, when the amount of descriptor elements ($0™).

0 “maxValue” is the maximum value of an element afescriptor
for a set of images belonging to the same cl8541.2867 +
2374.859).

o0  “minValue” is the minimum value of an element oflescriptor
for a set of images belonging to the same cle®317.3437 -
1097.7585).

o ‘“expectedValue” is the average of the values otlement of a
descriptor for a set of images belonging to the esartass
(1497.495359 + 396.052725i

0 ‘“estimates” refers to the learnt cla€36).

0 “characterizes” indicates the descriptor associtidtie learning
result Zernike.

0 ‘“characterizesElement” indicates the  descriptor melet

associated to the learning resaief).

The PICM resulting from th€T transformation is based on mapping
between an image and an image class (G&eRU), respectively
excerpted and learnt from the same collection cdiges (mapping is
outlined Fig. 18).

The new concept resulting from the mapping is:

« ‘“Contextualizedlmage” representing an associatlasschbetween the
image to classify and one class learnt with an mtcef the same

image collection:
o  “mapsWithimage” refers to the mapped imag€36_l6c3.
o  “mapsWithClasss” refers to the mapped learnt ({as§).

CT implements the creation of the “Contextualizedlefabased on
the mapping between the collections of the image @hone class, if
exists, and the associated concepts of the PIMbatite TCM.

E

ContextualizedIm a_q%" thappedWith

aPrioriComposes | 0.1 mappedWith
isAPrioriComposed | 0.*
B Image ]
© name : EString 1
| = collection : EString imaps\*/lthlmage

mapsWithClass| 0..1
[ E LearntClass
S name : EString
= collection : EString

characterizes | 1 estimates{ 1

0.* isEstimated | 0..*

B DescrlptorElementStanstlcaIDescr'lptlorﬂ
S order : EInt
= maxValue : EString
= minValue : EString

| = expectedValue : EString

isCharacterized
[E DescriptorElemen
= order : Elnt
[ = value : EString

contains| 0..*

isContained| 1

[ B Descriptor
= name : EString
characterizesElement| 1

g LearntClassSetDescriptorElemen Li LearntcIassSetDescrlptoF
S name : EString S name : EString
= order : Elnt = ranking : Elnt

| = ranking : EInt

elementCharacterizedBy| o, * characterizedBy [0..*

characterizes (1

Fig. 18 - PICM meta-model (enclosed) of the imagéassification
process, including the mapping between PIM and TCMneta-models.

5.2. ET-Transformation Design

The ET transformation containing the application of #&&-RU rule
with the previous input PICM and a PDM constrairgfined by a
Euclidean distance is illustrated in Fig. 19. Eéok shows the result of
one classification process step.
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_C36_l6c2

Classification of the image _C36_16c2 (class C€36) impossible

Classification of the image _C36_16c3 (class C€36) failed in dans
Classification of the image _C36_17cl successful in €36 with the
Classification of the image _C36_17c2 successful in €36 with the
Classification of the image _C36_17c3 successful in C36 with the
Classification of the image _C36_18cl successful in €36 with the
Classification of the image _C36_18c2 successful in C36 with the

C461 with the Estimate the ART_5x5_gray descriptor activity
Estimate the AP_8x3_gray descriptor activity

Estimate the AP_8x3_gray descriptor activity

Estimate the Zernike descriptor activity

Estimate the Zernike descriptor activity

Estimate the Zernike descriptor activity

Fig. 19 - Three possible results — impossible, fad, and successful — of the proposed ET-Transformah example for the image classification
process.

The first line of Fig. 19 indicates that th€36_l6c2image was not
classified by any of the three defined descriptods unattainable
classification like this one means that the dedligkthreshold is too
high. This line represents an instance of the P$Mwbich “Distance”
“evaluates” a pair composed only by an “Image” and“LearntClass”
(_C36_16c2 null) with a true “classification”. ET does not return any
“LearntClass” for this “Image”:

ET(_C36_l6c2] C36, EuclideanDistance) = null
ET(_C36_l6c2] C461, EuclideanDistance) = null

The second line shows a classification error, beeahe C36_16¢3
image was incorrectly classified in 61 class by theART_5x5_gray
(angular radial transform) descriptor. This cldsatfon error means that
the classification is only decidable for tART_5x5_graydescriptor (the
lowest quality descriptor), although the obtainesuit is wrong. This line
represents an instance of the PSM on which “Digtatevaluates” a pair
composed by an “Image” and a “LearntClassC86_16c3 C461) with a
true “classification”. Failing is deduced from the compan,
implemented inT, between theC461 “LearntClass” and theC36
“aPrioriComposes” “Class” of theC36_l6c3“Image”. ET returns an
error for this “LearntClass” when comparing it withe “Class” that
“aPrioriComposes” the “Image”:

ET(_C36_l6c2] C36, EuclideanDistance) = null
ET(_C36_l6c21 C461, EuclideanDistance) = false

The third line represents also an instance of tf&M Pwhere
“Distance” “evaluates” a pair composed by an “Inagend a
“LearntClass” (C36_17c1 C36) applying the AP_8x3_gray (angular
partition) descriptor with #&rue “classification”. Success is deduced from
the comparison between th&€36 “LearntClass” and theC36
“aPrioriComposes” “Class” of theC36_17c1‘lmage”. ET returns success
for this “LearntClass”, which is the same “Classat “aPrioriComposes”
the “Image™

ET(_C36_l6c2] C36, EuclideanDistance) = true
ET(_C36_l6c2] C461, EuclideanDistance) = null

An equivalent result is obtained for imag€36_17c2in the fourth

line. In these two cases, although the classificais not decidable with

the Zernike descriptor, it is not necessary to test thBT_5x5_gray
descriptor. The other lines of the running logsrespnt additional
successful classifications. As indicatedC36_I17¢3 _C36_I8cl and
_C36_18c2images were properly classified by tEernike descriptor.
These results indicate that classification is daglel according to the best
quality descriptor.

To calculate a Euclidean distance between two veabN", R™, ou
CP formed by descriptor elements, the PDM (Fig. 29)designed to
represent required useful concepts.

[E EudlideanDistanc
represents |
0.* S

distance 0.

equalsTo|1 between | 2
B value | B Elementset

equalsTo|1 composes| 1

composed |1.*

represents | Element
0+ |

Fig. 20 - PDM meta-model of the image classificatioprocess.
The PDM meta-model is therefore composed by théoviahg
concepts to compute a Euclidean distance:

e “Value” is a value ofN, IR, orC.
« ‘“ElementSet” represents a set of elements or akect
* “Element” is an element or a coordinate of a vector
0  “composes” refers to the set containing the element
o ‘“equalsTo” refers to the value of the element.
* “EuclideanDistance” is the Euclidean distance betwtsvo vectors:
o ‘“between” refers to the two vectors representing tvets of
elements taken to calculate the distance.
0 ‘“equalsTo” refers to the real value of the Euclidééstance.
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Additionally, the ET transformation contains the implementation of classification is theET transformation basis, i.e. an image can be
Euclidean distance calculation ruledNf, IR™, or C”. classified by means of a descriptor or not. Theéeeafan axiom of

The implementation of PDM constraints on the PICMtgéts a  decidability to classify an image in a claSsccording to a descript@,
distance between the selected descriptor elemdefisies quantitatively is: classification of an image @ is decidable if the distance between the
the image to classify, and a class of images mapptdit. The PSM image and the minimum value, the maximum value, #ed expected

(Fig. 21) results from the implementation of thimstraint. value ofC, is significantly greater than the distance between the image
and the minimum value, the maximum value and tipeeted value of the
( H Distance ] other classes for descript@r. A “r decidability threshold” determines
< value : EFloat quantitatively how significant are compared disemncin the

< classification : EBoolean . . . - . .
transformation. This decidability axiom conforms ttee previous one,

regarding the quality indicator.

evaluates | 1 Fig. 22 represents an extract of the proposed ighgorbased on the
B class [E contextualizedimagd mappedwith image classification illustration, and implemented operational-QVT.

[ = name : EString The algorithm is applied to they best descriptors’ elements. An

operational-QVT helper dedicated to image clasifim and an

N operational-QVT mapping for creating the PSM conc#pistance”

» Hinsge ) :"mps.\”"thm“ 01 ‘ composing theET transformation, fulfill the image classification

© name : EString 1 S name : EStrin algorithm and comply with meta-modeling (Fig. 21).

9
= collection : EString jmapsWithimage | = collection : EString

\lsEvaIuated 1

=)

aPrioriComposes | 0.1 mappedWith

=)

isAPrioriComposed

characterizes | 1 “""““es‘l /IMapping of distance calculation associated toadr gomposed by an
isCharacterized | 0. _ isEstimated | 0.” _ /limage and a mapped class

=] DescrlptorEIenwnE |E DescriptorElementStatisticalDescription| . . . .

e | S order: EInt mapping Contextualizedimage::createDistance (di&al) : Distance
© orader : EIr :

S value : EString © maxValue : EString {

[ S minValue : EString o i
contains| 0.* = expectedValue : EString | result.value := d|St'

iccontained| 1 elementCharaceredn] oo characeraediy Jos result.classification := false;

[E Descriptor result.evaluates := self;
[ = name : EString }

characterizeslement| 1 characterizes |1 //Helper for image classification

|E LearntClassSetDescriptorElement] |5 LearntClassSetDescriptor helper Image::classifylmagg ¢ Integer) : Contextualizedimage

S name : EString S name : EString

© order : EInt | = ranking : EInt {

S ranking : EInt L vari:=1:
! | =1,

/limage to classify

var imagelmage:= self;

/lclass resulting from the a priori ciifcation

var classimageClass:= image.aprioriComposes;
/lclass resulting from the a posteriori classificat

var classTestContextualizedimage= null;
The concept of distance (Fig. 21) between descriptements can while (i<=number of ranked descriptors)

thus be added to the PICM to define the PSM: {

Fig. 21 - PSM meta-model (enclosed) of the imageaskification
process associated to the PICM meta-model and sdyisg the PDM
meta-model.

var descripDescriptor:= the I' descriptor;
« ‘“Distance” representing a distance characterizingefement of a

descriptor de_fining quantitatively the ima_ge_z toss_iiy and a class: XZ: Jséqclj’I : Sequer@etextualizedimage
o ‘“value” is the float value of the Euclidian distan@3.71026. . .
o “classification” is a Boolean that indicates if thair, composed = image.mappedwit
by the image and the mapped class, is, or is hetrasult of the select(€ontextualizedimage
classification {fue). e.mapsWithClasssthr>asSequence();
0 “evaluates” refers to a pair composed by an image a class while (j<= seqCl->size())
(_C36_16c2C36). {
seqCl->at(j). mapateDistance
5.3. CT- and ET-Transformations Execution (dB(@escript , 1), D(descript, Cjn));
=it
Taking as input query images to be classified BEhéransformation is k%
constrained by the description of each image clessylting from the var bestindex := 0;
precedingCT transformation. An a posteriori classification ibtained if (seqClsize)>1)
and compared to the a priori classification. Thisparison provides an then
error rate and a non-classification rate (when poseriori class does not {
result from theET transformation). vark = 1;
Because of its originality for the MDA approach.e tlalgorithm while (k<=seqGCéiz€) and bestindex=0)

implemented in th&T transformation is detailed below. Decidabilityeof {
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varttadex := true;
var ml;
whilm€=seqCl-siz€) and testindex)
{
/I T decidability threshold
if (k<>m and
((seqCl-at(k).isEvaluated.value /
seqCl-at(m). isEvaluated.value) B)
then
testindex := false
endif;
m:=m+1,;
h
if teetex
then
bestindex := k
endif;
k=i,
h
}
endif;
classTest :=
if seqChizg)=1
then
seqGitid)
else
if ($&¥g>siz€)>1 and bestindex<>0)
then
seqCl-at(bestindex)
else
null
endif
endif;
i=i+1;
h
if (classTest<>null)
then
{
if (classlmage.name=classTemgpsWithClass.name)
then
log (“image cortigcclassified”)
else
log (“image notreertly classified”)
endif;
classTest.isEvaluated.clacsation := true;
}
else
log (“image not classified”)
endif;
/teturn represents the result of the classification
return (classTest);
}

Fig. 22 - Example of the ET transformation coding \ith operational-
QVT for the image classification process.

Mathematical functions (PDM for the image classifion process)
constraining th&T transformation, represent various operations:

* D(descript I, n) defines the value of the elements of thescript
descriptor, selected from thebest elements of the set of descriptors,
applied to imagé.

» D(descript Cj, ) is the value of thdescriptdescriptor, selected from
the 7 best elements of the set of descriptors, appliethedj class
depending on the minimum value, on the maximumeyadund on the
expected value fo€;j.

« “Dist" is the Euclidean distance on the spab&, R" or CP,
corresponding to the space on which are definedvéthees of the
selected elements of tldescriptdescriptor.

Integration of a contextual model is therefore itglasfor the proposed
image classification process, since it takes immoant the variability of
data associated to image content descriptors andetlements.

6. Discussion

Heterogeneous data produced in variable mannercarplex to
model. Such complexity is significantly increasethew the model is
intended to have a direct impact on the assocjatedess. The proposed
approach and its first experimental results indichat contextual models
of variable produced data can be automatically geed and integrated
into a corresponding process. To handle variablen®i¢o generate data,
it is required to know the task that generates @ewd how such data
generation is carried out. Additionally, modellitige data context should
be independent of modelling the process. On therdthnd, the resulting
contextual model provides knowledge with direct &ipon the concerned
process. This is made possible by analyzing thectel data production
mode and its representation by model transformatiamsidering that
input parameters are the fundamental integratiops.kén the two
described use cases these input parameters apectigsly: activity
supported by the external service to integratereateservices and image
class to integrate patterns to be recognized. Ti@enapproach relies on
three successive stages, on which an expert defines

- The mapping between the contextual model andirthat of the

model transformation.

- A transformation based on a technical constraimt the contextual

transformation model.

- The transformations running.

Meta-models parametrized using the concepts of pheposed
approach were developed for an information systerd an image
classification system, to which a suitable contaktnodel was integrated.
Although there is a difference at a conceptual lldbetween these two
processes, both are structured according to theetlstages of the
approach. Code generated for a feature is instadt@uring its execution
by a user. For instance, code generated from aifunad requirement is
instantiated to order an instance of a commercradyct during its
execution by a vendor. Classification grounded wima@cement, is at the
instance level of code generation constructed dstgution. Otherwise,
pattern recognition targets directly image instantike the recognition of
a commercial product in an image, for example. €he® example cases
make it possible to underline the difference betweeapping with a
contextual model usinGT and a technical constraint with transformations
such asST or ET. Meta-models associated to transformations dedine
model fusion role for the first constraint and anstoaint pattern role
applied to a model for the second constra@if. makes it possible to



18

produce a PICM from a mapping between the PIM &edliCM, whereas
STorET allow, in a classical way for the MDA, to deduc®@M from a
PIM with a technical constraint described in theMPD

It is relevant to consider that whereas the TCM esagossible to
associate an element of the PIM with contextuahdéte PDM only
describes how the PSM transforms this associafitverefore, a mark
defined in the PDM represents a concept in the P8id,is applied to an
element of the PICM, indicating how that element tiansformed.
Marking is replaced in the PDM, indicating by meassrules how a
PICM concept should be transformed, depending orethen it is
associated with an element of the TCM or not. Farrtiore, instead of a
marked PIM, the proposed model uses the PICM cainstl by the PDM
rules to make the PSM transformation. Since the Riiked by the TCM
cannot generate the PSM, this task is done by Eiéd.Zorrespondingly,
the TCM does not require structured marks to defingually exclusive
alternative mappings, permitting to include thetestual data production
mode. Likewise, only the context data instancethefTCM that perform
certain functions of the PIM are automatically stdd. Therefore, several
instances of contextual TCM data can be seamlessdpciated to the
same element, while the PDM filters technically patible elements,
according to a chosen transformation.

The example cases show two data production vaitiafiameworks
for which our approach is relevant. The first fravwek relates to a
dataset that can be integrated as a part intortieegs by substitution. An
application service to be reused, replaces thefsamation of an activity
into an interface and a Java class encoding ancafiph service, during
code generation. The second framework concerngaseatathat can be
integrated into the process by aggregation. A dégsages is aggregated
during the classification to search the closestgesain the sense of a
Euclidean distance. As a result, our work contidnuts to relate variable
generated data and its context by means of autdmategration of a
designed system component model, in order to ingtbe processing of
data generated in variable manners. Describedtseslubw the proposed
approach feasibility in two specific cases and gswvide some helpful
insights on implementation aspects.

The PDM generates marks applied to the correspgnelements of
the PICM. In this way, the PIM is associated whie tontextual data of
the TCM. However, this marking model cannot takto iaccount the
reuse of already produced contextual data anddfresponding modes of
production. To this end, knowledge representechen TCM refines the
PIM by associating contextual data to be reusedifferent manners,
without adapting the underlying process. It isRfM that defines how to
process and reuse contextual data, refraining fpooecess adaptation to
each data set, as a conventional MDA approach. &ttension of
weaving to the complete examination of a given extoal data
production mode, provides the variability relatedhe production modes
of these contextual data. It does not imply in w@y however, that such
integration is optimal by definition or design. $hiould be considered as
an aspect to improve in the proposed approachl, 8tils useful to
remember how the approach should be applied. latiegr rules should
be set by the process expert and this work shoaiifhdilitated by taking
into full account the concepts manipulated by trepction method.

From a practical point of view, the proposed contak model
integration approach may be conditioned by the fhat it is designed
closely associated to the process development. a8psct is penalizing

when the processing &T or ET related to process transformations is
significant, due to large data variability. Nevet#ss, these
transformations could be adapted to take into adcoaontext changes.
The integration of a new information system appit@aservice or a new
image class could be equivalent to services reugmage classifications
already performed.

Another restriction is the quality of process clegeeization, on which
meta-model concepts related to the MDA approactenigpTo properly
take context into account requires adding a lintwben a meta-model
describing the context (TCM) and a meta-model desg the input
element of the MDA transformation (PIM), in order design the meta-
model of the PICM. The accuracy of the PIM relatisith the process
characterization should therefore be verified. &y, the PDM
consistency, as designed for the PIM transformatigin the PICM,
should be confirmed and, if necessary completed.

7. Conclusion

Modelling of data production variability in systeraschitecture and
engineering is a complex and rarely addressed Tesking into account
the data production context, our work proposes aahdo integrate
variable generated data as a system componentextatdta models are
generated within a MDA compatible process in a Mdnework. These
models permit to conceive automatically platformedfic programs,
integrated thereafter in a process. The TCM modétrels the MDA
approach, by representing the models involved & pinoduction of
contextual data, both at the input and output. T3 model makes
possible therefore to automate context integratinoto a process,
independently of the data source and without uSMA marks at that
level.

The proposed approach based on contextual dataimgapyas tested
on two example MDA compliant processes to investigia applicability.
Data production variability that characterizes théao processes was
addressed through the generic level offered byMB¥=. Such strategy
permits automatization applying meta-modelling b tPIM, TCM,
PICM, PDM and PSM, along with th@T, ST, andET transformations
coded with operational-QVT, parametrized using teacepts of these
meta-models. Consequently, the development of &ornration system
and an image classification system is enrichedhey ibtegration of a
contextual model, in the form of a ready-to-usevises model and a
model of image classes, respectively.

Meta-models supporting integration of a contextoadel into a
process enable useful transformations to automaltes rspecifying a
process solution. Interestingly, model mapping doreal case of data
variability is added to MDA and illustrates the iears potential
application domains of integration of a contextoaddel into a process.
Future works encompass the approach optimization ctmsiderably
variable contextual datasets, the dynamic adaptatioccontext changes,
and the extension to new use cases.
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