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Revisited Model for Supercooled Large Droplet Impact
onto a Solid Surface

P. Trontin∗ and P. Villedieu∗

ONERA — The French Aerospace Lab, F-31055 Toulouse, France

A rationally based methodology is proposed to derive a new mass loss empirical model for supercooled large

droplets. The numerical results from the ONERA two-dimensional trajectory solver and the experimental results

from the NASA Papadakis supercooled large droplet database are combined to get both the impinging and the

deposited mass flow rates at each point of the test model. These data are used to derive a newmodel for the collection

efficiency. It allows clearly separating the influence of the kinetic energy, which is the dominating effect close to the

leading edge, from the influence of the angle of incidence, which is the most influent parameter close to the

impingement limits. Moreover, the model can be used for both supercooled large droplets and small droplets.

Nomenclature

Ca = capillary number
c = profile chord, m
D = impinging droplet mean mass diameter, m
Kn = Cossali number based on impinging droplet velocity
K0 = threshold value for K between full deposition and

splash regimes
LWC∞ = freestream liquid water content, kg · m−3

_mdep = deposited mass flow rate, kg · m−2 · s−1

_mimp = impinging mass flow rate, kg · m−2 · s−1

Oh = Ohnesorge number
s = curvilinear abscissa (s < 0 for the pressure side, and

s > 0 for the suction side), m
V = impinging droplet mean mass velocity, m · s−1

V∞ = freestream droplet velocity, m · s−1

Wen = Weber number based on impinging droplet normal
velocity

α = impact angle, deg
βdep = collection efficiency
βimp = impingement efficiency
Δt = accretion time, s
ϵ = sticking efficiency
θ = angle of incidence, deg
θc = critical angle of incidence, deg
ϕ = mass loss coefficient

I. Introduction

I CING occurs when an aircraft flies through a cloud in which
supercooled droplets are suspended with an ambient air

temperature below the freezing point. The droplets impinge on the
aircraft surfaces and freeze, leading to ice accretion. The resulting
change in the aircraft geometry can modify aerodynamic
characteristics (loss of lift, rise of drag), can affect the ability of the
probes to provide accurate measurements, can clog air intake, or even
damage the engine by ice ingestion; in theworst scenario, it can cause
a complete loss of the control of the aircraft. The importance of proper
ice control for aircraft operation in cold climates was recently
highlighted by several in-flight icing events and crashes. In 1994, an

ATR-72 crashed in Roselawn, Indiana. It was speculated that this
accident was due to supercooled large droplets (SLDs) which can
impinge beyond the limits of the protection system due to their high
inertia. This crash led to a modification of the regulation rules with
the definition of the appendix O [1], which included freezing drizzle
[median volume diameter �MVD� < 500 μm] and freezing rain
(MVD > 500 μm) icing conditions. To account for these new rules,
both experimental and numerical means of compliance need to be
modified and validated. To address this problem, several research
projects were launched in North America and in Europe during the
last decade. Thanks to these works, icing wind tunnels were updated
to reproduce SLD conditions and a first set of models was developed:
NASA-LEWICE models [2,3]; models for splashing from Honsek
and Habashi [4], Honsek et al. [5], and Hospers and Hoeijmakers [6];
and models from ONERA–The French Aerospace Lab (hereafter
referred to as ONERA) [7–10] and from Wang et al. [11].
Experimental data (Papadakis et al. [12–15], EXTreme ICing
Environment (EXTICE) European project [16]) were produced for
both calibrating and validating these new models.
As far as numerical means of compliance are concerned, the

modeling of SLDs is very challenging because it requires taking into
account several new physical phenomena that do not need to be
considered for small droplets (appendix C [1] conditions). The most
important one is related to the so-called “mass loss effect.” It
corresponds to the fact that large droplet impingement is often
accompanied by splashing with secondary droplet reemission, and
thus a reduction of the amount of water that would have been
deposited otherwise. Droplet deformation and droplet breakup due to
the effect of aerodynamic forces may also have an influence on
droplet trajectories, and thus on the amount of deposited water.
However, except for freezing drizzles, the influence of these
phenomena seems to be negligible in most cases, as shown in [8,17].
Droplet splashing is involved in several industrial applications

(spray cooling, spray coating, automotive and turbojet combustion
chambers, etc.) and has received great attention in the research
community during the last 30 years [12,14,18–20]. Icing applications
are specific because they involve aerodynamic flow around the target
with very high impact velocities (around 100 m∕s) and the whole
range of impact angles for the droplets (from 0 deg at the leading edge
to 90 deg near the impingement limit). For this reason, dedicated
experiments were performed by Papadakis et al. in the NASA Icing
Research Tunnel to get a database in representative conditions
[12–15]. These experimental data combined with some ideas issued
from existing impingement models (Bai and Gosman [18] for
impacts at low velocity, Trujillo et al. [21], Mundo et al. [19,22],
Yarin and Weiss [20]) were used by several authors [3,4,6,8,16] in
order to derive SLD mass loss models for icing applications. Even if
these models yield significantly improved collection efficiency
predictions when applied to the experiments performed by
Papadakis et al. [12–15], they suffer from several important
weaknesses:
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1) They are purely empirical models without any theoretical
background, except the fact that they rely on some relevant
dimensionless numbers introduced in former studies on droplet
impingement [20,22].
2) In all the papers [3,4,8,16] except [11], therewas no explanation

on how the proposed mass loss model could be explicitly derived
from the experimental data from Papadakis et al. [12–15]. It was only
shown that the model allowed improvement of the collection
efficiency prediction.
3) There exist large discrepancies among the existing model

predictions despite the fact that they are all based on the same
experimental database.

In the present paper, using again the experimental database from

Papadakis et al. [12–15], our objective is to propose a rationally based

methodology to derive a more reliable mass loss model than the

existing ones. In particular, this model allows us to clearly separate

the influence of the normal kinetic energy, which is the dominating

effect close to the leading edge, from the influence of the angle of

incidence, which is the most influent parameter close to the

impingement limits. Moreover, the model can be used for both SLDs

and small droplets.

The paper is organized as follows. In Sec. II, we present a new

analysis of the experimental results from Papadakis et al. [12–15].

Section III is devoted to the derivation and the calibration of the new

mass loss model; lastly, Sec. IV presents some validation test cases

for both collection efficiency and ice shape predictions.

II. Analysis of the Experimental Results

A. Short Presentation of the Experimental Database

The experimental database used for this comparison was taken

from several tests performed in the NASA Icing Research Tunnel

[12–15]. The tests were performed using a water spray containing a

known concentration of blue dye, and themodelswere coveredwith a

heavyweight blotter paper. The amount of dyewas thenmeasured via

reflectance spectroscopy using a charge-coupled device camera.

Collection efficiencies were determined on different clean and iced

airfoils, for several drop size distributions from MVDs of 11 to

236 μm and for several angles of attack from 0 to 8 deg. The airspeed

for all cases was 78 m∕s.
In the present study, we only considered a limited set of 17 test

cases among the 117 distinct ones available in the database. Five

different running conditions were used for model calibration

purposes, and 12 additional oneswere used for themodel assessment,

as detailed in Table 1.

With regard to the droplet size distribution, the 27-bin

discretization given in [14] was used for each running condition.

Table 1 Test conditions used for the model calibration and assessment

Type of airfoil AOA, deg MVD, μm LWC∞, g · m−3 Chord, m Velocity, m · s−1 Usage

MS(1)-317 0.0 21, 79, 92, 137, 168 0.521, 0.496, 0.22, 0.68, 0.75 0.9144 78.25 Model calibration
NACA23012 2.5 20, 52, 111, 154, 236 0.521, 0.2, 0.73, 0.2, 1.89 0.9144 78.25 Model assessment
MS(1)-317 8.0 11, 21, 92 0.188, 0.521, 0.22 0.9144 78.25 Model assessment
GLC-305 1.5 79, 92, 137, 168 0.496, 0.22, 0.68, 0.75 0.9144 78.25 Model assessment
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Fig. 1 βimp comparison between TRAJ2D (ONERA code) and LEWICE (NASA code).



B. Experimental Result Analysis

The mass loss coefficient ϕ is defined as follows:

ϕ �
_mimp − _mdep

_mimp

(1)

where _mimp denotes the impinging mass flow rate, and _mdep denotes

the deposited mass flow rate. Introducing the standard notations

for the impingement efficiency and the collection efficiency,

respectively,
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βimp �
_mimp

LWC∞ · V∞

(2)

and

βdep �
_mdep

LWC∞ · V∞

(3)

One has

ϕ � 1 −
βdep

βimp

� 1 − ϵ (4)

where, by definition,

ϵ �
βdep

βimp

(5)

denotes the sticking efficiency. The quantity that is measured in

the experiment, thanks to the blotter paper technique, corresponds

to βdep. Because βimp cannot be measured, it is not possible to
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extract the values of the mass loss coefficient from the

experimental data. However, βimp can be numerically computed,

with quite a good level of accuracy, by using a droplet trajectory

solver. Therefore, combining numerical and experimental results,

it is possible to simultaneously know the characteristics of the

impinging droplets (velocity and diameter), the impinging mass

flow rate, the deposited mass flow rate, and the mass loss

coefficient at each point of the test model.

We applied this methodology to the clean MS(1)-317 test cases

(Table 1). For all the runs, the droplet impingement efficiency βimp

was computed using theONERA two-dimensional (2-D) Lagrangian

solver TRAJ2D. The aerodynamic flow solution was obtained with

the ONERA 2-D solver EULER2D, where the steady inviscid Euler

equations were solved. The influences of droplet deformation and

breakup were not taken into account in the trajectory model.

According to previous numerical [8,17] and empirical [23] studies,
these effects were significant only for freezing rains (D > 500 μm).
Figure 1 shows a comparison between TRAJ2D and LEWICE results.
The agreement is almost perfect (relative error lower than 2%), which
may be considered as a validation of the numerical procedure used in
the ONERA solver to compute the impingement efficiency.
Figure 2 shows the variation of the computed sticking efficiency ϵ

with the impact angle α for theMS(1)-317 experiments at an angle of
attack (AOA) of 0 deg. The angle of incidence θ and the impact angle
α are defined in Fig. 3. By convention, the positive values of α (or θ)
correspond to the suction side and the negative values to the pressure
side. Even if the results are scattered due to the numerous
experimental and numerical uncertainties (droplet cloud homo-
geneity, droplet size distribution, measurement accuracy near the
impingement limit, etc.), two impingement regimes may be clearly
distinguished for both the suction and the pressure sides as far as
SLDs are concerned (MVD > 50 μm).
1) For small angles of incidence (corresponding to large α), the

sticking efficiency is an increasing function of jθj � 90 deg –jαj,
which tends to zero when jθj is close to 0 deg (impingement limit).
2) For intermediate and large angles of incidence, the sticking

efficiency does not strongly depend on θ, and even seems to be almost
constant in several cases. No clear tendencies can be inferred, except
that ϵ exhibits some kind of “plateau.”
It is alsoworth noticing that the critical angle θc separating the two

regimes is almost the same (close to 30 deg) in any SLD cases,
whatever the value of the droplet cloud MVD, which varies

Table 2 Model
parameters

Model parameters Values

K0 657
ϵ∞ 0.85

~K0 10
θ0 25 deg
Ca0 1
γ 1.5
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significantly from 21 to 168 μm. However, it is worth mentioning

that, for the smallest droplet case (MVD � 21 μm), the impingement

mass rate for the small incidence angles is very low. Because of that,

the sticking efficiency estimate is not accurate and may even exceed

one, as is the case here for jαj > 40 deg.
Froma physical point of view, the existence of two different impact

regimes may be explained as follows:
1) For small angles of incidence (large jαj), the capillary forces

(which tend to promote droplets sticking to the wall) are balanced by
the tangential inertial forces (which tend to tear the droplet out of the
wall). Since a part of the droplet is not attached to the wall during the
impact process, the tangential kinetic energy is not efficiently
dissipated by the viscous forces and the droplet may partially (and
even completely) bounce off the wall.

2)When jθj increases (which corresponds to a decrease of jαj), the
droplet spreads more onto the wall. This leads to an increase in the
dissipation effects due to the viscous forces and in parallel to a
decrease in the inertial forces that stretch the droplet and that may
break it. Thus, for jθj larger than a critical value θc, the capillary
forces are strong enough compared to the inertial forces to maintain
the largest part of the droplet deposited on the wall. This could be the
origin of the second regime.
As far as the critical angle θc is concerned, it seems obvious that it

should at least depend on the droplet total velocity and diameter

because it is related to the balance among the inertial, capillary,

and viscous forces. Figure 4 shows the variation of the impinging

droplet mean mass diameter against the impact angleD�α�, which is
defined as
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D�α� �
P

droplets∈P�α� _mimpdimp
P

droplets∈P�α� _mimp

(6)

where dimp is the impinging droplet diameter, and P�α� is the set of
the impinging droplets for which the impact angle is α. It can be

noticed that this diameter is close to the cloud MVD, and therefore

varies a lot from one experiment to the other. On the contrary,

according to Fig. 2, θc remains almost the same in each case (except,

maybe, for the smallest droplets for which the sticking efficiency

cannot be accurately estimated for low angles of incidence).

Therefore, it can be inferred that θc does not strongly depend on the

impacting droplet diameter.
Figure 5 shows the variation of the impinging droplet mean mass

velocity against the impact angle V�α�, which is defined by Eq. (6)

where the impinging diameter dimp is replaced by the impinging

droplet velocity. It can be noticed that the smallest droplets

(MVD � 21 μm) behave differently than the others. In each SLD

case (MVD ≥ 79 μm), the impact velocity remains close to the

freestream velocity (78.5 m∕s) everywhere on the model; whereas

forMVD � 21 μm, the impact velocity is lower than the freestream

velocity, even near the impingement limit. From a physical point of

view, everything else being kept constant, the critical angle θc should

increase with the impact velocity (higher tangential inertial forces)

and should tend to zero for a very small impact velocity (very low

Weber number). Because, according to Fig. 5, the smaller the

droplets are, the lower their impact velocity is, this could explainwhy

the sticking efficiency is known to be close to one for the small

droplets (usual appendix C [1] conditions), whatever their impact

velocities.

III. Model Derivation

To account for the aforementioned experimental results and

physical considerations, it is necessary to propose a new empirical
model for the collection efficiency. This is the aim of the present
section.

A. Model Formulation

Our empirical model relies on the assumption that the impact
outcome mainly depends on the impinging droplet characteristics and

that it is possible to neglect the influence of external parameters such as
the wall contact angle or the local aerodynamic flow in the vicinity of

the impact location. Looking carefully at Fig. 2, it seems that this
hypothesis is not rigorously verified. Indeed, in each case, the variation
of the sticking efficiency ϵ vs α is not the same for the pressure side and

the suction side. On the other hand, at the same time, the variations of
the impinging droplet mean diameters (Fig. 4) and mean velocities

(Fig. 5) are almost symmetrical with respect to α (especially for
MVD � 79 μm and MVD � 92 μm). This is an indication that a

rigorous and comprehensive model should also depend on some flow
variables. Here, for the sake of simplicity, we choose to restrict the list
of the model input parameters to the usual ones:
1) The first model input parameter is theKn parameter issued from

[19,22,24] and sometimes called the “Cossali number,” which is
defined as

Kn � Wen · Oh−2∕5 (7)

and which accounts for the influence of the droplet kinetic energy,
surface energy, and viscous dissipation under a dimensionless form.
The normal Weber number Wen is defined as
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Wen � ρdV
2
nD

σ
(8)

where σ, ρd, V2
n, and D are, respectively, the surface tension

coefficient, the impacting droplet density, the normal velocity, and
the diameter. The Ohnesorge number Oh is defined as

Oh � μd
������������

ρdσD
p (9)

where μd is the impacting droplet dynamic viscosity.
2) The second model input parameter is the impact angle of

incidence θ, which plays a major role near the impingement limits, as
already mentioned.

3) The third model input parameter is the capillary number:

Ca � μd · Vn

σ
(10)

which accounts for the balance between the capillary and viscous
effects.
The general form of the proposed model reads as follows:

ϵ � g

�

θ

θc

�

· f

�

Kn − K0

K0

�

(11)

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.15 -0.1 -0.05 0 0.05 0.1
0

0.2

0.4

0.6

0.8

1

Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

NACA23012 - MVD = 20 μm

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.2 0 0.2
0

0.2

0.4

0.6

0.8

1

Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

NACA23012 - MVD = 52 μm

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.2 0 0.2
0

0.2

0.4

0.6

0.8

1

Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

NACA23012 - MVD = 111 μm

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.2 0 0.2
0

0.2

0.4

0.6

0.8

1

Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

NACA23012 - MVD = 154 μm

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.2 0 0.2
0

0.2

0.4

0.6

0.8

1

Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

NACA23012 - MVD = 236 μm

Fig. 10 Collection efficiency against the dimensionless curvilinear abscissa for the NACA23012 profile at AOA � 2.5 deg.



where θc is the critical angle of incidence separating the two impact
regimes exhibited in Sec. II.B, andK0 is the threshold value ofKn that
separates the full deposition regime from the splashing regime in the
case of a normal impact.When θ → �π∕2� (normal impact),Kn plays
the major role compared to θ and the function gmust be equal to one.
On the contrary, for small θ, themain driving parameter is θ compared
toKn (which tends to zero) and the functionfmust be equal to one for
small Kn.
By construction, the term g�θ∕θc� is related to the first impact

regime (small angles of incidence). According to the experimental
results shown in Fig. 2, g must tend to zero for �θ∕θc� ≪ 1,
monotonically increase from zero to one for 0 < �θ∕θc� < 1, and be
equal to one for �θ∕θc� ≥ 1.
By construction, too, the term

f

�

Kn − K0

K0

�

is related to the second impact regime (large angles of incidence). In
the present model, we assume that, for θ ≥ θc, the higher Kn is, the
more the droplet splashes and the lower the collection efficiency is. It
means that f must be a decreasing function equal to one for

Kn − K0

K0

≤ 0

and which tends to an asymptotic value ϵ∞ for

Kn − K0

K0

≫ 1

with ϵ∞ ≈ 0.8, according to Fig. 2.

With regard to f, we choose the following function, which is
arbitrary but satisfies all the required constraints:

f� ~Kn� �
(

1 if ~Kn ≤ 0
~K2
0�ϵ∞ ~K2

n

~K2
0� ~K2

n

if ~Kn ≥ 0
(12)

Where, by definition, ~Kn is defined by

~Kn � Kn − K0

K0

(13)

and where ϵ∞ and ~K0 are adjustable parameters of the model that
need to be identified using the experimental data.
As far as g is concerned, we propose to use the simplest possible

function that satisfies the previously defined constraints:

g

�

θ

θc

�

�
�

θ
θc

if 0 ≤ θ ≤ θc

1 if θ ≥ θc
(14)

As already pointed out in Sec. II, to account for the known
experimental fact that the smallest droplets are known to always stick
to thewall after impact, even for small angles of incidence, the critical
angle θc cannot be a constant. It must depend at least on the impact
velocity, which is smaller for small droplets than for large droplets. In
regard to the direct influence of the droplet diameter, it was shown in
Sec. II that it was difficult to infer a clear tendency from the
experimental results in Fig. 2. To account for that and to avoid the use
of a dimensional parameter in the model, we introduce the capillary
number Ca, which is the only nondimensional parameter that
involves the velocity and does not involve the droplet diameter. The
variation of the capillary number along the airfoil is represented in
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Fig. 11 Collection efficiency against the dimensionless curvilinear abscissa for the GLC-305 profile at AOA � 1.5 deg.



Fig. 6 for the MS(1)-317 experiments. We can see that the capillary

number is almost constant (close to one), except for the cases

corresponding to the smallest droplets (MVD � 21 μm). Finally,

after several guesses, we retain the following model for θc:

θc � θ0 tanh

��

Ca

Ca0

�

γ
�

(15)

The key ideas behind this simple model are the following ones:
1) For very small capillary numbers (Ca ≪ Ca0), θc must tend

to zero.
2) For large capillary numbers, θc must reach an asymptotic value

denoted by θ0.
The four adjustable parameters have to be identified as a result of

the experiments from the NASA database [12–14].

B. Model Calibration

The previously described model was implemented in the ONERA

trajectory solver. To identify the adjustable parameters, we made

several successive guesses, computed the droplet collection

efficiencies for each run of Table 1 (calibration part), and compared

the obtained results to the experimental data [14]. Finally, we found

that the following set of parameters (Table 2) led to a good

compromise between the experimental results and the numerical

predictions, as illustrated by Figs. 7 and 8.
Figure 7 represents both experimental results and model

predictions for the sticking efficiency ϵ vs α. For small θ,

(α → −90 deg and α → �90 deg), the model is accurate for the

suction side (α > 0), whereas it overestimates the collection

efficiency for the pressure side (α < 0). For larger θ, and for

MVD > 50 μm, the model predicts the decreasing trend of the

sticking efficiency with θ. Note that this tendency is not so clear for

the suction side. Figure 8 compares experimental and numerical
collection efficiencies. The present SLD model is also compared to
the full deposition model. As expected, the SLD model tends to
reduce the local collection efficiency for MVD > 50 μm. The SLD
model fits quite well with the experimental results, especially on
the suction side; whereas the collection efficiency is slightly
overestimated on the pressure side. This tendency is in line with the
previous observation related to Fig. 7. The model prediction is good
for the smallest droplets too (MVD � 21 μm), confirming the
capability of the model to be used even for appendix C [1]
conditions (MVD < 50 μm).

IV. Model Validation

A. SLD Collection Efficiency Prediction

Using this set of parameters, we performed additional
computations corresponding to the running conditions of Table 1
(model assessment part). The objective was to check the accuracy of
the proposed model for new operating conditions that were not
considered in the calibration phase. We also performed the same
computations with the SLDmodel proposed by theNASA icing team
in [3]. Two kinds of profiles were studied: additional clean surfaces,
and contaminated surfaces with accreted ice.

1. Clean Profiles

The present SLD model is compared to the full deposition model
and to the NASA-LEWICE SLD model [3]. Figures 8–11 are,
respectively, related to the MS(1)-317 profile at AOA � 0 deg and
AOA � 8 deg, to the NACA23012 profile at AOA � 2.5 deg, and
to the GLC305 profile at AOA � 1.5 deg. A comparison between
the experimental and numerical collection efficiencies is made. The
collection efficiency βdep is represented against the dimensionless
curvilinear abscissa s∕c.

Fig. 12 Fifteen-minute iced NACA23012 profile at AOA � 2.5 deg forMVD � 236 μm.



In each case, the new SLD model leads to a significant
improvement of the collection efficiency prediction compared to the
full deposition model. Regarding the prediction of the impingement
limits (which correspond to small values of the angle of incidence θ),
the use of the SLDmodel allows us to reproduce the mass loss effect.
However, it should be noticed that the model prediction is better on
the suction side (s > 0) than on the pressure side (s < 0) (see Figs. 9
and 10). As far as the comparison with the NASA-LEWICE model
[3] is concerned, bothmodels improve the prediction of the collection
efficiency near the impingement limits. The main differences are
observed near the stagnation point (s � 0). The NASA-LEWICE
model was explicitly built to increase the sticking efficiency near the
stagnation point, and this feature can be observed in Figs. 9–11.
Globally, the collection efficiency that is predicted by the NASA-

LEWICE model near the leading edge is higher than with the
ONERA model. But, the agreement with the experimental data is
sometimes better with one or the other model, and it is not possible to
conclude which one is more accurate.

2. Contaminated Profiles

The influence of the SLD model was also investigated using more
complex profiles. The collection efficiency distribution was
computed for 10, 15, and 22 min iced shape NACA23012 profiles
at AOA � 2.5 deg. The 15 min iced airfoil is represented in Fig. 12
(upper left) as well as the experimental collection efficiency (lower
left). Three main horns composed the iced profile and defined zones
where the local collection efficiency is higher (see arrows in Fig. 12).
The lower right picture in Fig. 12 shows the computed water volume
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Fig. 13 Collection efficiency against the dimensionless curvilinear abscissa for the 10, 15, and 22min iced shapeNACA23012 profile atAOA � 2.5 deg.



fraction field of the impinging droplets. It can be seen that two empty
zones with no particles appear behind the three horns. This
corresponds to very lowvalues for the βdep coefficient at s∕c ≈�0.05
(Fig. 12, lower left). For js∕cj > 0.05, the wall is not shadowed
anymore by the horns and can be reached by incoming droplets.
Two different droplet size distributions (MVD � 111 and

236 μm) were used. The results are presented in Fig. 13. Far from the
leading edge, the deposited mass flow rate is lowered by the SLD
model and the predicted collection efficiency is in good agreement
with the experimental results. The results are less accurate for the
suction side (s > 0) where the collection efficiency in the zone just

behind the shadowed area is widely overestimated. This may be due
to the lack of accuracy of the aerodynamic field computation behind
the horn shape where a flow separation appears (Fig. 14).
Near the leading edge, as predicted by the NASA-LEWICE SLD

model, the collection efficiency is very close to the result obtained
without a SLD model. This confirms the fact that the NASA

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment
Present SLD model (only primary impacts)
Present SLD model (primary and secondary impacts)

NACA23012 - MVD = 111 μm - 10 min iced

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

 d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment
Present SLD model (only primary impacts)
Present SLD model (primary and secondary impacts)

NACA23012 - MVD = 236 μm - 10 min iced

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment
Present SLD model (only primary impacts)
Present SLD model (primary and secondary impacts)

NACA23012 - MVD = 111 μm - 15 min iced

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment

Present SLD model (only primary impacts)

Present SLD model (primary and secondary impacts)

NACA23012 - MVD = 236 μm - 15 min iced

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment
Present SLD model(only primary impacts)
Present SLD model (primary and secondary impacts)

NACA23012 - MVD=111 μm - 22 min iced

s/c

c
o

ll
e

c
ti

o
n

 e
ff

ic
ie

n
c

y
 β

d
e

p

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Experiment
Present SLD model(only primary impacts)
Present SLD model (primary and secondary impacts)

NACA23012 - MVD=236 μm - 22 min iced

Fig. 15 Influence of the secondary impacts (see Fig. 13).
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model has a weak influence on the deposition rate for normal

impacts. The present model fits the experimental results better,

although it also overestimates the collection efficiency. This

conclusion does not match with the tendency observed in Sec. IV.A

for the clean profiles, where the present model tends to

underestimate the deposited mass flow rate near the leading edge.

These discrepancies could be due to the influence of the local

aerodynamic flow, which is not taken into account in both the

ONERA and NASA-LEWICE models. This issue will have to be

addressed in a future work.

Figure 15 shows the influence of the secondary droplets on the

collection efficiency. As expected, the collection efficiency is found

to be larger when the secondary droplets are taken into account in

the computation. This proves that the secondary droplets may

reimpact onto the wall after their reemission from the impact

location and may locally increase the collection efficiency by a

factor of up to 20%. This confirms that, for the contaminated

profiles, the present SLD model (as well the NASA one) widely

overestimates the collection efficiency of the primary droplets. This

is once again in contradiction with the conclusions drawn for the

clean profiles (Sec. IV.A).

B. SLD Ice Shape Prediction

In this section, the influence of the SLD model is studied on the
final ice shape. The ice shape is computed by using the ONERA
IGLOO2D icing suite [8]. The solvers used for the computation of
the aerodynamic flow solution and the droplet trajectories are the
same as in Sec. II. The profiles are supposed to be rough, with an
equivalent sand grain height equal to one-thousandth of the profile
chord. The convective heat transfer coefficient is computed by
following the method described by Gent et al. [25]. A structured C
mesh is used with 128 nodes on the profile. A two-step predictor/
corrector algorithm is proposed to estimate the ice shape. The
thermodynamic model of Messinger [26] is chosen. The test cases
are chosen from two different databases: Papadakis et al. [12–15];
and Direction Générale de l’Armement, the French Defence
Procurement Agency (hereafter referred to as DGA) from the
European EXTICE project. Table 3 gives some details about the
different runs.

1. Papadakis Database

Two cases from the Papadakis et al. [12–15] database are presented
in Fig. 16. Both are rather cold (≈ − 20 deg ∕C) with expected rime

Table 3 Test conditions used for ice accretion

Base name Run name AOA, deg MVD, μm LWC, g · m−3 M∞ P∞, Pa T∞, deg/C Δt, s

DGA DGA_E1 2 40b 0.3 0.2 101,325 −25 450
DGA_E2 2 40b 0.6 0.2 101,325 −25 225
DGA_E3 2 40bc 0.3 0.2 101,325 −25 450
DGA_E4 2 180bc 0.3 0.2 101,325 −25 450
DGA_E5 2 104bc 0.3 0.2 101,325 −25 450
DGA_E6 2 104bc 0.6 0.2 101,325 −25 225
DGA_E7 2 104bc 0.3 0.2 101,325 −10 450
DGA_E8 0 104bc 0.3 0.2 101,325 −10 450
DGA_E9 4 104bc 0.3 0.2 101,325 −10 450
DGA_E10 6 104bc 0.3 0.2 101,325 −10 450
DGA_E11 2 104bc 0.2 0.2 101,325 −10 450
DGA_E12 2 104bc 0.4 0.2 101,325 −10 450
DGA_E13 2 40b 0.3 0.5 45,497 −25 450
DGA_E14 2 40bc 0.3 0.5 45,497 −25 450
DGA_E15 2 104bc 0.3 0.5 45,497 −25 450
DGA_E16 2 180bc 0.3 0.5 45,497 −25 450
DGA_E17 2 104bc 0.3 0.65 17,584 −25 450
DGA_E18 2 104bc 0.3 0.5 45,497 −10 450
DGA_E19 2 215b 0.22 0.2 101,325 −25 450
DGA_E20 2 250b 0.22 0.2 101,325 −25 450
DGA_E21 2 215b 0.21 0.5 101,325 −25 450
DGA_E22 2 250b 0.21 0.5 101,325 −25 450

Papadakis et al. [12–15] AE1110336NSE 0 304.7a 1.55 0.1615 101,325 −20.71 552
PG1023736NSE 0 160a 0.82 0.274 101,325 −21.56 180

aMonodisperse distribution.
bPolydisperse distribution.
cBimodal distribution.
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Fig. 16 Ice shape from the Papadakis et al. database [12–15].



ice. There are no significant differences between the two SLDmodels

from ONERA and NASA. Both improve the prediction of the

impingement limits compared to the computation without any SLD

model. Regarding ice thickness near the leading edge, no clear

conclusion can be drawn to decide whether the ONERA or NASA

SLD model is more accurate. For one case (AE1110336NSE), ice

thickness is globally underestimated. For the other case

(PG1023736NSE), it is overestimated. Note that, near the leading

edge, there is no difference between the results with the NASA-

LEWICE model and without any SLD model.

2. DGA Database

The experimental database was obtained in the S1 altitude test

facility from DGA Aero-engine Testing. For atmospheric condition

test cases (E1 → E12 and E19 → E22), it can be noticed in Figs. 17
and 18 that the influence of the SLD splashing effects is negligible,

even close to the accretion limit. The agreement among the empirical

shapes and the predicted shapes obtained without any SLD model

(full deposit), with the ONERA model, and with the NASA model

was globally good for all the cases, and even very good for cases

E1 → E6 (Fig. 17). These last ones corresponded to rime-ice shapes

X/c

Y
/c

0 0.05 0.1

-0.05

0

0.05

Clean profile
Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

DGA_E10

X/c

Y
/c

0 0.05 0.1

-0.05

0

0.05

Clean profile
Experiment
Full deposition model
Present SLD model
NASA-LEWICE SLD model

DGA_E11

Fig. 18 Ice shape from the DGA database, atmospheric conditions: glaze-ice shapes.
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Fig. 19 Ice shape from the DGA database, atmospheric conditions: high Mach number.
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Fig. 17 Ice shape from the DGA database, atmospheric conditions: rime-ice shapes.



(T∞ � −25 deg ∕C). Cases E7 → E12 corresponded to glaze-ice
shapes (T∞ � −10 deg ∕C), which were less accurately predicted
numerically, even for the appendix C [1] conditions (Fig. 18). Cases
E21 andE22 corresponded to ice shapes obtained at a higher velocity,
whereM∞ � 0.5 (Fig. 19). The agreement between the experimental
and numerical shapes atM∞ � 0.5was not as good as the agreement
atM∞ � 0.2. Both SLD models were calibrated with the Papadakis
et al. [12–15] database for which the freestream Mach number was
equal to 0.25. The discrepancies observed for higher Mach numbers
(Fig. 19) might suppose a poor calibration of both models regarding
the impinging velocity. However, additional databases with several
higher impinging velocities would be necessary to conclude this
point. For altitude conditions (E13 → E18), the influence of the
droplet inertia along their trajectories was enhanced and the SLD
splashing effects near the impingement limits were not negligible
anymore, as can be seen in Fig. 20. The prediction of the accretion
was strongly improved by the use of the new proposed SLD model,
which seemed here to be more globally accurate than the NASA
model, especially near the impingement limits. But, as far as the
leading edge was concerned, the improvement brought by any SLD
model was not so clear.

V. Conclusions

In this paper, a new empirical supercooled large droplet (SLD)
model based on a refined analysis of the experiments performed by
Papadakis et al. [12–15] was proposed. By combining numerical
results for the impingement efficiency and experimental ones for the
collection efficiency, it was possible to compute the local sticking
efficiency everywhere on the model surface and to investigate its
behavior with respect to the impinging droplet characteristics
(diameter, velocity, angle of incidence). It was found that the sticking
efficiency was a rapidly increasing function of the angle of incidence
θ until it reached a kind of plateau for greater θ than a threshold value
(which seemed to be close to 30 deg).Moreover, it was also found that
the sticking efficiency was not exactly the same on the suction and
pressure sides, even for the same impinging droplet characteristics.
This was an indication that a comprehensive rationally based SLD
model should also take into account the influence of the local
aerodynamic flow in the vicinity of the impact point. The derivation
of such amodel with a strong theoretical basis was not in the scope of
the present work. The proposed model was mainly based on
qualitative arguments derived from the analysis of the NASA
experimental database. A calibration procedure was applied to
identify the model adjustable parameters by using some of the
available experimental results (MS-317 airfoils from [14]). Finally,
the model allowed taking into account the strong influence of the
angle of incidence for grazing impacts (near the impingement limits)
and the influence of the droplet velocity and diameter for large angles
of incidence (near the leading edge). The model was assessed by
computing the droplet collection efficiency for clean and

contaminated profiles from [14,15], as well rime and glaze SLD ice
shapes from the EXTreme ICing Environment project database [16].
Regarding the prediction of the collection efficiency and ice
thickness in the area close to the impingement limits, it was observed
that the present model brought a strong improvement compared with
the full deposition model (no splashing) and that it was generally,
slightlymore accurate than theNASA-LEWICEmass lossmodel [3].
But, as far as the leading edge area was concerned, the improvement
provided by themodel was less evident. Depending on the test case, it
could either underestimate or overestimate the mass loss due to the
splashing effect, even if the results were generally better than without
the activation of the model. The same conclusions also applied to the
NASA-LEWICE model.
Ongoing work at ONERA is now focusing on the improvement of

the present model with the aim to reduce its empiricism. In parallel, a
new SLD experiment has been put in place. Its objective is to provide
a direct measurement of the sticking efficiency for a wider range of
droplet velocities, impact angles, and diameters than in the NASA
collection efficiency tests, which were all performed at the same
airflow velocity.
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