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Approximately Reachable Directions for Piecewise Linear Switched
Systems

Dan GOREAC∗

Abstract

This paper deals with some reachability issues for piecewise linear switched systems with time-dependent
coefficients and multiplicative noise. Namely, it aims at characterizing data that are almost reachable at some
fixed time T > 0 (belong to the closure of the reachable set in a suitable L2-sense). From a mathematical
point of view, this provides the missing link between approximate controllability towards 0 and approximate
controllability towards given targets. The methods rely on linear-quadratic control and Riccati equations.
The main novelty is that we consider an LQ problem with controlled backward stochastic dynamics and, since
the coefficients are not deterministic (unlike some of the cited references), neither is the backward stochastic
Riccati equation. Existence and uniqueness of the solution of such equations rely on structure arguments
(inspired by [7]). Besides solvability, Riccati representation of the resulting control problem is provided as
is the synthesis of optimal (non-Markovian) control. Several examples are discussed.

AMS MSC: 93B05, 93B25, 60J75
Keywords: Reachability; Approximate controllability; Controlled switch process; Linear-quadratic control;
Backward stochastic Riccati equation; Stochastic gene networks

1 Introduction
We consider systems consisting of two components (denoted for simplicity (Γt, Xt)) dynamically evolving as the
time t ∈ [0, T ] changes up to some finite time horizon T > 0. The first component switches at times Tj between
a family of modes living in some space E. The precise description will be given in the following section. As
usual, a marked point measure q is associated to Γ. Its compensator will be denoted by q̂ and the martingale
measure by q̃ := q− q̂. As the mode switches, the component X living in some Euclidean space Rn and obeying
a linear controlled equation governed by predictable coefficient matrices and presenting multiplicative noise

dXu
t = (AtX

u
t +Btut) dt+

∫
E

Ct(θ)X
u
t q̃(dtdθ), for t ∈ [0, T ] ,

changes its flow. (The simplest model one should have in mind is the case when A,B,C keep track of the
modes encountered up to time t). Such systems are best described using tools in point processes (e.g. [17], [3]),
but they also intersect particular cases of piecewise deterministic Markov processes (introduced in [10], [11]).
They intervene, for instance, in mathematical models of biochemical reactions (describing gene networks). In
this case, the exogenous control parameter (u) is a means to alter (enhance or inhibit) desired properties. Two
kinds of (closely related) problems are very natural in this framework. The first (in a progressive perspective)
strives to provide an answer to the question of being able to drive the system to desired outcomes (say targets
ξ). The second, obeying to a passéist perspective, aims at providing a model (structure) validation by looking
at effective data (still ξ) at some point in time and checking it against feasible (reachable) outcomes.
The ability to drive (in convenient manner by altering the control) the dynamical system to a favorable outcome
is commonly known as controllability. The subject has generated a consistent literature starting from the pioneer
work [19]. For non-random systems, one usually aims at exact controllability (precisly reaching the target) and
the tools are either algebraic or rely on estimates. In this setting, direct approach relies on Riccati techniques
(Grammian matrix in the simplest framework) and dual methods on the notion of observability (e.g. [16])
translating into invariance properties of convenient linear (sub)spaces or admissibility criteria. Either method
has been extensively generalized to infinite-dimensional systems (e.g. [27], [9], [26], [18], etc.).
For random systems, duality techniques rely on backward stochastic differential equations (BSDE introduced
in [2] and generalized to nonlinear cases in [24])1. This tool allows to give a final answer to the notion of exact
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1The current literature on BSDE is highly rich but, for our linear context, it seems superfluous to mention recent advances on
discontinuity, terminal irregularity, super-linear coefficient growth, etc.
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controllability (cf. [25]). Some refinement has been recently obtained in Brownian setting by relaxing the class
of controls in [22] and [29]. These papers make use of some full-rank condition(s). When such conditions fail
to hold (e.g. B is not of full rank and the system has no control on the noise part as it is the case here),
one has to settle for weaker controllability properties. Controlling stochastic systems arbitrarily close to the
target (approximate controllability) in a multiplicative noise setting fails to be captured by the (deterministic-
like) drift. These properties have been addressed in [4] and [13] for finite-dimenional Brownian diffusions with
constant coefficients. Finally, let us mention that various methods lead to partial results on various types
of controllability in infinite dimensions (e.g. [12], [28], [1], [22], etc.). In the recent papers [15] and [14] we
have addressed the approximate controllability problem with switched dynamics (much like those presented
at the very beginning). In particular, [14] gives a complete criterion allowing to control the system around
0 (approximate null-controllability). However, whenever the coefficient are not constant, approximate null-
controllability fails to imply the ability to control the system to arbitrary targets (as it was the case in [4] and
[13] treating time-homogeneous settings). This paper aims at providing the missing link between approximate
null and approximate (full) controllability.
Let us briefly explain the general intuitions. In [25], the key ingredient in addressing the (exact) controllability
problem is the so-called (exact) terminal controllability i.e. the ability to solve some BSDE with terminal datum
ξ. Of course (again due to the general theory of BSDEs), solving

Xu
T = ξ, dXu

t = (AtX
u
t +Btut) dt+

∫
E

Ct(θ)X
u
t q̃(dtdθ), for t ∈ [0, T ] ,

cannot be achieved for every square-integrable ξ (it is clear that this cannot be done for every u and, often, it
cannot be done for any control). However, for every (suitably measurable and integrable) u, one is able to solve

Xu
T = ξ, dXu

t = (AtX
u
t +Btut) dt+

∫
E

[Ct(θ)X
u
t + Zu

t (θ)] q̃(dtdθ), for t ∈ [0, T ] .

Then, ξ is approximatly reachable (or, equivalently, the system X is approximately controllable to ξ) if, by
varying the control u, the noise component Zu(θ) is close (in an L2 sense) to 0. In other words, to characterize
approximately reachable targets ξ, one looks at the level set {ξ : V (T, ξ) = 0}, where

V (T, ξ) := inf
u

E

[∫ T

0

‖Zut (θ)‖2 q̂(dtdθ)

]
.

Again, the class of controls over which such infimum is taken is left to be specified latter on. We are now in
the presence of a quadratic control problem with linear dynamics (thus an LQ-problem) with the small reserve
that the dynamics are BSDEs (instead of the more common forward control systems). This kind of problem
is not entirely new. To our best knowledge, it has been considered for the first time with Brownian dynamics
in [21] (see also some extensions to mean-field systems in [20]). As usual, LQ problems are best addressed by
exhibiting a convenient class of Riccati equations. We will also follow this long-established program. However
(besides the difference in stochasticity), the cited papers deal with deterministic driving coefficients. As a re-
sult, their resulting Riccati equations are deterministic. This will no longer be the case for us. The Riccati
system quantifying V (T, ξ) is a true backward stochastic Riccati equation. A class of backward-type stochastic
Riccati equations for systems governed by a marked point mechanism has been recently studied in [6]. Although
the stochastic framework is more general in [6] (both for the compensator intervening and the presence of a
Brownian term), the generator does not include the second part of the solution and does not fit the present
problem. We have chosen an approach based on structural properties (cf. [7]) and allowing to reduce the BSDE
to a class of ordinary equations (of Riccati type in our case). The resulting equivalent system (15) is composed
of (iterated) standard deterministic Riccati equations for which qualitative properties (existence, uniqueness,
positiveness, lower and upper-bounds, monotony) are investigated.
We begin with a description of the stochastic model, notations and definitions in Section 2. Section 3 is dedicated
to an abstract (operator) approach to the notion of approximate terminal-controllability and some examples. In
general, the notions of (approximate null and full) controllability are meant as global (i.e. required with respect
to every fixed initial datum, see [4], [15], [22]). With this definition, equivalence of (global) approximate and
approximate null-controllability can be established in various frameworks (constant coefficients [4], [15], contin-
uous switching [15]). However, approximate reachability (or approximate terminal controllability) intrinsically
requires the initial data to vary. For the frameworks studied in [15], we show, by means of examples, that ap-
proximate terminal controllability (to every target) can hold without (global) approximate null-controllability.
This seems to suggest that while approximate controllability (at least for the given frameworks) is captured
by deterministic-related concepts (Kalman criterion, invariance, etc.), approximate terminal controllability is
a purely stochastic concept. The study of approximate terminal controllability constitutes the core of Section
4. We begin with the LQ-formulation for controlled BSDE dynamics (the function V described before). In
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order to proceed with our Riccati analysis, a further penalization (making appear the L2- norm of controls u)
of V is needed. We introduce the Riccati backward stochastic differential equation (hereafter called RBSDE) of
interest in equation (10). While our LQ problem involves such equations with 0 final data, the analysis is best
conducted by passage to the limit in a non-degenerate framework. Links with the LQ problem and synthesis of
the optimal control are given in the first main result Theorem 4.3. The proofs rely on the structural represen-
tations (via a system of iterated deterministic Riccati equations (15)) in Section 5 (see Proposition 5.2). The
second main result (Theorem 5.3) provides qualitative properties (existence, uniqueness, positiveness, lower and
upper-bounds, monotony) of the equations intervening in (15). The inherited properties for RBSDE are stated
in Corollary 5.4. Finally, all the proofs are gathered in Section 7.

2 Preliminaries

2.1 General Notations
We begin with recalling some elements on a particular class of pure-jump non-explosive processes living on the
space Ω. These processes are assumed to take their values (referred to as modes) in a metric space denoted
E (and endowed with the associated Borel σ-field B(E)) augmented by an isolated cemetery state ∆ (i.e.
Ē := E ∪ {∆}. The interested reader may also want to consult [3] for a point process overview (or [11] for a
strongly connected general framework concerning piecewise deterministic Markov processes). The mode process
denoted by Γ will be given by

i. a continuous, bounded transition intensity λ : E × R+ −→ R+

ii. a post-jump measure Q : E × R+ −→ P(E) such that, for all (γ, t) ∈ E × R+, one has Q(γ, t, {γ}) = 0
(i.e. no fictive jumps are allowed). Moreover, the application E :3 γ 7→ Q (γ, t, ·) is weakly continuous
uniformly in t ∈ R+.

Here, P(E) stands for the set of all probability measures on (E,B(E)). We fix a finite number of jumps J > 1.
Given the initial mode γ0 ∈ E (and fixing the associated probability measure Pγ0 ; since γ0 will be considered to
be fixed, by abuse of notation, we will drop the superscript and write P), the first jump denoted by T1 satisfies
P (T1 ≥ t) = e−

∫ t
0
λ(γ0,r)dr. The mode process is then set to be Γγ0t := γ0 on 0 ≤ t < T1. The post-jump position

γ1 is chosen using Q as conditional distribution i.e. P (γ1 ∈ A | T1) = Q (γ0, T1, A). If J ≥ 2, the inter-jump
time S2 := T2−T1 is distributed as P (T2 − T1 ≥ t | γ1, T1) = e−

∫ t
0
λ(γ1,T1+r)dr and the post)jump position γ2 is

given by P (γ2 ∈ A | γ1, T2) = Q (γ1, T2, A). And so on. At J-th jump, the process is stopped by setting γJ := ∆
and extending λ (∆, t) = 0.

REMARK 2.1. As we will see later on, the process of interest (Γ, X) will no longer be Markovian such that
the Markov construction of Γ plays little in the arguments. Although this construction will be sufficient for the
examples we have in mind, extensions to intensities (for say n-th jump of type) λj (γ0, 0, γ1, t1, . . . , γj−1, r) and
similar post-jump measures are treated with similar arguments.

To such processes, we associate the filtration F given by
(
F[0,t] := σ {Γγ0s : s ∈ [0, t]}

)
t≥0

. As usual, we let
P stand for the predictable σ-field while Prog will stand for the progressive σ-field. The associated random
measure on Ω×R+×E is given by q (ω,A) :=

∑
j≥1 1

(
Tj(ω),Γ

γ0
Tj(ω)

)
∈A

, for all A ∈ B (R+)×B(E) and all ω ∈ Ω.

The compensator of q will be denoted by q̂(dt, dθ). Finally, we will use the compensated measure q̃ := q − q̂.
We will make use of the following notations

• Throughout the paper, unless stated otherwise, T > 0 will be a fixed finite time horizon.

• For a (generic) Euclidean space E , we denote by 〈·, ·〉 its scalar product and by ‖·‖ the induced norm.
Thus, if n,m are positive integers,

• Rn will stand for the standard n-dimensional Euclidean space endowed with the usual Euclidean structure;

• Rn×m stands for the space of n ×m-type matrices endowed with the scalar product 〈α, β〉 := Tr [β∗α],
where ·∗ stands for transposition and Tr for the trace operator ;

• For square matrices (i.e. m = n), we denote by In the (diagonal) identity matrix and by 0n the matrix
whose elements are 0. Moreover, we let Sn be the space of symmetric square matrices and Sn+ the space
of symmetric positive semi-definite square matrices.

• For a matrix A ∈ Rn×m, we will denote by Rank[A] its rank (i.e. the dimension of the space spanned by
its columns), by ker (A) its kernel i.e. ker (A) := {x ∈ Rm : Ax = 0};
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• if [t1, t2] ⊂ R+, then D ([t1, t2] ; E) stands for the space of càdlàg functions φ endowed with the supremum
norm ‖φ‖0 := supt∈[t1,t2] ‖φ(t)‖;

• if [t1, t2] ⊂ R+, then C ([t1, t2] ; E) stands for the space of continuous functions φ endowed with the
supremum norm.

Considering a finite (fixed) time horizon T > 0, some [t1, t2] ⊂ [0, T ] and for p ∈ [1,∞],

• the space Lp
(
Ω,F[0,t1],P; E

)
stands for the usual p-integrable space of equivalence classes admitting

an F[0,t1]-measurable representative endowed with the usual norms ‖φ‖pp := E [‖φ‖p] (resp. ‖φ‖∞ :=
esssupω∈Ω ‖φ(ω)‖);

• the space Lp (Ω× [t1, t2] ,P,P× Leb; E) stands for the usual p-integrable space endowed with the usual
norms ‖Φ‖pp := E

[∫ t2
t1
‖Φr‖p dr

]
(resp. ‖Φ‖∞ := esssup(ω,s)∈Ω×[t1,t2] ‖Φs(ω)‖);

• the space of admissible d-dimensional control processes on [0, T ] will be

U := L2
(
Ω× [0, T ] ,P,P× Leb;Rd

)
;

• the space Lp (Ω;D ([t1, t2] ; E)) is to be understood as (classes of) progressively measurable processes having
càdlàg paths and endowed with finite adequate norm i.e.
‖Φ‖pLp(Ω;D([t1,t2];E)) := E [‖Φ·‖p0] (resp. ‖Φ‖L∞(Ω;D([t1,t2];E)) := esssupω∈Ω [‖Φ·(ω)‖0].

• the space Lp (Ω;C ([t1, t2] ; E)) is to be understood as a subspace of Φ ∈ Lp (Ω× [0, t],P,P× Leb; E) having
continuous paths and endowed with finite adequate norm i.e.
‖Φ‖pLp(Ω;C([t1,t2];E)) := E [‖Φ·‖p0] (resp. ‖Φ‖L∞(Ω;C([t1,t2];E)) := esssupω∈Ω [‖Φ·(ω)‖0];

• the space Lp (Ω× [t1, t2]× E, q; E) is the space of all (classes of) processes Φ : Ω × [t1, t2] × E −→
E that are P ⊗ B(E)-measurable (i.e. predictable) endowed with the norm ‖Φ‖pLp(Ω×[t1,t2]×E,q;E) :=

E
[∫

[t1,t2]×E ‖Φr (θ)‖p q(dr, dθ)
]
<∞.

2.2 Controlled Systems. Controllabilities
We consider the forward controlled piecewise linear switched systemdX

x,u
r = (ArX

x,u
r +Brur) dr +

∫
E

Cr(θ)X
x,u
r q̃(dr, dθ), for all r ≥ 0,

Xx,u
0 = x ∈ Rn.

(1)

The coefficients are assumed to satisfy some standard regularity (measurability and integrability) properties.

Assumption 2.2. Throughout the paper, unless stated otherwise, we assume that

A ∈ L∞
(
Ω× [0, T ] ,P,P× Leb;Rn×n

)
;

B ∈ L∞
(
Ω× [0, T ] ,P,P× Leb;Rn×d

)
;

C ∈ L2
(
Ω× [t1, t2]× E, q;Rn×n

)
and ‖C‖∞ := esssupω∈Ω sup

r∈[0,T ],θ∈E
‖Cr (ω, θ)‖ <∞.

(2)

We denote by ‖A‖∞ := ‖A‖L∞(Ω×[0,T ],P,P×Leb;Rn×n) , ‖B‖∞ := ‖B‖L∞(Ω×[0,T ],P,P×Leb;Rn×d) .

REMARK 2.3. To cope with the finite number of jumps, we assume At = 0n, Bt = 0n×d, and Ct(·) =
0n, on {t > TJ} .

We recall that a process u is said to be admissible (up to the fixed time horizon T > 0) if

u ∈ L2
(
Ω× [0, T ] ,P,P× Leb;Rd

)
.

To simplify notations in the infimum expressions, this space (of admissible controls) is also denoted by U . A
solution to (1) is a process Xx,u ∈ L2 (Ω;D ([0, T ] ;Rn)) such that, P-a.s.,

Xx,u
t =

∫ t

0

(ArX
x,u
r +Brur) dr +

∫
E

∫ t

0

Cr(θ)X
x,u
r q̃(dr, dθ), for all t ∈ [0, T ] .
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Standard results on SDEs (e.g. in [17]) yield, for every initial datum x ∈ Rn and every admissible u, the
existence and uniqueness of the solution Xx,u

· . Moreover, for some generic constant c (depending only on
T, ‖A‖∞ , ‖B‖∞ , ‖C‖∞ but neither of u nor of x) such that

E

[
sup
s∈[0,t]

‖Xx,u
s ‖

2

]
≤ c

[
‖x‖2 + E

[∫ t

0

‖us‖2 ds
]]
.

We recall (or introduce) the following controllability notions constituting the core of our paper. We only focus
on the weakest notions of approximate controllability. Absence of (global) exact or exact terminal controllability
for control-free noise coefficients (as it is our case) go back to [23] respectively [25].

DEFINITION 2.4. i. The system (1) is approximately controllable in time T from x ∈ Rn to
ξ ∈ L2

(
Ω,F[0,T ],P;Rn

)
if, for every ε > 0, there exists an admissible control uε such that∥∥∥Xx,uε

T − ξ
∥∥∥
L2(Ω,F[0,T ],P;Rn)

≤ ε.

If the condition holds true from every initial datum to every final random variable, the is said to be
approximately controllable in time T .

ii. The system (1) is approximately null-controllable in time T from x ∈ Rn if it is approximately
controllable in time T from x to ξ = 0. It is approximately null-controllable in time T if the above
holds for every x ∈ Rn.

iii. The system (1) is approximately terminal controllable to ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
if, for every ε > 0,

there exists an initial datum xε ∈ Rn and an admissible control uε such that,
∥∥∥Xxε,uε

T − ξ
∥∥∥
L2(Ω,F[0,T ],P;Rn)

≤

ε. Finally, if this condition holds for every ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
, the system (1) is said to be approx-

imately terminal controllable.

iv. Alternatively, we will say that ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
is approximately reachable whenever (1) is

approximately terminal controllable to ξ.

3 Basic Results and Examples
The aim of this section is twofold. First, we state some abstract results characterizing the controllability
concepts. As consequence, approximate terminal controllability is proven to provide the missing link between
approximate null and approximate controllability (required for all initial data). Second, we give some examples
illustrating the stochastic essence of the concept.

3.1 Range/Kernel Approach and Abstract Results
It is by now a classical approach to consider the following linear controllability operators

L1 : U −→ L2
(
Ω,F[0,T ],P;Rn

)
, given by L1(u) := X0,u

T the solution of (1)

starting at 0 and using the control u and

L2 : Rn −→ L2
(
Ω,F[0,T ],P;Rn

)
, given by L2(x) := Xx,0

T the solution of (1)

starting from x, with 0 control.

(3)

REMARK 3.1. Using these operators and L := [L1 L2] (defined on U ×Rn and given by L(u, x) := L1u+L2x
if (u, x) ∈ U × Rn), the notions of controllability in Definition 2.4 become respectively

i. ξ − L2x ∈ cl (Range (L1)) where cl is the Kuratowski closure operator with respect to the topology of
L2
(
Ω,F[0,T ],P;Rn

)
;

ii. L2x ∈ cl (Range (L1));

iii. ξ ∈ cl (Range (L)) (again closure is intended with respect to L2
(
Ω,F[0,T ],P;Rn

)
).

It is obvious that all these properties can equally be given with respect to the dual operator of L. This
dual turns out to be strongly connected to the solution of the following backward (dual) stochastic differential
equation.{

dX T,ζt = −A∗tX
T,ζ
t dt−

∫
E
C∗t (θ)ZT,ζt (θ)q̂(dt, dθ) +

∫
E
ZT,ζt (θ)q̃(dt, dθ), for all 0 ≤ t ≤ T,

X T,ζT = ζ ∈ L2
(
Ω,F[0,T ],P;Rn

)
.

(4)
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We recall (following [5]), that a solution of such an equation consists of a couple(
X T,ζ· ,ZT,ζ· (θ)

)
∈ L2 (Ω;D ([0, T ] ;Rn))× L2 (Ω× [0, T ]× E, q;Rn)

satisfying, P× Leb-a.s.

ζ = X T,ζt −
∫ T

t

A∗rX T,ζr dr −
∫ T

t

∫
E

C∗r (θ)ZT,ζr (θ)q̂(dr, dθ) +

∫ T

t

∫
E

ZT,ζr (θ)q̃(dr, dθ).

Existence and uniqueness follow from [5] under the assumption 2.2.
Having given these details on the backward stochastic system (4), the reader is invited to note the following.
The dual operator of L is given by

L∗ : L2
(
Ω,F[0,T ],P;Rn

)
−→ U × Rn, L∗ =

(
L∗1
L∗2

)
, where L1(ζ) =

(
B∗tX

T,ζ
t

)
0≤t≤T

and L2(ζ) = X T,ζ0 ,

for all ζ ∈ L2
(
Ω,F[0,T ],P;Rn

)
. This assertion is quite classical and its proof relies on a mere application of Itô’s

formula on [0, T ] to the Euclidian product
〈
Xx,u
· ,X T,ζ·

〉
(the interested reader may take a look at [15, proof of

Theorem 1]. As consequence, we get the following result.

PROPOSITION 3.2. 1 [15, Theorem 1]. The system (1) is
- approximately controllable in time T if and only if the only solution to (4) satisfying B∗tX

T,ζ
t = 0,P ×

Leb-a.s. on Ω× [0, T ] is the trivial (zero) solution;
- approximately null-controllable in time T if and only if any solution to (4) satisfying B∗tX

T,ζ
t = 0,P ×

Leb-a.s. on Ω× [0, T ] satisfies, P− a.s., X T,ζ0 = 0.

2. The system (1) is approximately terminal controllable to the target ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
if and only

if any solution to (4) satisfying B∗tX
T,ζ
t = 0,P × Leb-a.s. on Ω × [0, T ] and X T,ζ0 = 0 also satisfies

E [〈ζ, ξ〉] = 0.

3. In particular, the system (1) is approximately terminal controllable to every target if and only if any
solution to (4) satisfying B∗tX

T,ζ
t = 0,P× Leb-a.s. on Ω× [0, T ] and X T,ζ0 = 0 also satisfies ζ = 0, P-a.s.

on Ω.

We only need to prove assertions 2 and 3. The proof is quite standard and postponed to Section 7.
It has already been shown that approximate controllability is, in general, strictly stronger than approximate null-
controllability (cf. [14, Example 9]). As a simple consequence of Proposition 3.2, it turns out that the missing
link between (global) approximate controllability and terminal null-controllability is the notion of approximate
terminal controllability.

COROLLARY 3.3. The system (1) is approximately controllable (starting from every x ∈ Rn to every target
ξ ∈ L2

(
Ω,F[0,T ],P;Rn

)
) if and only if the following two assertions hold simultaneously:

(i) the system (1) is approximately terminal controllable to every target ξ ∈ L2 (Ω,FT ,P;Rn) and
(ii) it is also approximately null-controllable (starting from every x ∈ Rn).

REMARK 3.4.
i. In fact, one can prove a slightly stronger condition concerning the sufficiency. If (ii) holds true then the system
(1) is approximately controllable to a given target ξ ∈ L2 (Ω,FT ,P;Rn) (starting from every x) if and only if
the system (1) is approximately terminal controllable to the target ξ starting from some x0 ∈ Rn.
ii. As we have already mentioned, [14, Example 9] provides an example of approximately null-controllable system
that is not approximately controllable (or, in other words, not approximately terminal controllable to some
directions specified in this example).

3.2 Approximate Terminal Controllability, A Purely Sochastic Concept
Let us begin with a simple remark in the deterministic framework (i.e. whenever no switch occurs) with constant
coefficients. In this case, the solution of (1) is explicitly given by

Xx,u
t = eAtx+

∫ t

0

eA(t−s)Busds.

The dual component satisfies X T,ζt = eA
∗(T−t)ζ, where ζ ∈ Rn. The approximate terminal controllability in

this case becomes ker
[
eA
∗T
]
∩
(
∩0≤k≤n−1 ker

[
B∗ (A∗)

k
])
⊂ {x ∈ Rn : 〈x, ξ〉 = 0}. Since eA∗T is invertible (for
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all T > 0), ker
[
eA
∗T
]
reduces to 0 and it follows that any such system is approximately terminal controllable.

(In fact, it suffices to take x := e−AT ξ, u = 0 to drive the solution to ξ ∈ Rn.) This explains why approximate
terminal controllability is a purely stochastic concept.
Let us now consider the simplest (Markovian) case, in which the coefficients are given as deterministic functions
of the mode (i.e. At = A (Γt) , Bt = B (Γt) , Ct (·) = C (Γt, ·)).2

3.2.1 Continuous Switching

If C = 0, the system has no jump affecting the X component. This corresponds to randomly switching the
linear (deterministic) systems. Since this case is a (very) slight generalization of the deterministic setting, one
is entitled to ask if (at least) deterministic targets can be approached with every such system. The negative
answer is provided by the following.

EXAMPLE 3.5. We consider a one-dimensional state and control space (i.e. n = d = 1), the mode space
E = {0, 1}, the transition intensity λ = 1 and the transition probability Q (γ, {1− γ}) = 1, for γ ∈ E. The
coefficients are given by A(γ) = γ, B = 0. The explicit solution (note that u has no impact) of (1) using the
initial mode γ0 = 0 is

Xx
t = x

(
1T1≥t + emin(t,T2)−T11T3≥t + emin(t,T4)−T3+T2−T11T5≥t + . . .

)
, for t ≥ 0.

Since P (T1 > T ) > 0 it follows that, in order to envisage the target ξ > 0, one starts with x = ξ. But, in this
case, Xξ

t ≥ ξ and, on T1 ≤ T
2 ≤ T ≤ T2, one has Xx

t ≥ ξe
T
2 . Since P

(
T1 ≤ T

2 , T ≤ T2

)
> 0, we get that

Xξ
T 6= ξ.

Second, for continuous switching systems (cf. [15, Section 4.2]), approximate null-controllability (starting
from every x ∈ Rn) and approximate controllability are equivalent. The criterion is a Kalman-type condition
holding true for every deterministic component of the dynamics i.e. the full rank condition[

B(γ), A(γ)B(γ), . . . , An−1(γ)B(γ)
]

= n. (5)

should hold true for every γ ∈ E (accessible from γ0). However, when one can have approximate terminal
controllability (to all targets) without having these deterministic conditions satisfied.

EXAMPLE 3.6. We consider the state space to be R2, the mode space E = {0, 1}, the transition intensity
λ = 1 and the transition probability Q (γ, {1− γ}) = 1, for all γ ∈ E and A(γ) = B(γ) = γI2. It is clear that
for γ = 0, the couple [A(0), B(0)] fails to satisfy Kalman’s criterion (see (5)).
The solution to the dual system satisfies

dX T,ζt =
[
−A∗tX

T,ζ
t −ZT,ζt (1− γt)

]
dt+

∫
E

ZT,ζt (θ)q(dt, dθ).

The reader will note that ker B∗(γ) = (1−γ)R2. We consider the initial mode γ0 = 0. Since X T,ζT1
= 0, P−a.s.

(recall that X has càdlàg trajectories and kerB∗(1) = {0}), it follows that ZT,ζt (0) = −X T,ζt (at least prior to
T1). By plugging this feedback form into the equation, as soon as X T,ζ0 = 0, one gets X T,ζt = 0 on [0, T1]. On
[T1, T2), since kerB∗(1) = {0}, one gets X T,ζt = 0, P − a.s.. Thus, ZT,ζt = 0 on the same set. It follows that,
X T,ζT2

= 0, P − a.s. and the arguments can be repeated up to T in order to conclude that X T,ζ = 0. Owing to
Corollary 3.3, one gets the approximate terminal controllability to any given target.

In conclusion, even for these simple systems, the notion of approximate terminal controllability is not
trivial (as it is the case in a purely deterministic framework) and it is strictly weaker than approximate null-
controllability.

3.2.2 The Constant Coefficients Case

For constant coefficients A, B, C, approximate and approximate null-controllability (for all initial data) are
also equivalent (cf. [15, Section 4.2]). The criterion is again deterministic (reducing to invariant subspaces of
the kernel ker (B∗)). However, even in this case, approximate terminal controllability is strictly weaker than
approximate null-controllability (for all initial datum).

2The reader is invited to note that we make a slight abuse of notation by considering a measurable function A : E −→ R and
then setting A(ω, t) := A (Γt(ω)). This kind of abuse of notation will be employed several times in the sequel (particularly for
examples).
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EXAMPLE 3.7. We consider a two-dimensional state space (n = 2), a one-dimensional control space (d = 1)
and constant coefficients given by

A :=

(
0 1
0 0

)
, C =

(
−1 1

2
0 −1

)
, B :=

(
0
1

)
.

The mode space is E := {0, 1}, the intensity λ = 1 and the system switches between the two states in E (i.e.
Q(γ) = δ{1−γ}, where δ· stands for the usual Dirac mass).

• It is easy to see that the associated system is not approximately null-controllable. To this purpose, we

set ζ :=

(
(−1)q([0,T ]×E)

0

)
. One gets a solution of (4) given by the couple X T,ζt :=

(
(−1)q([0,t]×E)

0

)
and

ZT,ζt (θ) := 2

(
(−1)(1+q([0,t)×E))

0

)
. By noting that kerB∗ = span

{(
1
0

)}
, one has found a solution of the

dual system (4) remaining in the kerB∗ but that does not trivially reduce to 0. The conclusion follows
from Proposition 3.2, assertion 1.

• On the other hand, if one further imposes X T,ζ0 = 0 and asks that the solution of the dual system (4)

remains in kerB∗ = span

{(
1
0

)}
, it follows that X T,ζt = 0 on {t < T1}. As consequence, ZT,ζt =

(
0

zT,ζt

)
on {t ≤ T1}. Recalling that X T,ζT1

= ZT,ζT1
∈ kerB∗ = span

{(
1
0

)}
, one deduces that X T,ζT1

= 0 and the

argument can be repeated up to time T . Owing to Proposition 3.2 (assertion 3.), this implies that the
considered system is approximately terminal controllable.

4 Approximately Reachable Data

4.1 A Control Problem With BSDE Dynamics Formulation
As we have seen, characterizing random variables that are reachable allows one to close the gap between
(approximate) controllability to 0 and approximate controllability to such targets. On the other hand, such
terminal data ξ ∈ L2

(
Ω,F[0,T ],P;Rn

)
can be exactly represented by using backward stochastic differential

equations. To this purpose, let us fix the terminal time t such that 0 ≤ t ≤ T and consider a further modification
in a form of a standard backward stochastic differential equation by dropping the initial datum x and adding a
Z term to getdX

u,t,ξ
r =

(
ArX

u,t,ξ
r +Brur

)
dr +

∫
E

Cr(θ)X
u,t,ξ
r q̃(dr, dθ) +

∫
E

Zu,t,ξr (θ)q̃(dr, dθ), for all r ≥ 0,

Xu,t,ξ
t = ξ ∈ L2

(
Ω,F[0,t],P;Rn

)
.

(6)

As before, by solution to (6) we understand a couple of processes
(
Xu,t,ξ
· ,Zu,t,ξ·

)
∈ L2 (Ω;D ([0, t] ;Rn)) ×

L2 (Ω× [0, t]× E, q;Rn) such that

ξ = Xu,t,ξ
r +

∫ t

r

(
AsX

u,t,ξ
s +Bsus

)
ds+

∫ t

r

∫
E

Cs(θ)X
u,t,ξ
s q̃(ds, dθ) +

∫ t

r

∫
E

Zu,T,ξs (θ)q̃(ds, dθ).

Existence and uniqueness follow from [7] under the assumption 2.2.
At this point, it is easy to see that (approximately terminally) controlling the system (1) to ξ amounts to asking
the system (6) to be solvable (with final data ξ) and "almost 0" component Zu,t,ξ. This justify considering the
value function

V (t, ξ) := inf
u∈U

J(t, ξ, u), where J(t, ξ, u) := Eγ0
[∫ t

0

‖Zu,t,ξr (θ)‖2q̂(dr, dθ)
]
. (7)

We get the following result.

PROPOSITION 4.1. The random datum ξ ∈ L2
(
Ω,F[0,t],P;Rn

)
is approximately reachable in time 0 ≤ t ≤ T

with trajectories governed by system (6)3 if and only if V (t, ξ) = 0.
3or, equivalently, the system (6) is approximately terminal controllable in time t to ξ
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From now on, we will fix t = T . An alternate formulation giving the same value function is based on
a standard penalization by artificially introducing a non-degenerate component with respect to the control
process. The need for non-degeneracy is quite standard in the synthesis of optimal control using Riccati
equations (approach we have chosen to adopt hereafter). To this purpose, we consider, for every N ≥ 1 the
value function(s)

V N (T, ξ) := inf
u∈U

JN (T, u, ξ),where ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
and

JN (T, u, ξ) :=E

[∫ T

0

∥∥Zu,T,ξs

∥∥2
q̂ (ds, dθ) +

1

N

∫ T

0

‖us‖2 ds

]
,

(8)

for every admissible control u ∈ U . Then, one easily proves that

PROPOSITION 4.2. The limit value function obtained by minimizing the cost functionals Jn as n increases
to infinity coincides with V (i.e.

inf
N≥1

V N (T, ξ) = V (T, ξ), for all ξ ∈ L2
(
Ω,F[0,T ],P;Rn

)
. (9)

The proof is straightforward and will be omitted.

4.2 Riccati Approach
We consider the following equation

dΣMr =

∫
E

[
ΣMr C

∗
r (θ)−ΘM

r (θ)
] (
In + ΣMr + ΘM

r (θ)
)−1 [

Cr(θ)Σ
M
r −ΘM

r (θ)
]
q̂(drdθ),

+

∫
E

ΘM
r (θ)q̃(drdθ) +

(
ArΣ

M
r + ΣMr A

∗
r −NBrB∗r

)
dr, for all 0 ≤ r ≤ T ;

ΣMT =M−1In.

(10)

These equations are understood either for M ∈ N or, with a slight abuse of notation, for M = ∞ (in which
case, the final condition is understood to be the 0n matrix). By solution of such equations we understand a
couple of matrices (

ΣM ,ΘM (·)
)
∈ L∞ (Ω;D ([0, T ] ;Sn))× L∞ (Ω× [0, T ]× E, q;Sn)

satisfying

• ΣMt is positive definite if M < ∞ (and positive semi-definite if M = ∞) P × Leb-a.s., ΣMt + ΘM
t (θ) is

positive definite if M <∞ (and positive semi-definite if M =∞)P(dω)× q̂(ω, dt, dθ)- a.s.;

• ΣM is continuous except, eventually, at jumping times;

• P-a.s., for all 0 ≤ T ,

ΣMt =M−1In −
∫ T

t

∫
E

ΘM
r (θ)q̃(drdθ)−

∫ T

t

(
ArΣ

M
r + ΣMr A

∗
r −NBrB∗r

)
dr

−
∫ T

t

∫
E

[
ΣMr C

∗
r (θ)−ΘM

r (θ)
] (
In + ΣMr + ΘM

r (θ)
)−1 [

Cr(θ)Σ
M
r −ΘM

r (θ)
]
q̂(drdθ).

(11)

THEOREM 4.3. Let us assume that the Riccati equation (10) admits a solution for some M ∈ N ∪ {∞}.
Then, for every ξ ∈ L2

(
Ω,F[0,T ],P;Rn

)
, the following assertions hold true.

1. The backward equation
dηMr =Arη

M
r dr −

∫
E

[
ΣMr C

∗
r (θ)−ΘM

r (θ)
]
ζMr (θ)q̂(drdθ)

+

∫
E

(
Cr(θ)η

M
r +

(
In + ΣMr + ΘM

r (θ)
)
ζMr (θ)

)
q̃(drdθ), for all 0 ≤ r ≤ T ;

ηMT =− ξ.

(12)

admits a unique solution
(
ηM , ζM

)
∈ L2 (Ω;D ([0, T ] ;Rn)) × L2 (Ω× [0, T ]× E, q;Rn) such that ηM is

continuous everywhere except, eventually, at jumping times.
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2. If M ∈ N, then the value function satisfies

V N (T, ξ) ≥ E

[∫ T

0

∫
E

〈(
I + ΣMr + ΘM

r (θ)
)
ζMr (θ), ζMr (θ)

〉
q̂(drdθ)

]
.

3.i. If the the Riccati equation (10) admits a solution for every M ∈ N ∪ {∞}, then

V N (T, ξ) = E

[∫ T

0

∫
E

〈(I + Σ∞r + Θ∞r (θ)) ζ∞r (θ), ζ∞r (θ)〉 q̂(drdθ)

]
.

3.ii. The optimal control u∗ such that V N (T, ξ) = JN (T, ξ, u∗) is obtained by setting u∗t := −NB∗t Yt, where Y
is the unique L2 (Ω;D ([0, T ] ;Rn))-solution of

dYt =−A∗tYt −
∫
E

C∗t (θ)
(

(In + Σ∞t + Θ∞t (θ))
−1

(Ct(θ)Σ
∞
t −Θ∞t (θ)) + ζ∞t (θ)

)
q̂(dtdθ)

+

∫
E

(
(In + Σ∞t + Θ∞t (θ))

−1
(Ct(θ)Σ

∞
t −Θ∞t (θ)) + ζ∞t (θ)

)
q̃(dtdθ);

Y0 =0;

(13)

The proof will be postponed to Section 7. Before giving the proof, one will need to understand some structural
elements in the analysis of solutions of stochastic equations (especially in the backward setting). The equation
(12) will turn out to be a standard linear backward stochastic differential equation and the solution (under a
slightly more standard form) is guaranteed by [5, Theorem 3.4]. The idea (and the principle of proof) for the
lower bound on V N comes from the so-called "completion of squares" method. To obtain this, we introduce a
companion process YM and link the inner product

〈
XM + ηM , YM

〉
to the Riccati equations (15). Using some

monotony and convergence properties for ΣM (obtained via structural arguments in Corollary 5.4), we give an
M -independent lower bound (the right-hand member of the equality in assertion 3.i.). Finally, exploiting the
"optimal" companion process Y , the approach provides (as it is usual in LQ problems) the optimal control.
We wish to emphasize that although the philosophy of the method is rather standard, we deal here with actual
backward stochastic Riccati equations.
As we will see later on, the structural reduction of backward stochastic Riccati equations provides us with some
ordinary differential systems of Riccati equations that are solvable. However, to come back to the (measurable)
solutions of the initial problem, some measurability of selections has to be required. This can be avoided on
discrete structures (and this justifies our Assumption 4.4 hereafter). Alternatively, stronger continuity for the
coefficients has to be required in order to guarantee existence of measurable selections of matrix-valued solutions.
We emphasize that this assumption is not needed to prove the previous result, nor the structural properties,
but merely to guarantee proper measurability.

Assumption 4.4. i. The set E is an at most countable family of modes endowed with the discrete topology.

ii. The coefficients A,B,C are jump time-homogeneous (given a metric space E, a predictable process f :
Ω× [0, T ] −→ E is said to be jump time-homogeneous if there exists a family of functions f j : Ej+1 ×
[0, T ] −→ E such that

ft(ω) = f j
(
γ0,ΓT1

(ω) , . . . ,ΓTj (ω) , t
)
,

on Tj(ω) < t ≤ Tj+1(ω)).

Then, Theorem 4.3 has the following particular formulation.

COROLLARY 4.5. Whenever Assumption 4.4 holds true, then all the conclusions in the assertions [1-3] in
Theorem 4.3 are valid (without any further hypotheses).

The proof follows from Corollary 5.4 assertion 4.
In all the examples presented so far we have seen that either deterministic targets cannot be reached (in Example
3.5 or, for Examples 3.6, 3.7, every target can be reached. Computation of the value function V allows explicit
identification of approximately reachable directions.

EXAMPLE 4.6. We consider a two-dimensional state space (n = 2), a one-dimensional control space (d = 1),
a mode space E := {0, 1}, a transition intensity λ = 1 and a post-jump measure Q(γ) = δ{1−γ} for every γ ∈ E.
Morover, we consider homogeneous coefficients given by

A :=

(
1 0
0 0

)
, C = 02, B :=

(
0
1

)
.
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• It is easy to see that the associated system (1) is not approximately null-controllable starting from an(y)(non-

zero) initial datum in span
{

1
0

}
.

• Let us now turn to the Riccati system and the computation of V N . We specify the dependence on N of
both the solution of the Riccati system and the couple

(
ηN,∞, ζN,∞

)
satisfying (12) with M = ∞. It is

clear that the solution of our Riccati system is given by

ΣN,∞t =

(
0 0
0 N(T − t)

)
,Θ∞· = 02.

For simplicity, we set ξ =

(
ξ1

ξ2

)
. By letting ζ̂ :=

(
ζ̂1

ζ̂2

)
be such that ξ = E [ξ] +

∫ T
0
ζ̂t(θ)q̃(dtdθ), it follows

that ζN,∞t (θ) =

(
e−tζ̂1

t (θ)
1

1+N(T−t) ζ̂
2
t (θ)

)
. Hence, the value function is explicitly given as

V N
(
T,

(
ξ1

ξ2

))
= E

[∫
[0,T ]×E

e−2t
∣∣∣ζ̂1
t (θ)

∣∣∣2 q̂(dtdθ)]+ E

[∫
[0,T ]×E

1

1 +N(T − t)

∣∣∣ζ̂2
t (θ)

∣∣∣2 q̂(dtdθ)] .
Using dominated convergence and passing N →∞, one gets

e−2TE
[∣∣ξ1 − E

[
ξ1
]∣∣2] ≤ inf

N≥1
V N

(
T,

(
ξ1

ξ2

))
≤ E

[∣∣ξ1 − E
[
ξ1
]∣∣2] .

As consequence, ξ =

(
ξ1

ξ2

)
satisfies V (T, ξ) = 0 (or, equivalently, is approximately reachable) if and only

if ξ1 is deterministic.

5 Structural Representation for Backward Stochastic Riccati Equa-
tions. Elements of Existence and Uniqueness

5.1 Structure Elements
We will closely follow the ordinary differential approach in the study of backward stochastic systems driven by
marked point processes in [7]. The reader will recall that we have assumed that the mode process is observed
up to the J-th jump. We will introduce a cemetery state (∞,∆) to which the process is sent after min {TJ , T}.
We consider the space of elementary marks ET := [0, T ]×E ∪{(∞,∆)}. Next, we define the space of all marks
of length (k+ 1) (basically corresponding to the initial configuration (0, γ0) to which we add the first J ≥ k ≥ 0
jump times and the corresponding post-jump positions):

Ek+1
T ⊃ ET,k :=


e = (t0, γ0, t1, γ1, . . . , tk, γk) ∈ Ek+1

T such that
t0 = 0, (tj)0≤j≤k is a non-decreasing family; tj < ti+1, if tj ≤ T ;

(tj , γj) = (∞,∆) , if either tj > T, and 0 ≤ j ≤ min {k, J − 1} or j = J.

 (14)

This family will be endowed with its family of Borel sets denoted Bk. We introduce the notations

|e| = k such that t|e| = tk, and γ|e| := γk, for such elements e ∈ Ek+1
T .

For T ≥ t > t|e| and θ ∈ E, we set the concatenation rule

e⊕ (t, θ) :=
(
t0, γ0, . . . , |e| , γ|e|, t, θ

)
∈ E|e|+1

T .

The reader will note that the Ek+1
T -valued random variable given by ek :=

(
0, γ0, T1,Γ

γ0
T1
, . . . , Tk,Γ

γ0
Tk

)
corre-

sponds to a mode trajectory. Let us now express measurable notions in this context.

• For the final datum ξ assumed to be F[0,T ] -measurable, this amounts to asking the existence of a family
(ξj)0≤j such that ξj : Ej+1

T −→ Rn is Bj | B (Rn) -measurable such that

If |e| =∞, then ξj(e) = 0. On the set Tj ≤ T < Tj+1, one has ξ(ω) = ξj (ej (ω)) .
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• The first component of the solution of our backward systems (either in the Euclidean space or on a matrix
space) will consist of càdlàg processes X continuous except at jumping times. Such processes (taking
their values in some topological space E endowed with its Borel field B(E)) are described by a family of
Bj ⊗ B ([0, T ]) /B(E) -measurable functions xj such that xj (e, ·) is continuous on [0, T ] and constant on[
0,min

{
T, t|e|

}]
for all e ∈ Ej+1

T

If |e| =∞, then xj(e, ·) = 0. On the set Tj ≤ t < Tj+1, one has Xt (ω) = xj (ej (ω) , t) , for t ≤ T

• The second component will consist of predictable processes Z. They are described by a family of Bj ⊗
B ([0, T ])⊗ B(E)/B(E)-measurable functions zj such that

If |e| =∞, then zj(e, ·, ·) = 0.

On the set Tj < t ≤ Tj+1, one has Zt (ω, θ) = zj (ej (ω) , t, θ) , for t ≤ T, θ ∈ E.

• In this setting, the compensator becomes

q̂ (ω, dt, dθ) =
∑
j≥0

q̂j (ej(ω), dt, dθ)1Tj(ω)<t≤min{Tj+1(ω),T}

such that

If j ≥ J, then q̂j (e, dt, dθ) = δ∆(dθ)δ∞(dt). Otherwise,

q̂j (e, dt, dθ) := λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
1t|e|<∞,t|e|≤t≤T dt+ δ∆(dθ)δ∞(dt)1{t|e|<∞,t>T}∪{t|e|=∞}.

• The reader will also recall that the coefficients are set to 0 as soon as the cemetery state ∆ is reached.
Being predictable, one identifies A with a family of Bj ⊗B ([0, T ]) /B(Rn×n)-measurable functions Aj such
that

If |e| =∞, then Aj(e, ·) = 0.

On the set Tj < t ≤ Tj+1, one has At (ω) = Aj (ej (ω) , t) , for t ≤ T, θ ∈ E.

• Similar assertions hold true for B and C.

5.2 Structure Reduction to Deterministic Riccati Systems
Let us fix, for the time being M > 0 (we equally allow M = ∞). Inspired by [7] (and using the structure
elements described in Section 5.1), we introduce the following system of iterated deterministic (backward)
Riccati equations.

σJ (e, ·) = M−1In

σj (e, T ) = M−1In, for all j ≤ J − 1, e ∈ Ej+1
T

dσj (e, t) =

∫
E




[
σj (e, t)

(
C∗j (e, t, θ) + In

)
− σj+1 (e⊕ (t, θ) , t)

]
× [In + σj+1 (e⊕ (t, θ) , t)]

−1

× [(Cj (e, t, θ) + In)σj (e, t)− σj+1 (e⊕ (t, θ) , t)]

+ σj (e, t)− σj+1 (e⊕ (t, θ) , t)

 q̂j (e, dt, dθ)

+
[
Aj (e, t)σj (e, t) + σj (e, t)A∗j (e, t)−NBj (e, t)B∗j (e, t)

]
dt

for all j ≤ J − 1, e ∈ Ej+1
T and all t|e| ≤ t ≤ T,

(15)
such that

• for all j ≤ J , σj (e, ·) is positive definite if M <∞ (resp. positive semi-definite for M =∞);

• for all j ≤ J , σj (e, ·) is continuous on
[
t|e|, T

]
;

• for all j ≤ J , σj ∈ L∞
(
Ej+1
T ×

[
t|e|, T

]
;Sn+

)
(i.e. σj is Bj+1⊗B([0, T ]) | B

(
Sn+
)
-measurable and bounded

uniformly in e ∈ Ej+1
T ).

REMARK 5.1. The reader is kindly invited to note the following.

i. The solutions can be considered global on [0, T ] (instead of
[
t|e|, T

]
by setting the coefficients to be 0 prior

to t|e| and the solution to be constant on
[
0, t|e|

]
.
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ii. Since we have made the choice of setting to 0 the coefficients after the J-th jump, σJ (e, ·) = M−1In is
equivalent to σJ+1 (e, ·) = 0 and σJ solving the same kind of system (with q̂J a Dirac mass at ∞). This
contributes to coherence with the structural definition of càdlàg solutions.

iii. When M is allowed to vary, one should write σMj in the previous system (but the coefficients A,B,C keep
their independence).

iv. As we will see shortly after, generic equations appearing in (15) are (always) solvable provided that a
(correctly) measurable σj+1 is plugged in the equation at step j. Under the Assumption 4.4, measurability
of σj is always satisfied (as it only depends on the modes living in a discrete set and not on the jump times
themselves).

v. Adding infinite activity (number of jumps) can be dealt with in a similar way. The interested reader
can take a look a [7] (where both cases are presented and the non-explosion-like condition introduced).
We prefer to concentrate on this framework because it appears in gene networks (observed for a specified
duration) and it is easier to implement the structure equation (as a finite system of ODE).

Using the structure elements in Section 5.1, one gets (with the same proof as [7, Lemma 7]), the following.

PROPOSITION 5.2. For M > 0 (respectively M = ∞), the system (10) is (uniquely) solvable and takes
positive definite values (resp. positive semi-definite values) if and only if the family of (iterated deterministic
Riccati backward) equations (15) is (uniquely) solvable. In this case, the solution is given by

ΣMt (ω) = σj (ej(ω), t) , if Tj(ω) ≤ t < Tj+1(ω),

ΘM
t (ω, θ) = σj+1 (ej(ω)⊕ (t, θ) , t)− σj (ej(ω), t) , if Tj(ω) < t ≤ Tj+1(ω).

5.3 Solvability of Generic Equation Appearing in (15)

For j ≤ J − 1 and e ∈ Ej+1
T fixed, each equation of the system (15) is of the form{

dpt(σ) = pt(σ)ct(σ)pt(σ) + at(σ)pt(σ) + pt(σ)a∗t (σ)− bt(σ), for t|e| < t ≤ T,
pT (σ) = M−1In.

(16)

The matrix coefficients are explicitly computed by setting, for σ := σj+1 ∈ L∞
(
Ej+2
T × [0, T ] ;Sn+

)
,

at (σ) := Aj (e, t) +
1

2
In −

∫
E

σ (e⊕ (t, θ) , t) [In + σ (e⊕ (t, θ) , t)]
−1

[Cj (e, t, θ) + In]λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
;

bt (σ) := NBj (e, t)Bj (e, t)
∗

+

∫
E

σ (e⊕ (t, θ) , t) [In + σ (e⊕ (t, θ) , t)]
−1
λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
;

ct (σ) :=

∫
E

[
C∗j (e, t, θ) + In

]
[In + σ (e⊕ (t, θ) , t)]

−1
[Cj (e, t, θ) + In]λ

(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
.

(17)

(The reader will note that the coefficients can be considered on [0, T ] (e.g. Aj(e, t) = 0n if t < t|e| etc.) such
that pt = pmax{t,t|e|} in order to simplify notations).
We have the following result.

THEOREM 5.3. Let σ ∈ L∞
(
Ej+2
T × [0, T ] ;Sn+

)
be fixed.

1. The coefficients a(σ) ∈ L∞ ([0, T ] ;Rn×n), b(σ) ∈ L∞
(
[0, T ] ;Sn+

)
and c(σ) ∈ L∞

(
[0, T ] ;Sn+

)
and

‖at‖ (σ) ≤ ‖A‖∞ +
1

2
+ ‖λ‖∞ (‖C‖∞ + 1) , ‖bt‖ (σ) ≤ N ‖B‖2∞ + ‖λ‖∞ , ‖ct‖ (σ) ≤ (‖C‖∞ + 1)

2
. (18)

2. i. The equation (16) admits a positive semi-definite unique solution p(σ) ∈ L∞
(
[0, T ] ;Sn+

)
.

ii. The L∞ norm of p(σ) can be upper-bounded independently of σ and M ≥ 1.

iii. For M <∞ fixed, there exists a positive constant cM > 0 (independent of σ) such that pt(σ) ≥ cMIn,
for all t ∈ [0, T ].
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3. Let us consider η ∈ L∞
(
Ej+2
T × [0, T ] ;Sn+

)
and M ′ ∈ N ∪ {∞}. Moreover, we let p(η) be the solution

of the equation (16) associated to η such that pT (η) = (M ′)
−1
In and p(σ) be the solution of the equation

(16) associated to σ such that pT (σ) = M−1In. If η ≤ σ and M ≤M ′, then

pt(η) ≤ pt(σ), for all t|e| ≤ t ≤ T,

(inequalities are understood between matrices).

(To ensure better readability), the proof is postponed to Section 7.
As a consequence of the previous result, we get the following.

COROLLARY 5.4. 1. If the equation (10) admits a solution (for some M ∈ N ∪ {∞}), then the solution
is unique. This solution is uniformly upper-bounded and this upper-bound can be chosen independent of
M .

2. If the equation (10) admits a solution (for some M ∈ N), then ΣM and ΣM + ΘM (·) are positive definite
and uniformly lower-bounded (by some cMIn for some cM > 0).

3. Let us assume that the equation (10) admits a solution for every M ∈ N ∪ {∞}. Then the unique solu-
tion

(
ΣM ,ΘM

)
converges uniformly (in L∞ (Ω;D ([0, T ] ;Sn))×L∞ (Ω× [0, T ]× E, q;Sn)) to (Σ∞,Θ∞).

Moreover, the sequences
(
ΣM

)
M≥1

and
(
ΣM + ΘM

)
M≥1

are non-increasing.

4. We assume 4.4 to hold true. Then the equation (10) admits a unique solution for every M ∈ N ∪ {∞}.

Once again, the proof is postponed to Section 7. Although the arguments follow (rather) immediately from
the assertion of Theorem 5.3, we strive to provide our readers with the main elements.

REMARK 5.5. In practice, given a direction of interest ξ, to check if the system can be driven ε > 0-close to
this direction, one proceeds as follows.

1. Pick N and M large enough.

2. Solve the backward Riccati structure system (15) (leading to (Σ,Θ)).

3. Solve the (similar !) standard structure systems associated to (12) and (24) (leading to (η, ζ) resp. to Y ).

4. Check that your desired error ε does not exceed E
[∫ T

0

∫
E
〈(I + Σr + Θr(θ)) ζr(θ), ζr(θ)〉 q̂(drdθ)

]
.

5. If the error is acceptable with respect to ε (meaning that the direction is approximately reachable), then
the best control is u∗t := −NB∗t Yt.

6 Conclusion and Perspectives
In this paper we have given a controlled BSDE approach to the characterization of approximately reachable
directions for switched systems presenting a controlled piecewise linear structure. The main results in Theorem
4.3 indicate that the controls allowing to (almost optimally) approach feasible targets (by solving the approxi-
mated problems V N ) have an intrinsic non-Markovian structure (a fortiori, they cannot be expected to be in a
closed-loop form. Of course, for the initial problem with value function V , in general, the optimal control does
not exist as approximately reachable targets can be envisaged without requiring them to be exactly reachable).
While the characterization given in our paper allows dealing with gene networks with single reactants (trans-
lating in linear systems), this class is hardly sufficient to investigate real-life systems (translating in polynomial
dynamics). In a very early version, we have equally obtained some regularity properties for V (suppressed due
to their irrelevance for the mathematical arguments developed). Based on this regularity and versions of Peng’s
semigroup property for BSDEs, we hope to address the nonlinear case. This will provide an answer to general
accurateness of models of gene networks (see discussions on bi-stability in [8]).

7 Proofs of Results
We have gathered in this section the proofs of the previously stated results. Whenever the approach and the
results are rather classical (for example, in connection to standard deterministic Riccati systems), only the main
ingredients of the proofs are mentioned.
We begin with some elements of proof for the (rather standard) Proposition 3.2]. We have hinted the connection
between the dual of controllability operators and the BSDE (4). Further elements can be found in [15].
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Proof of Proposition 3.2. One simply notes that approximate terminal controllable to ξ is equivalent to the
closure of the range of the operator L in L2

(
Ω,F[0,T ],P;Rn

)
containing the range of the operator L′ : R →

L2
(
Ω,F[0,T ],P;Rn

)
given by L′(r) := rξ, for all r ∈ R. Equivalently, one can write the condition on the kernels

of the adjoint operators i.e. ker (L∗) ⊂ ker
(
(L′)

∗). The identification of this dual allows to complete the
proof.

We now turn to the structural equation (15) and the proof of Theorem 5.3. Most of the assertions follow
from the standard form of the generic equation (16) and, for such assertions, we only sketch the arguments.

Proof of Theorem 5.3. 1. The first assertion is a simple consequence of the Assumption 2.2. The reader will
note that these bounds do not depend on the iterations.

2.i. In order to prove the second assumption, let us simplify the notation by dropping the dependence on
σ. The reader is invited to note that c and b are positive semi-definite (by definition). Once the class
of coefficients established, the reader is invited to note that the equation (16) is now a standard one
(associated to deterministic LQ problems). We will only sketch the proof. Existence and uniqueness
of a solution follows from classical arguments on deterministic Riccati equations (e.g. [30, Chapter 6,
Corollary 2.10]) if ct � 0, for all 0 ≤ t ≤ T . Otherwise, one uses classic tricks by considering the penalized
coefficients ckt := ct + k−1In and the associated solution pk satisfying the equation{

dpkt = pkt c
k
t p
k
t + atp

k
t + pkt a

∗
t − bt, for t|e| < t ≤ T,

pkT = M−1In.

Then,

– the solutions pk are uniformly bounded from above by the solution of the Lyapunov equation (ob-
tained by merely taking ck = 0).

– the sequence
(
pk
)
k
∈ L∞

(
[0, T ] ;Sn+

)
is nondecreasing in k. This is obtained by writing down the

standard Riccati equation satisfied by pk − pk′ ;
– the conclusion follows by taking the limit as k ↑ ∞ in the integral form of the solution pk(

i.e. pkt = M−1In −
∫ T

t

(
pksc

k
sp
k
s + asp

k
s + pksa

∗
s − bs

)
ds

)
and invoking dominated convergence.

– The reader is invited to note that, for any integer M ≥ 1, the solution p is actually positive definite
(a glance at 2. iii. will actually provide the reader with the inverse of such matrices). The same kind
of arguments work for M = ∞ (i.e. when the final condition is pT = 0n) except, in this case, the
solution is only positive semi-definite.

2.ii. One only needs to note that all solutions pk are bounded from above by the solution of the Lyapunov
equation {

qT = In,

dqt = atqt + qta
∗
t − bt, for t|e| < t ≤ T.

which is uniformly bounded owing to Gronwall’s inequality and (18).

2.iii. Let us consider M > 0 (finite and) fixed. Then the inverse of the solution p(σ) given by equation (16)
satisfies {

dp−1
t (σ) = p−1

t (σ)bt(σ)p−1
t (σ)− a∗t (σ)p−1

t (σ)− p−1
t (σ)at(σ)− ct(σ), for t|e| < t ≤ T,

p−1
T (σ) = MIn.

Existence and uniqueness for the solution of such equations follow the same arguments in 2. i. Moreover,
owing to (18), it follows that p−1 is upper bounded by some c−1

M In (independent of σ but possibly depending
on M). Our assertion follows.

3. To prove the third assertion, let us begin with simplifying notation and set p1 := p(σ) and p2 := p(η).
Then d

(
p1 − p2

)
t

=
(
p1 − p2

)
t
ct(σ)

(
p1 − p2

)
t

+ ât
(
p1 − p2

)
t

+
(
p1 − p2

)
t
â∗t − ĉt, for t|e| ≤ t ≤ T,

d
(
p1 − p2

)
T

=
(
M−1 − (M ′)

−1
)
In.
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Here, ât = at(σ) + p2
t ct(σ) and

ĉt = p2
t [−ct(σ) + ct(η)] p2

t + [at(η)− at(σ)] p2
t + p2

t [at(η)− at(σ)]
∗

+ bt(σ)− bt(η).

We only need to prove that ĉt ≥ 0n and the conclusion will follow (the previous equation becomes a
standard Riccati one having a positive semi-definite solution).
Owing to (17), one gets

ĉt =− p2
t

[∫
E

[
C∗j (e, t, θ) + In

]
[In + σ (e⊕ (t, θ) , t)]

−1
[Cj (e, t, θ) + In]λ

(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)]
p2
t

+ p2
t

[∫
E

[
C∗j (e, t, θ) + In

]
[In + η (e⊕ (t, θ) , t)]

−1
[Cj (e, t, θ) + In]λ

(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)]
p2
t

+

∫
E

[In + σ (e⊕ (t, θ) , t)]
−1

[Cj (e, t, θ) + In]λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
p2
t

−
∫
E

[In + η (e⊕ (t, θ) , t)]
−1

[Cj (e, t, θ) + In]λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
p2
t

+

(∫
E

[In + σ (e⊕ (t, θ) , t)]
−1

[Cj (e, t, θ) + In]λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
p2
t

)∗
−
(∫

E

[In + η (e⊕ (t, θ) , t)]
−1

[Cj (e, t, θ) + In]λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
p2
t

)∗
−
∫
E

[In + σ (e⊕ (t, θ) , t)]
−1
λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
+

∫
E

[In + η (e⊕ (t, θ) , t)]
−1
λ
(
γ|e|, t

)
Q
(
γ|e|, t, dθ

)
.

(19)

By rewriting the terms and owing to the assumption (that η ≤ σ), one gets

ĉt ≥
∫
E


(
[Cj (e, t, θ) + In] p2

t − In
)∗

×
(

[In + η (e⊕ (t, θ) , t)]
−1 − [In + σ (e⊕ (t, θ) , t)]

−1
)

×
(
[Cj (e, t, θ) + In] p2

t − In
)
λ (γ|e|, t)Q (γ|e|, t, dθ) ≥ 0n. (20)

This completes our proof.

Finally, for Corollary 5.4 we give the following.

Sketch of the proof of Corollary 5.4. 1. Uniqueness in first assertion follows from Proposition 5.2 and the
uniqueness part in Theorem 5.3, assertion 2 i. by descending recurrence over j ≤ J . The (uniform)
upper-bounds are provided by Theorem 5.3, assertion 2 ii.

2. Owing to the representation of the solution in Proposition 5.2, both the solution ΣM and ΣM + ΘM (·)
can be represented as solutions to equations of form (16). Then, lower-bound follows from Theorem 5.3,
assertion 2. iii.

3. For the convergence, one proceeds as follows.

– If M ′ ≥ M , one proves by descending recurrence over j ≤ J and owing to Theorem 5.3 assertion 3.
that

σM
′
(e, ·) ≤ σM (e, ·) , for all e ∈ Ej+1

T .

– One deduces the existence of σ (e, ·) the (possibly discontinuous) limit as M ↑ ∞ of σM (e, ·). Iden-
tification of σ (e, ·) and σ∞ (e, ·) is done using the integral form of the solution and dominated
convergence. Domination is guaranteed by the first assertion in our Corollary (note that the uniform
in M upper-bound is valid both for ΣM and ΣM + ΘM (·)).

4. Assumption 4.4 is only needed in order to guarantee measurability of σj for j ≤ J − 1 (see last item
in Remark 5.1). Under this assumption, the (unique) solution is constructed by (descending) recurrence
(over j) by using Theorem 5.3 assertion 2. One concludes owing to the representation Proposition 5.2.

Having established the structural properties, we are now able to complete the proof of the reachability-linked
Theorem 4.3.
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Proof of Theorem 4.3. 1. To prove the first assertion, we begin with introducing the following (more standard)
backward stochastic differential equation.

dη̄Mr =

∫
E

ζ̄Mr (θ)q̃(drdθ) +Arη̄
M
r dr +

(
ΣMr C

∗
r (θ)−ΘM

r (θ)
) (
In + ΣMr + ΘM

r (θ)
)−1

Cr(θ)η̄
M
r q̂(drdθ)

−
∫
E

[
ΣMr C

∗
r (θ)−ΘM

r (θ)
] (
In + ΣMr + ΘM

r (θ)
)−1

ζ̄Mr (θ)q̂(drdθ), for all 0 ≤ r ≤ T ;

ηMT =− ξ.

(21)

It is then clear that, provided that existence and uniqueness for either solution holds true, one toggles between
the two equations by setting

(
η̄Mr , ζ̄

M
r (θ)

)
=
(
ηMr , Cr(θ)η

M
r +

(
In + ΣMr + ΘM

r (θ)
)
ζMr (θ)

)
. Keeping adequate

integrability is guaranteed by Corollary 5.4 and the assumption on the coefficients (Assumption 2.2).
Owing to Corollary 5.4 assertion 1. and to Assumption 2.2, it follows that the equation (21) is a standard linear
backward stochastic differential equation whose coefficients are (essentially) bounded. Existence and uniqueness
follow from standard arguments (e.g. [5, Theorem 3.4], see also [7] for further reduction to systems of ordinary
differential equations).
We now prove the remaining assertions. We proceed in several steps and begin with fixing (for the time being)
M ∈ N.
Step 0. (Control interpretation for the BSDE (6))
As it is often the case, the Z component in the equation (6) can be interpreted as a predictable control and the
solution X as a controlled, forward one by settingdX

x,u,Z
t =

(
AtXx,u,Zt +Btut

)
dt+

∫
E

(
Ct(θ)Xx,u,Zt + Zt(θ)

)
q̃(dt, dθ), 0 ≤ t ≤ T,

Xx,u,Z0 = x ∈ Rn.
(22)

Then, the value function V N is the infimum over such (x, u,Z) of the cost functional

JN (x, u,Z, T ) :=
1

N
E

[∫ T

0

‖ur‖2 dr

]
+ E

[∫ T

0

∫
E

‖Zr(θ)‖2 q̂(drdθ

]

computed for trajectories satisfying the final constraint Xx,u,ZT = ξ. The reader is invited to note that this
implies

V N (T, ξ) ≥

inf
x∈Rn,u∈U,Z∈L2(Ω×[0,T ]×E,P,q;Rn)

ME
∥∥∥Xx,u,ZT − ξ

∥∥∥2

+
1

N
E

[∫ T

0

‖ur‖2 dr

]
+ E

[∫ T

0

∫
E

∥∥ZT,ξ,ur (θ)
∥∥2
q̂(drdθ

]
.

(23)

Step 1. (Lower bound)
At this point, we consider, for x ∈ Rn, u ∈ U and Z ∈ L2 (Ω× [0, T ]× E,P, q;Rn) predictable fixed, the
following (forward stochastic differential system).

dYMr =
(
−A∗rYMr +N

(
ΣMr

)−1
BrB

∗
rY

M
r +

(
ΣMr

)−1
Brur

)
dr

∫
E



[(
ΣMr + ΘM

r (θ)
)−1 −

(
ΣMr

)−1
]
Zr(θ)

+
[(

ΣMr + ΘM
r (θ)

)−1 −
(
ΣMr

)−1 − C∗r (θ)
]
×

×
(
In + ΣMr + ΘM

r (θ)
)−1 [

Cr(θ)Σ
M
r −ΘM

r (θ)
]
YMr

+
[(

ΣMr + ΘM
r (θ)

)−1 −
(
ΣMr

)−1 − C∗r (θ)
]
ζMr (θ)


q̂(drdθ)

+

∫
E


(
ΣMr + ΘM

r (θ)
)−1 Zr(θ)

+
(
ΣMr + ΘM

r (θ)
)−1 [

Cr(θ)Σ
M
r −ΘM

r (θ)
]
YMr

+
[
I +

(
ΣMr + ΘM

r (θ)
)−1
]
ζMr (θ)

 q̃(drdθ),

YM0 =
(
ΣM0

)−1 (
X0 + ηM0

)
.

(24)

Existence and uniqueness of this solution is standard (the reader only needs to recall Corollary 5.4 assertion 2.
and Assumption 2.2). The reader may want to note (using, for example, Itô’s formula applied to ΣMr Y

M
r on

[0, t]) that
ΣMr Y

M
r = Xx,u,Zr + ηMr . (25)
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We emphasize (and this is even more obvious according to this last equality) that YM actually also depends on
x, u,Z. We have dropped this dependence in order to simplify the notations.
Step2. (Link with the optimization problem)
By applying Itô’s formula to the Euclidean product between Xx,uZr + ηMr and YMr on [0, T ], one establishes the
equality(

ME
∥∥∥Xx,u,Z

T − ξ
∥∥∥2

+
1

N
E

[∫ T

0

‖ur‖2 dr

]
+ E

[∫ T

0

∫
E

∥∥ZT,ξ,ur (θ)
∥∥2
q̂(drdθ

])
=E

[〈
YM0 , x+ ηM0

〉]
+E

∫ t

0

∫
E

∥∥∥∥∥∥∥∥
(
I +

(
ΣMr + ΘM

r (θ)
)−1
)−1

2 (
ΣMr + ΘM

r (θ)
)−1 (

Cr(θ)Σ
M
r −ΘM

r (θ)
)
YMr

+
(
I +

(
ΣMr + ΘM

r (θ)
)−1
) 1

2

ζMr +
(
I +

(
ΣMr + ΘM

r (θ)
)−1
) 1

2 ZT,ξ,ur (θ)

∥∥∥∥∥∥∥∥
2

q̂(drdθ)


+ E

[∫ T

0

∥∥∥∥√NB∗rYMr +
1√
n
ur

∥∥∥∥2

dr

]

+ E

[∫ T

0

∫
E

〈(
I + ΣMr + ΘM

r (θ)
)
ζMr (θ), ζMr (θ)

〉
q̂(drdθ)

]

(26)

As consequence, using (23), one gets the (announced) lower bound for the (penalized) cost function

V N (T, ξ) ≥ E

[∫ T

0

∫
E

〈(
I + ΣMr + ΘM

r (θ)
)
ζMr (θ), ζMr (θ)

〉
q̂(drdθ)

]
. (27)

Step 3. (Limit)
A simple glance at Corollary 5.4 assertion 3. shows that In + Σ∞ + Θ∞ ≤ In + ΣM + ΘM for every M ≥ 1. It
follows that

V N (T, ξ) ≥ E

[∫ T

0

∫
E

〈
(I + Σ∞r + Θ∞r (θ)) ζMr (θ), ζMr (θ)

〉
q̂(drdθ)

]
. (28)

Second, owing to Corollary 5.4 assertion 3. and the (uniform) upper-bounds in Corollary 5.4 assertion 1.,
respectively Assumption 2.2, it follows that the coefficients of the linear equation (12) written for M ∈ N i.e.(
ΣMr C

∗
r (θ)−ΘM

r (θ)
)
and

(
In + ΣMr + ΘM

r (θ)
)−1 converge in L∞ (Ω× [0, T ]× E,P, q̂;Rn) to those of equation

(12) with M = ∞. Using linearity and classical estimates for BSDE (e.g. [5, Corollary 3.6]), one establishes
the convergence of ζM to ζ∞ in L2 (Ω× [0, T ]× E,P, q;Rn). By allowing M →∞ in (28), one gets

V N (T, ξ) ≥ E

[∫ T

0

∫
E

〈(I + Σ∞r + Θ∞r (θ)) ζ∞r (θ), ζ∞r (θ)〉 q̂(drdθ)

]
.

Step 4. (Optimality)
The final task is to prove that the previous inequality is actually an equality. Starting from Y defined in (13)
(well-posedness following again from Corollary 5.4 assertion 1.), we set X := Σ∞Y − η∞. This process satisfies

dXt = (AtXt −NBtB∗t Yt) dt

+

∫
E

{
Ct(θ)Xt −

[
(In + Σ∞t + Θ∞t (θ))

−1
(Ct(θ)Σ

∞
t −Θ∞t (θ))Yt + ζ∞t (θ)

]}
q̃(dtdθ)

XT =ξ.

(29)

One deduces that X can be identified with XT,ξ,u∗ , for u∗r = −NB∗rYr. Moreover, it follows by uniqueness
that ZT,ξ,u

∗

t (θ) = −
(

(In + Σ∞t + Θ∞t (θ))
−1

(Ct(θ)Σ
∞
t −Θ∞t (θ))Yt + ζ∞t (θ)

)
. To compute the cost functional

JN (T, ξ, u∗), one notes that X0 + η∞0 = 0 = XT + η∞T . Then, by simply applying Itô’s formula to 〈Y,X + η∞〉
on [0, T ], one gets

JN (T, ξ, u∗) = E

[∫ T

0

∫
E

〈(I + Σ∞r + Θ∞r (θ)) ζ∞r (θ), ζ∞r (θ)〉 q̂(drdθ)

]
.

The proof of our result is now complete.
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