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Abstract 
While many governments are now committed to release Open Government Data under non-proprietary 
standardized formats, less attention has been given to the actual consequences of these standards 
for knowledge workers. Unpacking the history of three open data standards (CSV, GTFS, IATI), this 
paper shows what is actually happening when these standards are enacted in the work practices of 
bureaucracies. It is built on participant-observer enquiry and interviews focussed on the back rooms of 
open data, and looking specifi cally at the invisible work necessary to construct open datasets. It shows 
that the adoption of open standards is increasingly becoming an indicator of the advancement of open 
data programmes. Enacting open standards involves much more than simple technical operations, it 
operates a quiet and localised transformation of bureaucracies, in which the decisions of data workers 
have substantive consequences for how the open government data and transparency agendas are 
performed.

Keywords: Open Government Data; Open Standards; Enactment; Infrastructure Studies; Data 
Assemblages

Introduction

“It is time for science studies to investigate 
how data traverse personal, institutional, and 
disciplinary divides.” (Edwards et al., 2011)

The case for using open standards when diff using 
online data has been widely discussed for both 
scientifi c and government data (Borgman 2007; 
Robinson et al., 2009; Lathrop & Ruma, 2010). 

However, little attention has been given to the 
consequences of these standards for the workers 
involved in producing and disseminating open 
data, and for how standards shape the outcomes 
of data sharing eff orts, particularly in the open 
government domain. Even when standards are 
introduced into discussions, data is often treated 
as though it is already available and ready-to-
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use, with the actual work required to construct a 
standardised dataset remaining almost entirely 
invisible (Bowker, 2000). As the proactive release 
of government data is increasingly presented as a 
“superior” mode of delivering government trans-
parency (Birchall, 2014), it becomes vital to ask 
how data standards are involved in shaping gov-
ernment transparency? Behind the scenes, in the 
backrooms of open data (Goëta, 2014), what are 
the consequences of introducing standards for 
data workers and the actual organisation of gov-
ernment? What impact do decisions made during 
standardisation have upon the potential uses of 
open data? By understanding the challenges fac-
ing these invisible workers when working with 
emerging open data standards (Denis & Pontille, 
2012), and the way in which standards construct 
practices both inside and outside the state, we can 
gain a deeper understanding of how an empha-
sis on machine-readable data comes to structure 
ideas and experiences of  open government itself.

A growing subject in Science and Tech-
nology Studies (STS), data standards are prolif-
erating in the development of large information 
infrastructures while still remaining largely 
invisible and taken-for-granted (Star & Ruhleder, 
1996; Lampland & Star, 2009; Busch 2011). The 
numerous studies on open government data that 
have been conducted to date have largely over-
looked how standards shape datasets, what they 
exclude, and the supplementary burden they 
require to be implemented. Such an approach 
is crucial at this particular moment, as many of 
the standards for an emerging open data infra-
structures, embodied in data portals, policy 
pronouncements and common analysis and 
visualisation tools are currently being laid down. 
Rare studies have followed the information infra-
structure studies program (Bowker et al., 2010) to 
understand open government data (Davies, 2012, 
2013, 2014) but none has conducted an ethnog-
raphy of infrastructure (Star, 1999) to understand 
the implications of these standards in the daily 
practices of data workers, and the consequences 
of these standards for the goals of open govern-
ment. Situated in bureaucracies, our study aims at 
surfacing the invisible practical work (Suchman, 
1995) that supports the implementation of open 
standards for government data. 

In exploring emerging practices of open 
government data sharing, it is useful to step back 
to the experience of particular scientifi c commu-
nities over recent decades, where exchanging 
data has become a crucial matter and datasets 
are becoming an object of scientific produc-
tion in their own right (Bowker, 2000; Edwards et 
al., 2011; Strasser, 2012). As the data required to 
explore phenomena of interest grows beyond 
that which any individual researcher or group 
could collect, distributed scientifi c collaborations 
have needed to develop approaches to pool and 
share data, leading to the creation of vocabularies, 
schema and markup languages for representing 
and exchanging data (Zimmerman, 2007, 2008). 
However, these processes of standardisation are 
not straightforward or unproblematic. Informa-
tion infrastructures studies off er a rich framework 
within which to understand the hidden work 
going on in order to enable scientists to share 
data. Edwards (2010) uses the metaphor of “data 
friction” to describe the eff orts required to share 
data between people and organizations, and it 
is in response to this friction that many scientifi c 
data sharing infrastructures have been developed. 
Yet this does not necessarily imply that the goal 
sought should be “frictionless data” (Pollock, 
2013). Almklov (2008) fi nds that standardised data 
can be experienced by re-users as decontextual-
ised, and diffi  cult to extract meaning from. And 
several works have shown that metadata, even 
defi ned with shared and precise standards, do 
not lead scientists to reuse data seamlessly, as 
standards projects have often promised (Edwards 
et al., 2011; Millerand & Bowker, 2009; Zimmerman, 
2008). Recognising science as essentially an open-
ended and always unfi nished enterprise, Edwards 
et al. (2011) highlight the importance of consid-
ering “metadata-as-process”, and paying attention 
to the social negotiations that go on around data 
sharing in science, alongside the technical stand-
ardisation.

 Open Government Data (OGD) is in many ways 
a younger enterprise than that of open science 
(Fecher & Friesike, 2014). Since the late 2000s, 
government across the world have been adopting 
policies that call for the publication of govern-
ment held datasets online, in machine-readable 
forms, and for anyone to re-use without restric-
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tion (Yu & Robinson, 2012; Chignard, 2013; Kitchin, 
2014). Multiple drivers for this have been cited, 
from “unlocking” the re-use value of data the state 
has already paid for to increasing government 
effi  ciency, and delivering greater state transpar-
ency (Zuiderwijk et al., 2012; Zuiderwijk & Janssen, 
2014). As part of a transparency agenda, OGD 
has been discussed in relation to past regimes of 
reactive transparency, delivered through Right to 
Information (RTI) laws, which gave citizens a right 
to request documents from government (Fumega 
& Scrollini, 2011; Open Knowledge Foundation, 
2011). In RTI, transparency is associated with a 
clear transaction between a requestor and govern-
ment, but in OGD, as Peixoto (2013: 203) puts it, 
public actors can “characterize transparency as a 
unilateral act of disclosure”. For Peixoto (2013: 203), 
“transparency may be realized without third parties 
scrutinizing or engaging with the disclosed infor-
mation”, although transparency theorist David 
Heald quotes Larsson (1998: 40–2) to argue that 
“transparency extends beyond openness to embrace 
simplicity and comprehensibility. For example, it is 
possible for an organization to be open about its 
documents and procedures yet not be transparent 
to relevant audiences if the information is perceived 
as incoherent” (Heald, 2006). Within the discourse 
of OGD, that coherence has come to be defi ned 
in terms of machine-readability, and increasingly 
the adoption of common open standards. OGD 
advocates have moved from early calls for ‘raw 
data now’ (Pollock, 2007; Berners-Lee, 2009), to 
argue for the adoption of open standards for data 
publication. Increasingly, eff orts have looked to 
assess the success of open data initiatives with 
reference to these standards (Cabinet Offi  ce, 2013; 
Atz et al., 2015). Thus, as in scientifi c collabora-
tions, OGD initiatives are turning towards the 
construction of new data infrastructures, shaped 
by the development and deployment of data 
standards. 

Our aim here is thus to understand what is 
happening when these data standards are actually 
enacted (Law & Mol, 2008; Millerand & Bowker, 
2009) in the work practices of government bureau-
cracies, and how this impacts upon the construc-
tion of state transparency as a component of open 
government. This paper is built on ethnographi-
cally informed participant-observer enquiry in the 

back rooms of open data: developed iteratively to 
look at three cases of open data standardisation: 
from the structuring of diverse data elements to 
fi t with the requirements of a fi le format specifi ca-
tion, through to the mapping of data from internal 
systems to a rich semantic standard. For each case, 
we attempt to operate an infrastructural inversion 
(Bowker, 1994; Bowker & Star, 2000) by looking 
fi rst at the historical development of particular 
standards, the work practices that go along with 
aligning them, the organizational arrangements 
they create and the way they shape the data the 
public have access to, and how it can be used. 
Prior to introducing these standards, we fi rst take 
a broader look at the role that discourses of stand-
ardisation have played in the OGD movement. 

Policy and Principles of Open 
Government Data: Machine-
Readability and Open Standards 
The Open Government Data movement claims 
that the proactive publication of the datasets 
owned by public administration can lead to a 
new wave of innovation in the use of government 
data, bringing about a renewal of transparency 
and a transformation of administrative practices 
(Janssen et al., 2012). Following the launch in 2009 
of the US Data.gov portal, many countries have 
established policy requirements and legal frame-
works for open data, leading to the creation of 
hundreds of data portals hosting and providing 
meta-data on a vast spectrum of datasets, pro-
vided by national governments, municipalities, 
international institutions and even some corpora-
tions (Web Foundation, 2014). In 2012, G8 member 
countries signed up to the G8 Open Data Charter, 
committing to the idea that government data 
should be ‘open by default’, and including in an 
Annexe a list of the kinds of data, from cadastral 
registers to national budgets, that governments 
should share (G8, 2013). The G8 Charter has been 
followed by an International Open Data Char-
ter (2015), which introduces a principle of data 
‘interoperability’, and which, through its techni-
cal working group, has been exploring how to 
recommend data standards for governments to 
adopt. Within the Open Government Partnership, 
a voluntary association of over 60 countries com-
mitting to increase the availability of information 
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about government activities, supporting civic par-
ticipation and improve accountability, action plan 
commitments to open data have been amongst 
the most common (Khan & Foti, 2015). 

Since the fi rst articulation of common principles 
for OGD in Sebastopol in 2007 when well-know 
digital activists such as Lawrence Lessig, Tim 
O’Reilly, and Aaron Swartz gathered and set out 
eight key criteria for government data openness, 
machine readability and open standards have 
become core claims of the OGD movements. 
According to these principles, datasets should 
be provided in “machine-processable” and “non-
proprietary” formats (5th and 7th principles). 
The Sunlight Foundation’s (2010) extended “Ten 
Principles for Open Government Data” place a 
particular emphasis on the use of “commonly 
owned” standards, highlighting the importance 
of standards being freely accessible and fully 
documented to facilitate their use (Levien, 1998; 
Russell, 2014), and pointing as well to the process 
of control over the revision of standards, which, 
open standards advocates argue, should take 
place through a predictable, participatory, and 
meritocratic system (Open Stand, 2012).

This emphasis on machine-readability and 
open standards can be understood as a reaction 
against the common publication of government 
data either in formats such as PDF which present 
the layout of data, but which frustrate easy digital 
access to the underlying fi elds and fi gures, and 
the use of file formats that are protected by 
patents and intellectual property rights, meaning 
that to read the fi les requires either proprietary 
software, or paying license fees for the right and 
resources to decode and manipulate the data. It is 
also motivated by a desire to have data fi les which 
can be accessed and manipulated in as wide a 
range of tools as possible, such that even de-jure 
non-proprietary formats tend to be considered 
as de-facto closed by developers if established 
tooling for working with these formats cannot 
be easily found across a wide range of program-
ming languages and software packages. However, 
many of the OGD portals in operation around the 
world still predominantly provide access to fi les 
which fail to meet key defi nitions of machine-
readability, and, even if they do, which fail to make 
use of common standards (Murillo, 2014; Web 

Foundation, 2015), leading to redoubled eff orts to 
promote ‘best practices’ for data publication (W3C, 
2015). Furthermore, advocates have also been 
concerned with how data is represented when it is 
published using machine-readable open formats, 
looking to also see use of common schemas that 
defi ne the kinds of fi elds and values that would be 
considered valid in a particular kind of data, and 
which tools reading that data should be able to 
understand. 

Using open standards in releasing govern-
ment data is now more than a mere principle: it 
is progressively being required by regulations 
brought in to implement OGD policies. In 2013, 
President Obama released a memo, which states 
that government information must be released 
under open and machine-readable standards 
(Obama, 2013). Agencies are required reporting 
progress on the implementation of open 
standards 180 days after the memo. The US DATA 
Act (2014) requires the creation of a common 
data schema for the exchange of budget infor-
mation, and the UK Local Government Transpar-
ency Code (DCLG, 2014) is accompanied by strong 
guidance about the fi elds that should be used for 
the disclosure of 14 priority datasets (LGA, 2015). 
Efforts like the International Aid Transparency 
Initiative, Open Contracting Data Standard and 
Budget Data Standard are all working to articulate 
specifi c standards for open data publication as 
part of wider political processes seeking to secure 
sustained information and data disclosure.  

However, whilst advocacy for OGD has focussed 
on ‘big tent’ arguments suggesting that the 
provision of open data brings multiple benefi ts 
to a diverse range of stakeholders (Weinstein & 
Goldstein, 2012), critics have presented the open 
data movement as a tool for marketisation of 
public services (Bates, 2012) and as the co-option 
of otherwise radical transparency and civic-tech-
nology activism (Bates, 2013). Practitioners in 
developing country have questioned  the assump-
tions built into standards promoted as global 
norms. And current practices around open data 
have also led to concerns that it will “empower the 
empowered” (Gurstein, 2011) and thus engender 
regimes of information injustice (Johnson, 2013). 
Central to this literature is the argument that the 
open data movement has been defi ned mostly by 
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technical considerations, overlooking the political 
dimensions of the process (Yu & Robinson, 2012; 
Morozov, 2013) and presuming that the mere 
provision of data would automatically empower 
citizens (Gurstein, 2011; McLean, 2011; Donovan, 
2012). In particular, Yu and Robinson (2012: 196) 
denounce the idea that technical criteria, such 
as the use of open standards in the release of 
datasets, should be enough to satisfy calls for 
transparency, writing that: “An electronic release of 
the propaganda statements made by North Korea’s 
political leadership, for example, might satisfy all 
eight of these requirements [Sebastopol principles 
on Open Government Data], and might not tend to 
promote any additional transparency or accounta-
bility on the part of the notoriously closed and unac-
countable regime”. To these critiques we might 
also add lessons from science data sharing, to the 
eff ect that data standards rarely produce inter-
operability or interpretability of datasets. Thus 
any emphasis on machine-readability opens up 
important conversations about the decisions that 
are made in constructing data concerning which 
stakeholders will have their needs prioritised, and 
how the costs and benefi ts of adopting standards 
end up being distributed. 

Yet, these critiques noted, the provision of 
government data under open standards has 
become a major demand of open data activists. 
This demand follows a larger history: the Internet 
protocols were shaped by a discourse on 
‘openness’ of standards. This rhetoric has found a 
place in a wide variety of movements, asking for 
software code, hardware, academic publications 
or governments to be ‘opened’ to the public by 
sharing their foundational components (Russell, 
2014). However, the demand for ‘openness’ in 
standards was not driven only by rhetoric. Open 
data activists consider that the use of standards 
facilitates the reuse of data, and gives more 
specifi c meaning to demands for machine-read-
ability. But what do these standards and specifi -
cations contain? How do they, in practice, ensure 
or enhance the machine-readability of data? And 
how does standardised machine-readable data 
diff er from alternative ways data might be shared, 
shaping in the process who is engaged in open 
data re-use activity? To address these questions 
we look in detail at the histories and contempo-

rary implementation of three major standards, 
used at diff erent levels for opening government 
data, to understand how they shape both the 
machine-readability of data, and how they aff ect 
wider practices of governmental transparency. 

Framework and Methods
Mirroring a common trend in STS research of 
scholars “‘intervening’ while studying science and 
technology phenomena” (Karasti et. al., 2016: 4) we 
enter this fi eld as both practitioners and research-
ers: involved in initiatives to support open data 
publication and use practices, whilst also engaged 
in the scholarly critical study of open data and 
open government phenomena. Responding to 
growing discourse on machine-readability and 
standardisation in the open data fi eld, we sought 
to identify a series of applications of open data 
standards in practice, and to apply methods of 
“infrastructural inversion” to look beyond the sur-
face narratives, and to explore otherwise invisible 
and ignored work involved in making datasets 
available as open data. 

Three open government data standards are 
covered by this paper. The fi rst is the CSV (Comma 
Separated Value) format, which is a general 
format, used often for tabular or spreadsheet 
data. The second is specifi c to the transit fi eld: 
the GTFS (General Transit Format Specifi cation), 
off ering a schema for transport timetables. The 
third is the IATI Standard, generated as part of the 
International Aid Transparency Initiative (IATI), 
and presenting a schema for detailed disclosure 
of aid fl ows. The development of these cases was 
an iterative process, combining initially inde-
pendent work from the two authors into a cross-
case analysis to draw out key themes and a deeper 
understanding of the common and divergent 
labour and impacts implicated in the production 
of open data according to diff erent standards. 

The cases each contribute to understanding 
diff erent aspects of standardisation. Whilst the 
broad label ‘open data standards’ is commonly 
used to refer to a wide range of different 
technical artefacts, we note a distinction between 
standards as fi le formats that enable the exchange 
of data between systems, without being directly 
concerned with the semantic contents of the fi le 
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and standards as schema, which are concerned 
with describing the fi elds and data structures a fi le 
should contain, seeking to enable the exchange 
of the meaning of the data as well as the data 
itself. Both formats and schema, at their respec-
tive levels, can be used to perform the technical 
validation of a data fi le: determining whether it 
is structured and encoded according to the fi le 
formats specifi cation, and whether it meets vali-
dation rules set out within the schema. Although 
specifying the fi elds and entities a particular kind 
of dataset should contain can be done in the 
abstract, in practice, many schemas are directly 
related to particular file formats. For example, 
the GTFS schema assumes a CSV fi le format, and 
IATI is based upon XML. From an infrastructural 
perspective, schema then builds upon the “inertia 
of the installed base” (Star & Ruhleder, 1996: 113) 
provided by their chosen fi le formats, incorpo-
rating many of the aff ordances and constraints 
that those formats provide. 

Data collection itself took place between 
2013 and 2015, through a series of interviews 
and participant-observation activities with ‘data 
workers’. We use the term data worker to capture 
a wide range of roles within government institu-
tions and their associated agencies. For many of 
our interviewees, their formal job title was not data 
related, yet their role has come to involve work in 
managing or directly producing open datasets. 
For the CSV and GTFS cases, an initial series of 
interviews were conducted with project managers 
in charge of executing an open data policies. They 
were asked with whom they collaborated for the 
project to identify the second series of interviews, 
data producers who have released files in an 
open data portal. These in-depth interviews were 
conducted in four French local administrations 
and in an international institution, each of which 
had launched some form of open data portal. 
Following an initial round of analysis drawing out 
the relationship between fi le formats and data 
schema, we introduced a further case drawing 
on participant-observation and interviews with 
participants involved in the development and 
implementation of the International Aid Trans-
parency Initiative (IATI), seeking to explore how 
far fi ndings from the earlier cases applied outside 
the French context, and with a diff erent base fi le 

format from CSV. Throughout our enquiry we have 
complemented interview data with examination 
of data artefacts created in the cases, direct obser-
vations of project meetings, document analysis, 
and an examination of the wider literature related 
to each of the standards we study.

In the analysis that follows, we start our infra-
structural inversion by critically examining the 
history and institutional context of each standard, 
and how they have been adopted or promoted 
within the open data and open government fi eld. 
We then turn to a synthesis of our empirical data 
to look at how a number of themes emerging 
from the research play out across each standard. 

Three Standards and Their Stories

Comma-Separated Value
In a nutshell, CSV stands for Comma Separated 
Values and designates a file format for storing 
numbers and text in plain-text forms. The for-
mat itself is agnostic as to what content the fi les 
should contain. It consists of plain text with any 
number of records, separated by line breaks. In 
each record, there are fi elds, which are separated 
by a character, usually a comma or a tab. All CSV 
fi les can be opened in a text editor or a browser, 
but the data will not be represented as a spread-
sheet but rather as simple text. As both humans 
and machines can read these fi les as easily as text, 
they are possible to deal in absence of complete 
documentation. The CSV format predates per-
sonal computers: it has been used since 1967 at 
least by the IBM programming language Fortran, 
and has been implemented in virtually all spread-
sheet software, and in many data management 
systems. CSV, easy to work with in most program-
ming languages, makes possible to process data 
through a simple two-dimensional array of values. 
In particular, CSV is used for exchanging tabular 
data between programs and systems. 

Although open data activists praise it as a 
robust standard (Pollock, 2013), only recently have 
eff orts been made to formally standardize CSV. In 
2005, Yakov Shafranovich, a software engineer, 
proposed a Request for Comments (RFC) to the 
Internet Engineering Task Force (IETF), an organi-
zation that develops and promotes the use of 
open standards on the Internet. Although it is 
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now categorized as “Informational” by the IETF, 
RFC 4180 is generally referenced as the de facto 
standard for the format of a CSV fi le. In particular, 
it specifies that the first line should include a 
header defi ning each fi elds, that any fi eld should 
be quoted with double quotes and that all rows 
should contain the same numbers of fields. 
However, the RFC leaves a number of important 
issues unspecifi ed, which limits the use of CSV 
for certain users on two particular aspects. First, 
valid character sets are not defi ned, but the RFC 
suggest using the ASCII characters set, a standard 
known for favouring English-speaking users, 
rather than the more comprehensive Unicode 
(Palme & Pargman, 2009). Second, CSV does not 
specify how to represent particular kinds of values, 
such as decimal numbers and dates, even though 
some countries like France use a comma as 
decimal separator, and countries vary in the date 
format they use, risking substantial ambiguity in 
how data entries such as ‘11/02/2015’, for example, 
should be interpreted. 

Further eff orts to standardize CSV are ongoing. 
In particular the W3C (World Wide Web Consor-
tium) has initiated a working group on CSV based 
on the observation that “ a large percentage of 
the data published on the Web is tabular data, 
commonly published as comma separated values 
(CSV) fi les” (W3C, 2013). The working group was 
constituted as part of the W3C advocacy for OGD, 
promoted in particular by its founder Tim Berners-
Lee. It is built out of the fact that the format “is 
resisted by some publishers because CSV is a much 
less rich format that can’t express important detail 
that the publishers want to express, such as anno-
tations, the meaning of identifi er codes etc.” (W3C, 
2013). The ongoing research of the working 
group will lead to standard metadata that aims to 
support the automatic interpretation of CSV fi les 
on the web, supporting tools to work around the 
ambiguities of the format: even if CSV fi les them-
selves do not become completely standardized. 

Many Open Government Data activists praise 
CSV for its simplicity and its machine-readability, 
but they also indicate its limits. Tim Berners-Lee 
(2010) defi ned a 5-star grading system in which 
publishing data in CSV with an open license 
warrants a 3-star grade. The website 5stardata.
info1 indicates that to publish to CSV format “you 

might need converters or plug-ins to export the data 
from the proprietary format”. The Open Knowledge 
Foundation (2013) considers it as the “most simple 
possible structured format for data […] remaining 
readable by both machines and humans” but high-
lights it is “not good for data where structure is not 
especially tabular”. More recently, the Open Data 
Institute (2014), also co-founded by Tim Berners-
Lee, has declared that 2014 was the “year of the 
CSV”. It declared that it is “a basic data format that’s 
widely used and deployed […] but it is also the cause 
of a lot of pain because of inconsistencies in how it is 
created: CSVs generated from standard spreadsheets 
and databases as a matter of course use variable 
encodings, variable quoting of special characters, 
and variable line endings.” The organization has 
published a tool called “CSVLint”2 which tests if a 
CSV fi le is “readable” according to a series of rules, 
enforcing a set of rules for what a CSV fi le actually 
should be, drawing on, but going beyond, the 
basic RFC specifi cation. The tool is based on the 
observation that “CSV looks easy, but it can be hard 
to make a CSV fi le that other people can read easily”. 

On a practical basis, the limited standardization 
of CSV means that opening a fi le in this format can 
require the user to understand the complexities of 
encoding data. When opening a CSV fi le in most 
spreadsheet software, a box will often open, asking 
the user to specify which encoding character set is 
used in the fi le, as well as the separator character 
which delimits fi elds, and the decimal separator. 
By default, most spreadsheet software will follow 
the RFC guidelines but in many situations, users 
will have to manually change the parameters so 
that the data is displayed as a regular spreadsheet 
with properly delimited fi elds. Users commonly 
accessing data produced on systems with other 
localisation settings from their own (e.g. in other 
countries/language communities) are more likely 
to encounter such prompts. This box adds frictions 
for the general public in order to use CSV fi les. 
While it allows a level of widespread compatibility 
across the software tools used by developers, it 
increases practically the complexity of using this 
format for the everyday task of viewing data in a 
spreadsheet, and leads to diff erent experiences 
depending on the user’s locality and language.
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General Transit Feed Specifi cation 
GTFS (General Transit Feed Specifi cation) provides 
a schema for public transportation schedules 
oriented towards facilitating the reuse of transit 
information by software developers. The need for 
a common standard was driven by the increas-
ing use by commuters of their phones to plan 
their trips, as well as the success of online digital 
maps such as Google Maps and OpenStreetMap. 
Each GTFS “feed” is composed of a series of CSV 
fi les compressed in a single ZIP archive. Each fi le 
details one aspect of transit information: transit 
agency, stops, routes, trips, stop times, calendar, 
special dates, and information on fares or possi-
ble transfers. Not all the fi les are mandatory but 
the specification requires specific and detailed 
fi elds, which should not vary between published 
fi les. In contrary to CSV as a standard format, as 
a standard schema GTFS specifies much more 
than just the encoding or the layout of the data: it 
requires transit agencies to transform their data to 
common structures and to adopt common terms 
and categories. While both standards tend to ease 
interoperability of datasets, GTFS requires transit 
agencies engage in a process of commensuration, 
adapting their data against shared metrics (Espe-
land & Stevens, 1998). This process demands con-
siderable resources, and excludes many aspects of 
reality rendered by the standard as “incommensu-
rable”. For example, whilst it may be possible to 
describe the type of bus running a route within 
an arbitrary CSV fi le, within the GTFS schema such 
additional non-standard columns would be ruled 
invalid, and eff ectively meaningless. 

The GTFS standard itself was initially developed 
by a software engineer from Google, Chris 
Harrelson, in reply to a request from an IT manager 
of Trimet, the transit agency for the US city of 
Portland. Harrelson was working on the current 
Google Transit project, which included public 
transit timetables in Google Maps. It appears 
that, through this collaboration with Trimet, the 
standard closely resembled the data feeds they 
already had in use. Had the initial collaboration 
taken place with another locality, it is possible 
to imagine that GTFS would have looked quite 
diff erent. After Portland, more than 400 transit 
operators have now implemented GTFS and 
publish their data feed with this standard, making 

GTFS the most widely used open data standard 
for exchanging transit data. It is published freely 
with an open source license, and along with the 
tools necessary to validate a GTFS feed. Google 
has dropped its brand from the name of the 
standard but remains active in its development 
and continues to extend the number of transit 
feeds usable in Google Maps. 

International Aid Transparency Initiative
The International Aid Transparency Initiative (IATI) 
was launched in 2008 to develop a common 
approach for aid donors to share information on 
their projects, budgets and spending. Following 
wide ranging consultations with aid donor and 
recipient countries, the project adopted an open 
data approach, based on the eXtensible Markup 
Language (XML) data format in 2011, publishing 
detailed schemas to set out what information 
should be shared about aid projects and how 
that information should be represented. Whilst it 
was initially developed to meet the needs of gov-
ernment aid donors and recipients, the standard 
is now used by over 400 organisations, includ-
ing an increasing number of Non-Governmental 
Organisations. 

Unlike CSV (and GTFS), which use a tabular 
(two-dimensional) data model, the XML format 
represents data using a tree structure, where 
data elements can be nested inside other data 
elements. It also has a range of in-built mecha-
nisms for validating data, defi ning value types 
(e.g. date, number etc.), and standardising how 
multilingual data should be represented. The XML 
format was developed by a working group at the 
W3C between 1996 and 1998, and has since gone 
through a number of iterations. It is derived from 
Standardised General Markup Language, which 
has its roots in the mid-1980s, and itself descends 
from IBM’s Generalised Markup Language (GML), 
which goes back to the 1960s. The particular inno-
vations of XML include better handling of diff erent 
character encodings (important for exchange of 
data containing multiple languages), and new 
approaches to checking the ‘well-formedness’ of 
documents as well as their validity against some 
defi ned meta-level schemas (Flynn, 2014). 

At the core of IATI is a standard for representing 
records on individual aid activities. These ‘iati-
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activity’ elements can contain project descrip-
tions and classifi cations, data on project location, 
budget information, and detailed transaction 
level reporting of commitments and spending. 
The standard also allows each activity element to 
include details of project results, and associated 
documents. Few elements are made mandatory 
by the XML schema of the standard, although 
many are important to have for detailed and 
forward-looking information on aid. The standard 
also provides an extensive range of code lists for 
the classifi cation of activities, some drawn from 
existing recognised code lists, and others created 
specifi cally for, and maintained by, IATI.   

In common with many data standards, few 
aspects of the IATI are completely new. Rather, 
it was assembled from past precedent, seeking 
to fi nd a common ground between the existing 
systems of major aid donors such that it could be 
at least minimally populated by data already held. 
The idea of standardised aid information exchange 
has a long history. Whilst the OECD’s Development 
Assistance Committee Creditor Reporting System 
(DAC CRS), based on survey data collection of 
headline statistics from member governments, 
has been in place since the 1960s, it was in the 
late 1980s and early 90s that eff orts for standard-
ised digital exchange of detailed ongoing project 
information emerged. The Common Exchange 
Format for Development Activity Information 
(CEFDA), a disk-based exchange system, coming 
before widespread Internet adoption, was the fi rst 
eff ort in this direction, although it ultimate saw 
limited uptake. However, it’s fi eld defi nitions infl u-
enced the creation of International Development 
Markup Language (IDML) in 2001 (Hüsemann, 
2001), a format primarily developed to feed data 
into the Accessible Information on Aid Activi-
ties (AiDA) database developed by Development 
Gateway (initially a World Bank project). IDML 
and AiDA in turn influenced the development 
of IATI, both as donors rejected the idea of ‘yet-
another-database’, opting instead for an approach 
premised on the distributed publication of inter-
operable data, and as the XML experience of IDML 
was available to draw upon in building up an IATI 
standard. 

The ‘extensible’ aspect of XML can also be put 
to use in IATI, as it allows valid data to embed 
new fi elds within the existing structure, declaring 
alternative ‘namespaces’ for this data outside of 
the formal standard. The intent in the IATI case is 
that this could support de-facto standardisation 
between small groups of data publishers, without 
requiring the full process of changing the standard 
to accommodate use-cases only of concern to a 
small community of users. However, in practice 
most extensions to the standard have taken place 
through the regular revision process, with, for 
example, more detailed fi elds for geocoding the 
location of aid projects recently introduced. 

Whilst XML is well suited for exchange of struc-
tured data between machines, it can be complex 
to work with in web applications, and tools exist to 
help users who are more familiar with tabular data 
to open and manipulate XML. As a result, IATI has 
also seen a degree of tool building and secondary 
standardisation take place, designed to convert 
the IATI XML data into other formats optimised 
for diff erent users. A ‘data store’ has been created 
which aggregates together known IATI XML fi les, 
and then provides various possible CSV rendering 
of these (each having to choose which elements 
from the tree-structure of the data to treat as the 
rows in the fi le, choosing, for example, between 
one ‘activity’ or one ‘transaction’ per row), and 
which also offers a JSON (JavaScript Object 
Notation) format, targeted at web application 
developers. Each of these alternative formats is 
in some way ‘lossy’, containing less information 
than the XML. Yet, in practice these alternative 
mediated presentations of the data become the 
forms that most users are likely to encounter and 
work with.

Whilst open data standards may often be 
presented as simple technical artefacts that can be 
transparency applied to existing datasets, and as a 
relatively new feature of the open data landscape, 
these sketches illustrate the long history of even 
the ‘simplest’ of standards, and point towards the 
embedded politics, aff ordances and limitations of 
each. We turn then to look at how these standards 
collide with the work practices of those respon-
sible for making open data available.
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The Transformation of Practice: 
Standards and Data Workers
The use of open standards requires data workers 
to transform their datasets and to adjust to the 
standards. This intensive work, led by data pro-
ducers and open data project managers before 
opening the data, is rarely measured in advance 
and is often hidden in the back rooms of open 
data (Goëta, 2014). As their adoption can require 
major transformations of pre-existing datasets, 
standards may increase the complexity of releas-
ing machine-readable and re-usable data. Yet, 
they can also explicitly or implicitly encode knowl-
edge about how to increase the accessibility of 
data to a particular community of users. 

In order to make a usable CSV dataset, data 
workers frequently make deep modifications 
to the original files held by government. The 
complexity of this transformation is well illus-
trated by an internal document made by the 
region Ile-de-France, latter published online as 
the general guideline of relevance to other organi-
sations releasing open data in CSV format. Entitled 
“Open data: good practices using Excel”3, it aims 
to help data workers publish data in the region’s 
open data portal. The portal policies require 
data to be published in CSV format, and encour-
ages the geocoding of data entries. Among the 
recommendations it provides, more than half are 
directly driven by the specifi cations of the CSV 
format. The document asks data workers to fi t to 
the standard, as many aspects of their datasets 
will simply disappear when changing the format:  

“One sheet=one dataset”: CSV does not support 
multiple sheets;
“No information should be transmitted by 
using color—> in CSV format, these data will be 
suppressed!”
“No merged cells”
“Beware with hidden lines!—> they will display in 
CSV.”

Besides, the document asks data producers to 
reorganize the structure of the datasets to fi t the 
RFC specifi cations of a CSV fi le which is in use in 
the region’s open data portal: 

“Column headers on the fi rst lines (=columns titles)”;
“No empty cells on columns titles”; 
“Avoid empty lines or columns”; 
“Warning with ‘orphan’ data” designating fi elds, 
which are outside of a table and will not display 
properly in the portal. 

These requirements imply a major transformation 
of datasets in order to fi t it to the CSV standard. 
The files that officials are being asked to make 
available under OGD policies were generally not 
originally produced to be released outside the 
organization in another format. In the organisa-
tions we have studied, it is not the data produc-
ers (the subject matter specialists working in the 
policy areas the data describes) who carry the 
work of transforming the data to adapt to the 
CSV format. Instead, open data project managers, 
whose mission is to actually open the data, take 
charge of modifying the datasets to fi t them into 
the required formats and standards. In our CSV 
case, these project managers, originally hired to 
develop a data portal and foster reuse of the data, 
have become data managers, directly involved 
with ensuring the compatibility of specifi c gov-
ernment datasets with open standards, and 
interposed between the domain-expert data pro-
ducers, and the public who access the open data 
produced. As one explained:

 
“Project manager: When we receive an Excel fi le, we 
open it and there are basic stuff  such as merged cells, 
[information in] bold, color…
Interviewer: Do you remove it? 
Project manager: Yes, anyway if you want to pass it 
in CSV, all of a sudden everything disappear and the 
thing is that for certain fi les the guys they put color 
on it although in CSV there is no color. So you have to 
create other columns. 
Interviewer: And how do you do in these cases? 
Project manager: Well, you do it manually.”

(Open data project manager, local authority, France) 
 

Information erased by the standard has to be 
rebuilt by the open data project manager who 
translates this information into a structure that 
passes the fi lters of the format or schema. 

Creating a GTFS feed also requires intensive 
work, and a worker to undertake it. Within the 
organisations we surveyed, transit timetables 
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are contained in numerous information systems 
and knowledge about their inner working is 
spread throughout the division of the organi-
sation. Database managers, existing profes-
sionals responsible for various data systems in 
the organisations, needed to undertake complex 
work explorating the databases to work out how 
to actually open their transit timetable data. The 
exploration is made even more challenging when 
the data has been released following an externally 
imposed standard. For GTFS, database managers 
have to dig throughout the organisation to create 
a proper feed. One interviewee reported how:

“For building our fi rst GTFS feed, we released it with 
the means available because everyone was not ready 
in the organisation to publish bus data. So it missed, 
by the time, around 10% of the stops in the feed. It did 
not have all the schedules and so, with the feedback 
from developers, it helped us enhance internally the 
chain to generate a dataset, to enhance the methods 
upstream, which create the stops in the diff erent 
software. After around four or fi ve months of work, 
we actually succeeded in releasing a dataset, which 
is actually clean and could be used as such by the 
developers. […]” 

(Database manager, transit organisation)

In this case, it took over four months in this case 
to create a proper GTFS feed, which contained all 
the bus stops. A long cry from ‘raw data now’. Not 
only did the GTFS standard require a combination 
of diff erent databases, but the making of the GTFS 
feed also required organizational work to align 
data production between the diff erent data pro-
ducers. Rather than making a pre-existing dataset 
transparent, the standard demanded the creation 
of new infrastructural confi gurations, and resulted 
in a new dataset, and a new view on government 
transit activities that had been unavailable before.

The introduction of the standard and produc-
tion of externally facing data also surfaced weak-
nesses in existing internal processes. The same 
database manager reflecting on data errors 
describes how:

 

“Sometimes it was a mistake by the system so we fi xed 
it. And sometimes it was just a lack of communication 
between departments. For instance, we fi gured 
out that when a stop changed name, there was 
not always communication from the person who 
changed the name. […]”

(Database manager, transit organisation)

As a result, short-term process fixes have been 
documented, and new practices introduced such 
as asking everyone changing a bus stop name to 
e-mails across the organisation to get other sys-
tems updated. Longer term, however, the external 
data standard holds a mirror up to the internal 
infrastructure, and invites consideration of wider 
changes. As the database manager reported:

“Nowadays, to create a GTFS feed, we mix around 6 
or 7 databases. Now it works but we still depend that 
all the databases are up to date. That’s why we are 
thinking on how to build a new information system 
for buses in which everything is in one database 
because now this is really complicated.”

(Database manager, transit organisation)

This same dynamic of changing organisational 
activity was also present in the previously dis-
cussed local authority CSV cases. One project 
manager described his ongoing eff orts to ask data 
producers to structure their datasets according 
to the standard instead of himself actually trans-
forming the fi les: 

“Interviewer: Are you going to transform the data 
every time they are updated? 
Project manager: The thing is we try to educate data 
producers to well structure their fi les at the beginning. 
That will avoid us to eff ectively remake their fi les 
every time. […] We are thinking about it because we 
fi gured out that we manage the data at the end of the 
tunnel.”

(Open data project manager, local authority, France)

However, both source data and data standards, 
are often moving targets. Small changes in source 
data can disrupt well-established processes for 
data conversation, such as the fi rst time a non-
latin alphabet character occurs in a source dataset, 
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or when data in an unexpected character encod-
ing is passed into a database system. Schema such 
as GTFS and IATI are also updated over time, and 
conventions around CSV on the web continue 
to evolve. In the case of one large IATI publisher, 
technical and policy staff s look monthly at ways 
to follow the evolutions of the standard and main-
tain interoperability of the datasets with other 
data providers: 

“Our journey has been one of continual improvement, 
to make sure we keep up with the technical standard 
as it evolves through 1.01, 1.02, 1.03 and so-on. And 
also continual improvement by recognising where 
there are problems with the data and fi xing them, but 
also doing that on a very incremental and month-by-
month basis. The fact that we publish monthly means 
you can do that - you can make a minor improvement 
that makes a big diff erence and over time they really 
accumulate. The other aspect of that would be 
increasing automation. We’re fortunately to start off  
with a fairly automated process in that our entire IATI 
dataset gets generated nightly, and we just publish 
that once a month...”

(Technical lead, IATI publishing government 
department)

Whilst some aspects of making data commen-
surate with a standard can be fi xed at the inter-
face between internal systems and external data 
publication, others require changes to the source 
data itself. For example, the IATI standard invites 
particular categorisation, description and geolo-
cation of aid activity information, which often 
requires additional labour from field staff and 
project officers to supply suitably detailed and 
structured information and to keep records up to 
date according to external open data publication 
schedules, instead of just according to internal 
management milestones. 

Across these cases then we see that aligning 
with a standard transformed both the data 
published, and the data publisher: creating 
new and dynamic organizational structures and 
practices that did not previously exist. As with 
metadata standards (Bowker et al., 2010), GTFS, 
CSV and IATI all produce infrastructural changes 
in the organisations that adopt them changing 
technical activities and wider organizational 
arrangements.

Measuring Performance of Open 
Government Data Policies
Thus far, we have focussed on standards in terms 
of interoperability. However, the term standard 
is often also used in the context of performance 
standards: checking whether some phenomena 
measures up against some agreed minimum level 
of quality, or some criteria for success (Busch, 2011; 
Bruno & Didier, 2013). The open data standards we 
have explored have come to be used as means 
of operationalising assessments of whether OGD 
initiatives are delivering against principles of 
machine readability, or against specifi c transpar-
ency goals. 

For instance, the Ile-de-France region, in 
an internal presentation made public to data 
producers, uses Tim Berners Lee’s 5-star scale 
for Linked Open Data which sets criteria based 
on the use of open standards for assessing data 
quality. This internal document considers that the 
mere use of CSV, instead of the Excel XLS format 
for example, increases the quality of the dataset 
without even looking at its content. The same 
goes for the use of the GTFS format. One inter-
viewee, a database manager in a transit agency 
explained that with GTFS “it allows [you] now to 
have quality data” (Database manager, transit 
organisation, France). The UK has gone further in 
treating a technical assessment of fi le format as 
a measure of ‘openness’, in 2012 introducing to 
data.gov.uk a feature, which translated the 5-star 
scale into an algorithm that grades every datasets 
on the portal. The team in charge of data.gov.uk 
justifi ed the publicity of the scores, shown on each 
dataset page as an ‘openness rating’ and available 
to explore as an average per publishing agency, as 
a “useful driver to improve the data.” (Data.gov.uk, 
2015)

Besides being a sign of a quality dataset, open 
standards are also used to gauge the advance-
ment of the open data program itself. When 
launching their scoring algorithm, the UK govern-
ment announced that “the average openness score 
for all departments is 52%, based on the percentage 
of the datasets published by each department and 
its arms-length bodies that achieve 3 stars”” (Gov.uk, 
2012). ). Here, the use of an open fi le format for 
publishing data is being used as a proxy for the 
openness of a government department. For the 
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departments which scored poorly, the Cabinet 
Office announced it will undertake measures 
to “improve their performance” most notably by 
producing stronger guidance on how to publish 
data. Yet, such measures don’t look inside the 
dataset to see whether the data is well structured, 
accurate or meaningful: they simply assess the 
container. 

Along similar lines in December 2011, after 
the launch of data.gouv.fr, Regards Citoyens, 
published a blog post in reaction to the new 
portal. Entitled “Open data: an average grade 
for a data.gouv.fr under proprietary formats”, 
the article assesses the new open data portal by 
the standard in use after an examination of the 
catalogue: “We were able to fi nd only a dozen of CSV 
and XML datasets against several hundreds under 
Microsoft proprietary formats. A serious eff ort still 
needs to be accomplished on this matter. According 
to the norm of the inventor of the web, it is only a 
small average grade we can grant data.gouv.fr for 
its launch.“ (Regards Citoyens, 2011) This example 
again shows again the importance being placed 
upon open formats as a sign of a “good” open data 
policy. Tim Berners Lee’s 5-star rating has become 
much more than simple guidelines for opening 
data: publishing data in open formats regardless 
of the quality or the content of the data is taken to 
indicate that the open data program is conducted 
in a good direction.

In the case of the International Aid Transpar-
ency Initiative, the IATI standard has also become 
operationalized as a domain specifi c measure-
ment tool. The advocacy organisation Publish 
What You Fund has created an Aid Transparency 
Index (ATI) every year since 2011. The ATI, origi-
nally based on a manual survey of data provision 
by government aid donors, now uses indicators 
“selected using the information types agreed in 
the International Aid Transparency Initiative (IATI) 
standard”, and weights scores on 22 indicators 
at least 50% lower if the data is available, but not 
structured using the IATI schema (Publish What 
You Fund, 2011). The ATI retains considerable 
components of manual data collection alongside 
automated assessment of IATI data, yet it points 
to the way in which standards can infl uence the 
way in which assessments of transparency may be 
carried out. 

However, claims about what makes for ‘good’ 
open data performance are not neutral claims: 
they build in broad assumptions about who the 
primarily users of government data are, and how 
that data should be used. 

Confi guring Data Towards 
Advanced Users
As we have explored at the implementation of 
data standards in each of our cases, we have 
found tensions concerning how usable the stand-
ardised data is, and by whom. CSV, GTFS and 
IATI each place emphasis on a particular kind of 
machine-readability, and their use ultimately aims 
at reaching a certain type of user who has the 
capacity to achieve anticipated goals of the open 
data project. Indeed the main goal of many open 
data projects is framed in terms of encouraging 
reuse of published data to create websites, apps 
and services that in turn will generate economic, 
social and political value. This requires the data to 
reach users who have the technical skills to reuse 
the data, but also the potential capacity to create 
services without direct funding from public bod-
ies. For the open data project managers we inter-
viewed, there was a common identification of 
these users as professional developers inspired by 
the free/open source movement. As such, the use 
of open standards in the exchange of information 
was as much about a cultural practice that encour-
ages the development of ecosystems around the 
published datasets (Russell, 2014), as it was a prac-
tical step to make the data easier to work with. 
When publishing a dataset, an open data project 
manager in a French city explained she had to 
make choices on the format she will use: 

“I put the data in multiple formats to try to fi nd a 
balanced choice between a very raw format, for 
example CSV which is something very usable for 
developers even if it is a bit less for people who just 
want to see what the data look like.” 

(An open data project manager, French city)

Here the use of CSV involves a practical choice 
that orientates the open data policy. The choice of 
CSV format will increase the frictions for using the 
datasets by the general public who might be con-
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fused by the settings required to open the fi le. On 
the other hand, it may appeal to developers who 
can directly import the machine-readable dataset 
in the tools they use or create.

The same choice appears in the case of 
choosing the GTFS format. The complexity of 
using a GTFS fi le is far greater than CSV, as the 
dataset is divided in multiple related fi les. As a 
result it is mostly professional developers and 
transport specialists with the capacity to use 
data in this format. In a local transit agency, the 
choice of the format raised some concern that its 
complexity would reduce the user base to very 
skilled developers: 

“We release the data in a format which is really well 
done, it’s a Google norm but it can be very complex 
to understand. We told ourselves ‘the guy who will be 
able to release an app with that, is going to be really 
solid’”

(A database manager, local transit agency)

But the choice of this standard was also in many 
cases driven by demand from developers:

“Our problem was that we asked ourselves ‘but in 
format should we publish the data? GTFS?’ We did 
not really know. […] What we did, we went ask the 
developers but of course we discussed this between 
technicians and the developers told us ‘In our opinion, 
GTFS is a good format, popular, documented, easy to 
access, let’s start with that’”

(An open data project manager, local transit agency)

This quote indicates that the project managers fol-
lowed the recommendations of technically skilled 
developers in order to increase the usage of the 
data. However, had the project manager been in 
conversation with other potential data users, they 
potentially would have had other answers as to 
what would make the data more usable to them. 
Open data are thus often being calibrated to the 
expectations and needs of the users closest to 
the offi  cials releasing data: these relationships in 
eff ect acting against the implicit idea that open 
data should be confi gured to be equally open to 
all.

Goëta & Davies

In the case of IATI, there has been a long 
journey to bridge the needs of data providers 
and users. The early publishers of IATI data, and 
those involved in governing the design of the 
standard, were large government aid donors, 
with established ICT departments charged with 
generating their open data directly out of large 
Enterprise Resource Planning (ERP) systems or 
internal project databases. For these users, struc-
tured XML was familiar, and allowed fl exibility in 
expressing their data. However, the community 
of users around aid information is much less tech-
nically adept – consisting in analysts who are 
much more comfortable in using spreadsheets 
of tabular data than they are coding to work with 
nested data structures. As an increasing number 
of Non Governmental Organisations, with much 
more limited technical capacity, have entered the 
community of data publishers, there have been 
substantial eff orts towards the creation of tools 
and services that can work with IATI XML, either 
providing web interfaces that hide the underlying 
data formats entirely, or providing conversion 
tools that convert between IATI XML and CSV fl at 
fi le formats. Refl ecting on supporting publishers 
and users of IATI data, one member of community 
noted:

“When you start talking about XML and showing 
people what XML looks like, and [...] [how an] [...] 
XML fi le is diff erent to a CSV fi le, why it’s better to use 
XML rather than having lots of spreadsheets, they 
tend to start running for the door... But I think there 
are ways of explaining IATI and also publishing using 
something like Aidstream [an online publishing 
platform] where you don’t have to even engage with 
[...] XML.” 

(A member of the IATI support team) 
 

There is an explicit recognition around IATI of 
the need for intermediary platforms, which will 
sit between many users and the data. The same 
may be said to be true in the case of GTFS, where 
skilled users confi gure map-based interfaces or 
apps to allow others to access transport informa-
tion. However, whilst GTFS intermediaries tend to 
be converting data into information, the limited 
number of people in the community around IATI 
with in-depth XML skills leads to a layer of inter-
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mediaries converting data into data (Davies, 2010), 
reformatting from a shared structured standard, 
into a proliferation of non-standardised fl attened 
fi le formats. 

As open government data standards work to 
confi gure data towards advanced users, they also 
introduce other layers of infrastructure and inter-
mediation between citizens and the state. Contrast 
the direct request to government for information 
under Right to Information based transparency, 
in which the citizen is able to demand an account 
direct from the state, with the mediated access to 
information presented through OGD. Our point 
here is ultimately descriptive, not normative: 
in some cases, the OGD approach may deliver 
greater eff ective transparency – but we have to 
be attentive to the role that the operationalization 
of machine-readability and through open data 
standards is playing in shaping who has data, and 
how they can access it.

Discussion and Conclusions
When looking at the back rooms of open data, 
the requests that governments ‘use CSV’, ‘publish 
data as GTFS’, or ‘adopt the IATI standard for their 
data’ involve much more than a simple opera-
tion in which data producers would use the ‘save 
as’ menu item and switch the format. Instead, at 
a variety of levels, standards are substantively 
shaping not only the production of open data, 
but are also leading to quiet and localised trans-
formations of bureaucracies. We have seen how 
standards formats and schema are increasingly 
becoming indicators of the advancement of open 
data programs, and adoption of standards as part 
of open data publication is seen as a crucial part 
of enacting an open data agenda, realising core 
principles of making data machine-readable. In 
response, government officials are engaging in 
work processes to turn the spreadsheets used on 
the desktops of their colleagues, and the internal 
databases from specifi c departments, into stand-
ardised datasets optimised for a particular kind 
of machine-readability outside of the state: con-
structing their ‘raw’ datasets in the process. Medi-
ated via standards, the transparency delivered by 
OGD reveals one particular rationalisation and 
representation of the information held inside the 
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state, focussing on machine-mediated transpar-
ency, rather than transparency as a relationship 
between citizen, and account-giving state. The 
particular aff ordances of open data formats and 
standards, with their emphasis on machine-read-
ability, act as a fi lter on what can or can’t be easily 
expressed as part of OGD transparency. 

However, we must also recognise that the 
histories embedded in the formats and standards 
being adopted owe as much to politics as they do 
to technology. Though often appearing as recent 
creations, open data standards are embedded in 
much deeper information infrastructures (Star, 
1999). Each format and standard we have explored 
builds on legacy practices going back decades, 
whether at the level of formatting, as for XML and 
CSV, or at the level of the categories and classifi -
cations built into the standard, as in the case of 
IATI, and it’s reliance on terms derived from OECD 
political systems, and its data structure defi ned 
through a process of political negotiation. These 
histories are inscribed into each of the datasets 
created using the standards, although few data 
publishers or users may be consciously aware of 
them at the point of publication or use. For GTFS, 
for example, the fact that it can express timeta-
bles, but not public transport performance, for 
example, is rarely considered when it is selected 
as the format for publishing transport information 
(Rojas, 2012). Crucially then, and counter to the 
tone of much open data discourse, the ‘openness’ 
of open data does not mean that it is freed from 
past politics, or from previous generations of tech-
nology, which, through their role in defi ning the 
information infrastructures from which data is 
drawn and the standards via which its open incar-
nation is represented, continue to infl uence what 
gets expressed: what is made visible, and what, in 
eff ect, disappears when moving data from inside 
the organisation to the open data domain. 

Unlike the negotiated metadata standards 
for scientific data sharing, shaped within rela-
tively defi ned communities of practice, the open 
government data standards we have explored 
are generally experienced by the data workers of 
the state as fi xed points. Data workers are tasked 
to implement the standard, and organise their 
work practices accordingly, but they have limited 
practical capability to shape the standards around 
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their local needs. Indeed, incorporating user 
needs in the dataset is often experienced as prob-
lematic by data producers and standard-setters 
(Denis & Pontille, 2013). Divergent user require-
ments risk disruption to the abstract and idealised 
application of the standards, and threaten the 
goal of ‘frictionless’, globally interoperable data. 
Data standards can thus come to stand in place of 
dialogue with the community of potential users 
of data. Of course, it is not that these standards 
have no notion of the user. Choices made over 
the standards in our case studies confi gure the 
data (Woolgar, 1991) to advanced users with the 
skills to open and reuse them. The materiality of 
machine-readable datasets anticipates the skills 
and materializes a certain representation of the 
user (Akrich, 1992). But the standards in use also 
create multiple data publics (Ruppert, 2012): 
developers who can reuse the data to create 
services, advanced users who can open the dataset 
and do basic analysis and the general public who 
are expected to benefi t from the opening of data 
only via intermediaries, using what Ruppert (2012) 
calls “literary technologies” such as visualisations, 
maps, applications and online services to gain 
second-hand access to the disclosures made by 
the state. By making data machine-readable, open 
data standards, in theory, allow machines to join 
the cohort of “armchair auditors” (Ruppert, 2012) 
producing a particular notion of accountability in 
the transparency agenda of open data policies. 

Open government data standards also exist in 
a context that tightly couples the technical, social, 
and organisational with the explicitly political: 
policy commitments have been publicly made 
against open data principles. Yet, because open 
data is framed as being published for anyone to 
re-use, the test of successful publication cannot be 
any one specifi c use of the data, but has to instead 
be a proxy for potential usability of the data. Eval-

Goëta & Davies

uation of the standardisation and machine-read-
ability of data has increasingly become this proxy 
within OGD policy making. Yet, setting format 
standards as the metric for a good open data initi-
ative can leave the content of a dataset entirely 
out of the picture. Although a focus on schema 
standards brings in greater consideration of what 
the data contains, it still stands in for any evalu-
ation of OGD against ultimate goals of creating 
transparency, in which evaluations would need to 
address not only the broadcast of data, but also 
it’s eff ective receipt and re-use. 

The account we have offered in this paper 
provides an initial overview of just three diff erent 
standards, operating at diff erent levels within the 
growing landscape of open data. In drawing on 
empirical work to present a descriptive account 
of these standards in action at the point of data 
production, we have sought to contribute an 
open data component towards the called for 
development of ‘critical data studies’ (Kitchin & 
Lauriault, 2014), unpacking these data standard 
assemblages, and looking at their materiality 
within the context of public organisations. This 
is by no means an argument against adoption 
of standards: rather, it is an account intended to 
support constructive and critical approaches to 
their evaluation and adoption. Further work is 
needed to trace forward the consequences of 
these data standards assemblages, and current 
orientations towards the machine-readability of 
data, in producing new transparency regimes of 
the state. In these relatively early days of open 
government data standardisation, with a new 
layer of ‘open data infrastructure’ being built out 
through the work of policy-makers, technologists 
and data workers, developing these approaches 
to bring standards, their stories, and their possible 
consequences, into view, requires ongoing 
attention. 
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