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LACK OF NULL-CONTROLLABILITY FOR THE FRACTIONAL HEAT
EQUATION AND RELATED EQUATIONS*

ARMAND KOENIGH

Abstract. We consider the equation (8; + p(vV—A))f(t,z) = Lou(t,z), z € R or T. We prove it is not null-
controllable if p is analytic on a conic neighborhood of R4 and p(§) = o(|¢]). The proof relies essentially on geometric
optics, i.e. estimates for the evolution of semiclassical coherent states.

The method also applies to other equations. The most interesting example might be the Kolmogorov-type equation
(0t — 02 4+220,) f(t, 2,v) = Lyu(t, z,v) for (z,v) € Qu x Qy with Qz = Ror T and Q, = Ror (—1,1). We prove it is not
null-controllable in any time if w is a vertical band wg X §2,. The idea is to remark that, for some families of solutions,
the Kolmogorov equation behaves like the rotated fractional heat equation (8; + Vi(—A)Y/)g(t, x) = Lou(t, ),
zeT.

Key words. null controllability, observability, fractional heat equation, degenerate parabolic equations

AMS subject classifications. 93B05, 93B07, 93C20, 35K65

1. Introduction.

1.1. Problem of the null-controllability. Consider the following equation, which is called
the fractional heat equation, where 2 =R or T, w is an open subset of 2, a > O:

(0 + (=AY f(t,2) = Tou(t,z) te(0,T],zeQ

Here, we define (—A)®/? with the functional calculus, that is, (—A)*/2f = F=1(|¢|*F(f)) if Q = R,
where F is the Fourier transform; and ¢, ((—A)~*/2f) = |n|%c,(f) if @ = T, where ¢, (f) is the nth
Fourier coefficient of f.

It is a control problem with state f € L?(2) and control u supported in w. More precisely, we
are interested in the exact null-controllability of this equation.

DEFINITION 1.1. We say that the fractional heat equation is null-controllable on w in time T > 0
if for all fo in L*(R), there exists u in L*([0,T] X w) such that the solution f of:

(8 + (=AY f(t, ) = Tu(t, ) tel0,T],z €
£(0,2) = fo(x) x € Q.

satisfies f(T,x,v) =0 for all (x,v) in L.

The main motivation for this study, apart from studying the fractional heat equation itself, is
the null-controllability of a Kolmogorov-type equation. More specifically, we are interested in the
following equation, where Q = Q, x Q, with Q, =R or T, Q, = R or (—1,1) and w is an open
subset of Q:

(1.1)

(O + 020, — 02) f(t,z,v) = Lu(t,z,v) t€[0,T],(x,v) € Q.

*This work was partially supported by the ERC advanced grant SCAPDE, seventh framework program, agreement
no. 320845. This work is partially supported by a public grant overseen by the French National Research Agency
(ANR) as part of the “Investissements d’Avenir”’s program of the Idex PSL reference « ANR-10-IDEX-0001-02 PSL».

TUniversité Paris-Dauphine, Université PSL, CNRS, CEREMADE, 75016 PARIS, FRANCE. (ar-
mand.koenig@dauphine.psl.eu, https://koenig.perso.math.cnrs.fr).
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2 A. KOENIG

For convenience, we will just say in this paper “the Kolmogorov equation”. Note that thanks to
Hérmander’s bracket condition [21, Section 22.2], the operator v?9, — 92 is hypoelliptic. Also, this
equation is well-posed. This can be proved by Hille-Yosida’s theorem (see [2, Section 4] in the case
Q=Tx (—1,1)). As we will see, this Kolmogorov equation is related to the rotated fractional heat
equation.

DEFINITION 1.2. We say that the Kolmogorov equation is null-controllable on w in time T > 0
if for all fo in L?(Q), there exists u in L*([0,T] x w) such that the solution f of:

(0 + 020, — 0?) f(t, x,v) = Tu(t,z,v) t€[0,T], (z,v) € Q
(12) f(O,ZL’,U) = fo(.’t,'l)) (1'7@) €
ft,z,v)=0 t €10,TY], (x,v) € OQ (if non-empty)

satisfies f(T,x,v) =0 for all (x,v) in Q.

1.2. Statement of the results. We will prove that the rotated fractional heat equation is
never null controllable if € \ w has nonempty interior, and that the Kolmogorov equation is never
null-controllable if w = w, x 2, where Q, \ w, has nonempty interior.

THEOREM 1.3. Let 0 < a <1l and Q=R or Q=T. Let w be a strict open subset of Q. The
fractional heat equation (1.1) is not null controllable in any time on w.

This Theorem still holds in higher dimension, with = R% x T% but our method seems
ineffective to treat the case where (2 is, say, an open subset of R. This may be because we are using
the spectral definition of the fractional Laplacian, and our method might be adapted if instead we
used a singular kernel definition of the fractional Laplacian.

Actually, we prove the non-null controllability of a class of equations of the form (9; +
p(\/j))f(t,x) = ﬂw(tvx)'

THEOREM 1.4. Let K >0, C={£ € C,R(&) > K, |S(&)] < K~'R(¢)} and p: CUR, — C such
that

1. p is holomorphic on C,
2. p(&) = o(|€]) in the limit || — 400, £ €C,
3. p is measurable on Ry and infecr, RN(p(§)) > —oo.
Let Q =R or T, w be a strict open subset of Q and T > 0. Then the equation

(1.3) (8 + p(V=D) f(t,2) = Tyu(t,z), te[0,T], z€Q

1s not null-controllable on w in time T'.

For lack of a better name, we will call the equation (1.3) the generalized fractional heat equation.
This Theorem can be generalized to the case Q = R? x T4. The hypothesis infr, $(p) > —oo is
only used to ensure that the equation is well-posed.

The fractional heat equation is the case p(§) = £%. Note that if & = 0, then the fractional
heat equation is just a family of decoupled ordinary differential equations, and the conclusion of
Theorem 1.3 is unimpressive. At the other end, the method used in this article does not work as-is
if @ =1, but we still expect non-null-controllability, even if this remains a conjecture if € is not the
one-dimensional torus.

Some equations behave like the fractional heat equation, at least in some regimes. This is the
case of the Kolmogorov equation, and if the control acts on a vertical band, we will prove it is not
null-controllable with the same method.

This manuscript is for review purposes only.
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NON-NULL-CONTROLLABILITY OF FRACTIONAL HEAT EQUATION EQUATION 3

THEOREM 1.5. Let Q, = R or T, let Q, = R or (=1,1), and let @ = Q, x Q,,. Let T > 0
and w, be a strict open subset of Q. The Kolmogorov equation (1.2) is not null-controllable on
W =wyg Xy in time T.

This Theorem can be extended to higher dimension in z and v if €, = R?. If we want, say
Q, = (—1,1)4, we lack information on the eigenvalues and eigenfunctions of —92 + inv? on (—1,1)%,
but this is the only obstacle to the generalization of the Theorem to this case. We also give a
non-null-controllability result in small time for more general control region.

THEOREM 1.6. Let Q, = R or Q, = T and Q, = R or Q, = (=1,1). Let Q@ = Q, x Q,.
Let w C Q). Assume that there exist xg € Qy; and a > 0 such that the symmetric vertical interval
{(z0,v), —a < v < a} is disjoint from@. Then, the Kolmogorov equation (1.2) is not null-controllable
on w in time T < a?/2.

Whether this condition T' < a?/2 is optimal or not is an open question, but we conjecture that
it is optimal, at least for some geometries. If w = T X (a,b) with 0 < a < b, Theorem 1.6 proves that
null-controllability does not hold in time 7' < a?/2. This special case was already known [6, Theorem
1.3], it is also proved in the same reference that null-controllability holds for some 7" > 0. Our
Theorem 1.6 sharpens the lower-bound on the minimal time of null-controllability if the geometry of
w is different than a cartesian product.

While the fractional heat equation and the Kolmogorov equation are the main focus of this
article, the method can be used to treat other equations: those that behave like the fractional heat
equation for a < 1. In Appendix A, we briefly discuss the fractional Schréodinger equation, and
sketch the proof for the Kolmogorov-type equation (9; — 8% — v, f(t, z,v) = L,u(t, z,v) (notice
the v instead of the v?), and the improved Boussinesq equation (0? — 0% — 9202) f(t, ) = L u(t, z).

1.3. Bibliographical comments.

1.3.1. Control of partial differential equations. Let A be on operator on a Hilbert space
H such that the equation 0;f + Af = 0 is well-posed (i.e. —A generates a strongly continuous
semigroup of bounded linear operators on H, see for instance [34, Ch. 2] or [15, Sec. 2.3 and
Appendix A] for the definition).

Let U be a Hilbert space and B: U — H a bounded linear operator. With the right choice
of H, A, U and B, the problems we are interested in can be stated the following way: for every
fo € H, does there exist u € L?(0,T;U) such that the solution of 9, f + Af = Bu, f(0) = f, satisfies
f(r)=0?

For the fractional heat equation (1.1) on R", we choose H = L?(R"), A = (—A)*/? with
domain H*(R"), U = L?(w) and B: u + ul,,. For the Kolmogorov equation (1.2) on R?, we choose
H = L?(R?), A = —02 + v?9, (the domain of A is a bit complicated to define, see [2, Sec. 4]),
U= L*w) and B: u+s ul,.

Whether there exists a u € L?(0,7;U) such that the solution of d;f + Af = Bu, f(0) = fo
satisfies f(T') = 0 depends of course of A, B and on the spaces H and U. Let us discuss existing
results when A is a parabolic operator related to the fractional heat equation or the Kolmogorov
equation.

1.3.2. Null-controllability of the (fractional) heat equation in dimension one: the
moment method. Let us first look at the heat equation in dimension one with Dirichlet boundary
conditions, i.e. H = L?(0,7), D(A) = H%(0,7) N H}(0,7) and A: f € D(A) — —02f € L?(0,7).
Let us also denote ), the eigenvalues of A, and assume that ), is increasing, so that A, = n2.

A possible strategy to control the heat equation in dimension one is to look for a control of the

This manuscript is for review purposes only.



115
116
117
118
119
120
121

127
128
129
130
131
132
133
134
135
136
137
138
139
140

142
143

144
145
146
147
148
149
150
151
152

4 A. KOENIG

form @(t,x) = u(t)v(x). In the framework of subsection 1.3.1, this is the choice U = R and Bu the
function x € (0,7) — uv(z). We will call this kind of controls shaped controls. This is the strategy
pioneered by Fattorini and Russel [18]. Let us describe it briefly.

Let v: (0,7) — R. Let fo € L?*(0,7), let uw € L?(0,T) and let f be the solution of (9; —
02)f(t,z) = u(t)v(zx), f(t,0) = f(t,7) = 0 with initial condition f(0,z) = fo(z). Finally, for every
g € L*(0,m), let cn(g) = [ g(x)sin(nz) dz be the n-th Fourier coefficient of g. Then, the relation
f(T,-) =0 is equivalent to the moment problem

e T cn(fo)

T
Vn e N\ {0}, / =Ty () dt = —
\ {0} ; (t) o)

Fattorini and Russel prove such a u exists by constructing a biorthogonal family to (e =t » JneN\{0}s

i.e. a family of functions (g, )nen {0} such that fOT gn(t)e At dt =1 if n = m and 0 if n # m (see
also [33] for a more streamlined proof that this family exists). Then the function u defined by

€7T>‘"C
u(t)=->_ ¢gn(T —t)

n>0 Cn(v)

formally solves the moment problem. Moreover, we can prove some estimates on the functions
(gn)n>0, and if ¢, (v) does not decay too fast when n — +oo, the series that defines u actually
converges.

This strategy can be adapted for the fractional heat equation (1.1) when o > 1, as Micu and
Zuazua [26] already remarked. Indeed, the construction and estimate on the biorthogonal family
relies on the hypotheses Zn>0 [An|™! < 400 and A\,y1 — Ay > ¢ > 0. These hypotheses still hold if
we replace the operator A = —92 on (0,7) by (—92)®/? as long as @ > 1. Indeed, the eigenvalues
are now \, = n<.

On the other hand, if & < 1, this proof does not work anymore. In fact, Micu and Zuazua [26,
Sec. 5] proved that if a < 1, the fractional heat equation (1.1) is not null-controllable with controls
of the form u(t)v(x). Miller [27, Sec. 3.3] (see also [17, Appendix]) also gets similar results, with
similar methods.

But these negative results, based on Miintz Theorem, only concern scalar controls, i.e. the case
where the control space is U = R (or C). If the control space is larger, say U = L?(w), we cannot
rule out the existence of a control with Miintz Theorem. Indeed, there are many equations which
are not null-controllable with scalar controls, but that are null-controllable with a larger control
space. One of them is the heat equation in dimension larger than one. Let us discuss it now.

1.3.3. Null-controllability of the (fractional) heat equation and the spectral inequal-
ity. Let Q be a bounded open subset of R?. Let (A )n>0 be the sequence of the eigenvalues of
—A on Q with Dirichlet boundary conditions.! According to Weyl’s law, if the dimension d is
greater than 1, then > - A, ! = 400, so we cannot prove null-controllability with the moment
method. To build a control for the heat equation we have to choose a control space that is infinite
dimensional [15, Th. 2.79]. We choose U = L?(w) and B: u € L?(w) + ul,, € L?(Q). We call this
kind of controls internal controls.

To prove the null-controllability of the heat equation in any dimension, Fursikov and Im-
mananuvilov [20] use parabolic Carleman inequalities, which are weighted energy estimates, to prove

Le. D(A) ={f € H}(Q), Af € L?>(Q)} where Af is in the sense of distributions.

This manuscript is for review purposes only.



NON-NULL-CONTROLLABILITY OF FRACTIONAL HEAT EQUATION EQUATION 5

(more or less) directly the observability inequality that is equivalent to the null-controllability (see for
instance [15, Th. 2.44 or Th. 2.66] for the equivalence between null-controllability and observability).

Independently, Lebeau and Robbiano [25, 23] developped another strategy to prove the null-
controllability of the heat equation. This strategy yields more insight for our purpose, so let us give
more details.

By means of elliptic Carleman inequalities, Lebeau and Robbiano proved a spectral inequality,
which is the following: let M be a connected compact riemannian manifold with boundary, let w
be an open subset of M, and let (¢;);en be an orthonormal basis of eigenfunctions of —A with
associated eigenvalues (\;);en, then there exists C' > 0 and K > 0 such that for every sequence of
complex numbers (a;);en and every p > 0

(1.4) > o
Ai<p

The key point to deduce the null-controllability of the heat equation from this spectral inequality
is that if one takes an initial condition of the form fo = > NS p a;¢; with no component along

< CekVe

> aids

A <p

L2(M) L2(w)

frequencies less than i, the solution of the heat equation decays like e~ 74| f;| r2(Mm), and the exponent
in p in this decay (i.e. 1) is larger than the one appearing in the spectral inequality (i.e. 1/2).2

For the fractional heat equation (1.1), the dissipation stays stronger that the spectral inequality
as long as a > 1. Thus, for a > 1, we can prove the null-controllability with Lebeau and Robbiano’s
method, as already mentioned by Micu and Zuazua [26] and Miller [27] (see also [28, 17]).

Our Theorem 1.3 proves that the threshold o > 1 is optimal: if & < 1, then the fractional
heat equation is not null-controllable (at least for 2 = T™). Note that the case « =1 and Q =T
has already been proved to lack null-controllability with internal controls [22, Th. 4]. Let us also
mention an article where the null-controllability of an equation closely related to our fractional heat
equation have been investigated [11].

So it seems that the Lebeau-Robbiano method is in some sense optimal: if the dissipation is
not stronger than the spectral inequality, then we do not have null-controllability. Let us finish
with another class of parabolic equations for which Lebeau and Robbiano’s method does not work:
degenerate parabolic equations.

1.3.4. Null-controllability of degenerate parabolic partial differential equations. De-
generate parabolic equations are equations of the form 9, f(¢,x) + Af(t,x2) = L,u(t,z), 0 <t < T,
x € Q, where A is a second-order differential operator which is degenerate elliptic, i.e. its principal
symbol P(z, &) satisfies P(x,€&) > 0 but is zero for some z € 2 and £ # 0.

The interest in the null-controllability of degenerate parabolic equations is more recent. We now
understand the null-controllability of parabolic equations degenerating at the boundary in dimension
one [12] and two [13] (see also references therein), where the authors found that these equations
where null-controllable if the degeneracy is not too strong, but might not be if the degeneracy is too
strong. To the best of our knwoledge, the only other general family of degenerate parabolic equations
whose null-controllability has been investigated is hypoelliptic quadratic differential equations [8, 7].

Other equations have been studied on a case-by-case basis. For instance, the Kolmogorov
equation has been investigated since 2009 [9, 2, 6]. In these papers, the authors found that if
Q=Tx(-1,1) and w =T X (a,b) with 0 < a < b < 1, the Kolmogorov equation is null-controllable
in large times, but not in time smaller than a?/2, and that if —1 < a < 0 < b < 1, it is null-
controllable in arbitrarily small time [2]. If in the Kolmogorov equation (1.2) we replace v? by

2The exponent % of p in the spectral inequality is optimal if w is a strict open subset of M [23, Proposition 5.5].

This manuscript is for review purposes only.
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v, the null-controllability holds in arbitrarily small time if w = T X (a,b) [9, 2]. On the other
hand, if we replace v? by v? where « is an integer greater than 2 and w = T x (a, b), it is never
null-controllable [6]. In this last article, the null-controllability of a model of the equation we are
interested in, namely the equation (9; + iv?(—A,)Y? — 92)g = 0, is also investigated.

Another degenerate parabolic equation is the Grushin equation (9; — 92 — x28§) flit,z,y) =
1,u(t,z,y) on @ = (—1,1) x (0,7) with Dirichlet boundary conditions. If the control domain
is a vertical band w = (a,b) x (0,7) with 0 < a < b, there exists a minimum time for the null-
controllability to hold [4]. This minimum time has since been computed [5]. On the other end, if
the domain control is an horizontal band w = (0,7) x (a,b) with (a,b) C (0,7), then the Grushin
equation is not null controllable [22].

Let us finally just mention an article on the heat equation on the Heisenberg group since 2017 [3],
and that some parabolic equations on the real half-line, some of them related to the present work,
have been shown to strongly lack controllability [16].

1.4. Outline of the proof, structure of the article. Asusual in controllability problems, we
focus on observability inequalities on the adjoint systems, that are equivalent to the null-controllability
(see [15, Theorem 2.44)).

Specifically, the null-controllability of the fractional heat equation (1.1) is equivalent to the
existence of C' > 0 such that for every solution g of

(1.5) (0 + (=N g(t,z) =0 te(0,T),z €N
we have
(1.6) l9(T, )22 ) < Clglr2(0,1)xw)-

So, to disprove the null controllability, we only have to find solutions of (1.5) that are concentrated
outside w. To construct such solutions, we consider initial states that are (essentially) semiclassical
coherent states, i.e. initial states of the form go p:  — h—1/4e—(z=w0)*/2h+izto /b We will prove that
solutions of Eq. (1.5) with these initial conditions stay concentrated around xo. More precisely, we
get asymptotic expansion of these solutions thanks to the saddle point method. We do this informally
at first, in section 2, then rigorously in subsection 4.1 in the case {2 = R and in subsection 4.2 in the
case 2 = T. This proof relies on some technical computations that are done in section 3. These
computations are carried over in a slightly general framework, that allows to directly treat the other
equations, namely the Kolmogorov-type equations and the improved Boussinesq equation. We also
sketch the proof of the generalization of Theorem 1.4 in higher dimension in subsection 4.3.

Let us finish this introduction by explaining how the Kolmogorov equation for 2, = €, = R and
the fractional heat equation are related. The first cigenfunction of —92+i¢v? on R, is® e V€2 (up to
a normalization constant), with eigenvalue /i€. So, ®¢: (z,v) € R? — 7= V/i€v2 ig 3 generalized
eigenfunction of the Kolmogorov operator v29, — 82, with eigenvalue \f So, the solution of the
Kolomogorov equation (9; + v20, — 0%)f = 0 with 1n1t1a1 condition f(0,z,v) fR &) Pe(z,v)dE is

ft,z,v) fR £)P¢(z,v)e - Vigt d¢. This suggests that, dropping the v variable for the moment, the

Kolmogorov equation behaves like an equation where the eigenfunctions are the e%® with eigenvalue
Vi€, i.e. the equation (0; + vi(—A)Y4) f(t,z) = 0 with z € R.

3Here and in all this paper, we choose the branch of the square root with positive real part.

This manuscript is for review purposes only.
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NON-NULL-CONTROLLABILITY OF FRACTIONAL HEAT EQUATION EQUATION 7

Based on this observation and the non-null-controllability result of the rotated fractional heat
equation on the whole real line, we prove in subsection 5.2 that the Kolmogorov equation is not null-
controllable in the case 2 = R x R. For Kolmogorov’s equation on 2 = Q, x (—1,1), we need some
information on the eigenvalues and the eigenfunctions, which are not explicit anymore. We already
proved most of what we need in another article [22, Section 4]. We prove the non-null-controllability
of Kolmogorov equation with €, = (—=1,1) in subsection 5.4.

Finally, we sketch the proof for the Kolmogorov equation with v instead of v? and for the
improved Boussinesq equation in Appendix A.

2. Informal presentation of the proof. As we explained in subsection 1.4, we will try to
disprove the observability inequality (1.6). We only discuss here the case 2 = R.

Since the fractional heat equation is invariant by translation, we may assume that w C {|z| > J}
for some 0 > 0. Then, for h > 0, we consider the solution g, of the fractional heat equation (1.5)
with initial condition go (x) = e=7"/2h+ig/h with some & > 0. The solution of the fractional heat
equation is then

nt.a) = 5 [ IR gy ) ),

where F is the Fourier transform defined by Ff(§) = [, f(x)e™*¢ dz. But the Fourier transform of
go,», has a closed-form expression. Indeed, f(e_IZ/Q)(f) = 27re_§2/2, and using the properties of
the Fourier transform (scaling and translation), we find F(go,1)(§) = v 2mhe~(h€=€0)*/2h  Thyg

h N [e3
on(t,z) = /%Ae—<hs—so>2/zh+zms—t\£\ de.

If we make the change of variables £ = h¢, we find

1
V2mh

Notice that if A is small, the term e~(6=€)72" is concentrated around & = &, and so is the
integrand. Thus, the major part of this integral comes from a neighborhood of &;. In this situation,
we can compute asymptotic expansion with the saddle point method.

More precisely, the saddle point method (see for instance [32, Ch. 2]) is a way to compute
asymptotic expansion of integrals of the form I(h) = [ e?@/"y(z)dz in the limit h — 0%, where ¢
and u are entire functions.

If the main contribution in the integral I(h) comes from a nondegenerate critical point of ¢ at
x = 0, the “standard” saddle point method gives

(2.2) I(h) ~ O N /o figy h*H1/2
k

(21) gh(t7x) = / 6_(E_Eg)z/Qh"'“f/h—t\E\O‘/h"‘d§.
R

where the @9y are of the form Ag,u(0), and Ay are differential operators of order 2k, with in
particular &g = u(0)|¢”(0)|~1/2.

The term e~ l¢1"/2" prevents us from applying the saddle point method to Eq. (2.1) as-is, but
let us pretend we can do it anyway (the rigorous computation will be carried in section 3). Since
the critical point of £ — — (£ — £)%/2 + i€ is & = & + iz, we get from the saddle point method

gn(t, ) ~ o (Ec—€0)?/2h+izEe /h—te2/h™ _  —a®/2h+tizo/h—t(Eo+iz)/h®

This manuscript is for review purposes only.
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8 A. KOENIG

By integrating this asymptotic expansion, we get the following lower bound on the left-hand side of
the observability inequality (1.6):
(2.3) |9 (T, 72y = 190(T, ) L2 (jaj<s) = ch ™} " O P

z|<d
Again by integrating the asymptotic expansion on gy, we get the following upper on the right-hand
side of the observability inequality

— —2?/h—cth™ —5%/h
(24) |gh|L2([O,T]><w) S |gh|%2([O,T]X{‘I|>§}) S Ch 1/ e /h th dtd.’I] S C/e 6%/ h .
(0,T]x{|x|>6}

Comparing this upper bound (2.4) and the lower bound (2.3), and taking the limit h — 07, we see
that the observability inequality (1.6) cannot be true if o < 1. Thus the fractional heat equation is
not null-controllable.

3. Some technical computations. Before we make rigorously the proof outlined in section 2,
we carry here some computations as a technical preparation.

3.1. Perturbation of the saddle point method. The “standard” saddle point method can
be stated in the following way [32, Th. 2.1].

THEOREM 3.1. Let U be an open bounded neighborhood of 0 in R?. For every N € N, there

exists Cy > 0 such that for every h > 0 and every holomorphic function u on a complex neighborhood
V of U,

) N—-1 hd/2+J .
/ /2Ny }j (A)u(0) + Ry (h),
U

277 d/2 10
Jj=

where
|Ry(h)] < CyARY 2N sup [u(z)).
z€V
By using the Morse lemma (see for instance [21, Lemma C.6.1]), one can often transform integral of
the form [ e®@)/hy(x) da into integrals of the form of Theorem 3.1, plus some exponentially small
error. Notice that in this theorem, the phase —2%/2 does not depend on h. However, to rigorously
treat the integral of Eq. (2.1), we need to allow the phase to depend on h.

PROPOSITION 3.2 (Perturbation of the saddle point method). Let hg > 0 and e: (0, ho] — R4
such that e(h) — 0 as h — 0. Let U C R be an open interval around 0. Let V be a complex open
bounded neighborhood of U in C.

For every 0 < h < hg, let rp,: V — C such that

1. YO < h < hg, rn is holomorphic on V,
2. there exists C > 0 such that for every 0 < h < hg and £ € V, |rp(&)] < Ce(h).
For such rp, we define |r|e = inf{C > 0,Y0 < h < ho, V€ € V,|rn(&)| < Ce(h)}.
For every 0 < h < hg, let up be a holomorphic bounded function on V. We consider

I () ::/ 6_52/2h+T"(5)/huh(§) d¢.
U

Let M > 0. We have uniformly in |r|. < M, and uniformly in up holomorphic bounded on V

[,m(u) = \/Qﬂ-he’rh(o)/thO(E(h)?/h) (uh(O) 4 O((h 4 G(h))|uh|Loc(v))>.
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Proof of Proposition 3.2. The strategy is to see pp-(§) = —£%/2 + rp,(€) as the phase, and to
change the integration variable and the integration path to rewrite I ,(u) in the form Ij ,.(u) =
[ e €/2hy,,(€) d€, even if this change of variables depends on h, and then apply Theorem 3.1.

In this proof, M > 0 is fixed. We also choose V' C C convex such that* U € V' € V. Also, we
use the convention that C' denotes a constant, that depends only on ¢, M, V and V’, but not on h
small enough, |r|. < M or € € V' and that may be different each line.

Step 1: finding the critical point. We claim that for h small enough, for every |ry|. < M, there exists
a unique critical point & p . of @y, in V', and that this critical point is non-degenerate.

Indeed, £ € V' is a critical point of ¢y, if and only if 97y (€) = €. But for every® ¢ € V7,
|0ern (&) < Clrulpre(vy < Clr|ce(h). Moreover, since V' is convex, according to the mean value
inequality, for £, € V/, 0 < h < hg and |r|. < M,

|0ern(§) — Ogra(€)] < sup |0Frall€ — €| < ngp rull€ = &'l < Clrlee(h)|€ — '] < CMe(h)[€ — &

Thus, if h is small enough such that CMe(h) < 1, & — Oerp(€) takes its value in V7 and is a
contraction. Then, according to the contraction mapping theorem, there exists a unique & 5, € v’
such that O¢ry,(€c p.r) = & nr. This is the unique critical point of ¢y, in V.

Note that we have & p | < C|r|ce(h), where C depends only on €, M, V and V’. Also, the
critical value ¢y, = @pr(Ec.n,r) satisfies

_ g2 2
enr = () = | 5 4 1) — ()] < ErE e sup 9] < Celh)2lr
V/
Moreover, we have |8£2cphyr(£c,h’r) +1I] = |8£2Th(§c’h,)| < C|r|ce(h). So, if h is small enough, the
critical point & p - is nondegenerate.

Step 2: change of variables. Now that we know where the critical point is, and what the critical
value of the phase is, we want to change the intergation variables to rewrite I »(u) in the form
Inp(u) = [ =€/, () d.

We define ¢y, -(§) on V’, for h small enough by

1/2

1
¢h,r(€ + fc,h,r) = 5 (2/0 339011,7«(85) dS)

According to Taylor’s formula, for every £ € V', we have py,,-(€) = chp + Y. (£)%/2.
So, by the change of variables/integration path n = v, ,.(£), we have:

(B1)  Iy(u) = e/t /

wh,T(U)

where @p,(n) = un(£(n)) d§/dn.
Note that according to the definition of ., for £ € V', we have |5, (§) — | < Ce(h)]|r|.
Thus, we have for every 1 € 'l/)h,r(vl)a W);’i(n) _ 77| < Ce(h)|r|€. Thus, d77/d§ =1+ O(G(h”r‘e)

s d . o
c n/%uh(an))di dy = ecror/h / /20, (6(n)) dn,
77 "ph,,r(U)

4We denote A € B for “A compact and A C B”.
5We will frequently use the following standard consequence of the integral Cauchy formula: if f is holomorphic on
D(ZO»T)z then ‘f(n)(ZO)l < Cn,"lf‘L‘”(D(zg,r))‘
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Step 3: conclusion. So, by the standard saddle point method (Theorem 3.1):
(32) I (u) = e /"/2rh (1, (0) + O(hlin| L (vy))
= ech’r/h\/ 2mh (uh(O) =+ O((h =+ 6(h))|Uh|Loo(V)))
and since c¢p, ./h = rp(0)/h + O(e(h)?/h) the Proposition is proved. |

3.2. The framework: truncated coherent states. As we said in the introduction, our aim
is to prove the lack of null-controllability of several equations, that behave in some sense like the
fractional heat equation. However, treating these equations requires more precise estimates than the
fractional heat equation does.

To avoid making similar computations several times, we do them in a somewhat general
framework. This way, we will be able to treat the other equations (Kolmogorov, etc.) directly.

Hypothesis 3.3. We consider the following domain, constants and functions:

1.
2.
3.

let K >0and C={(€C,R(E) > K,|S(€)| < KTIR()},

let & > 0 large enough (for instance & = 4(K + 1)),

let 6 > 0 small enough such that for every £ € R and z € R, |£ — &| < § and |z| < § implies
E+ & +iv e,

let x € C°(—4,6) such that 0 < x <1 and x = 1 on a neighborhood of 0, say (—dz, d2),

. let X be a topological space, and 0 < hg < 1, and for every v € X and 0 < h < hyg, let

py,n: C — C be a holomorphic function,

. we assume that uniformly in v € X and 0 < h < hg, py,n(&§) = o([¢]) in the limit |£] — +o0,

£ed,
finally, for every 0 < h < hg, we define

e(h) = sup h
|€]<6,|z|<d,veX

<§+§0 -I-Z:C)’
P,k — )

The goal of the next subsections is to get upper and lower bounds on the following integral,
where (vg) is a family of bounded holomorphic functions on C:

(33) Lyal@) = [ X(€ = go)e €2 bise/bo &y, () de
R
Remark 3.4. 1. The hypothesis 6 implies that e(h) — 0 as h — 0.
2. For instance, if p is independent of v and h, with p(§) = |£]|* and 0 < a < 1, then we have
C~ 1= < e(h) < Ch'= for some C > 0.
3. In the applications, we will typically choose X = [0,7] and for t € X, p(§) = —tp(§)

with some p: C — C such that p(§) = o(|¢]). We will also usually choose v, = 1. In
that case, gn(t,z) == I, 1(z) is solution of (0; + p(v/—A))gn = 1 with initial condition
go.n(x) = V2rhx(—ihd, — 50)6*"’”2/2}‘*”50”, which belongs in L?(R). However, some
applications will require a larger parameter space X and vy # 1.

3.3. Asymptotics for the evolution of coherent states.

PROPOSITION 3.5. Assuming Hypothesis 3.3, we have uniformly in v € X, |x| small enough,

This manuscript is for review purposes only.
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R(¢z) >0 i R(¢z) >0
5 —»
R(de) <0 x7H1)

FIGURE 1. In blue, the interval where x = 1. The diagonal lines define four sectors; in the left and right ones,
R(pz) > 0 and in the top and bottom ones, R(pz) < 0. In red, the path of integration we chose in the integral
defining I, o (x) (Eq. 8.8). If |x| is small enough, we choose a path that goes through the saddle point iz, but that
stays in {N(pz) > 0}.

v € X and vy: C — C holomorphic bounded

Lopholz) = / X(€ — &) (680 2htine [htoy i (€/h) g, (¢) dg
R

. 2 i e(h 2
o et /a2t (G012 ) 1o (S ) (on (§O+z‘a:)—|—O((h—|—e(h))|vh|Loo(c))),

in the limit h — 0%.

Remark 3.6. For most of the applications, we don’t care about the term p((&y + iz)/h), apart
from the fact it is O(e(h)/h). Moreover, we usually have vj,(§) = 1, or at least v, () — 1 as h — 0,
uniformly in £ € C. Under this condition, Proposition 3.2 implies the slightly less precise asymptotic

expansion
. e(h
I’y,h,v(x) _ /2ﬂ_hezac50/h—x2/2h+(9( (h’)) (1 n 0(1)) ’

which will be enough in most cases.

Proof. The idea is that this integral has almost the form of Proposition 3.2. Let us actually
rewrite it as such.

Step 1: change of integration path. Note that x(£ — &) = 1 for §n — da < € < & + 202, so x(& — &)
extends holomorphically to |R(§) —&o| < d2 by 1. Moreover, if £ € C and |R(E) —&o| < d2, |S(§)| < 02,
then, according to Hypothesis 3.3 item 3, £ € C. We deduce that the integrand of I, () is
holomorphic on {¢€ € C,|R(§) — &o| < d2,|S(E)| < d=2}.

Thus, we can change the integration path of I, ,(z), as long as we modify it only between
&0 — 2 and &y + 02, and that the modified part of the integration path stays inside {|R(£) — &o| <
d2,[S(§)] < b2}

Let . = & + iz be the critical point of ¢, (£) == —(& — &y)?/2 + ix€. We choose an integration
path T' parametrized by T'(t) = t + & + ixx2(t), where x2 € C°(—d2,02) with 0 < y2 < 1 and
X2 = 1 on a neighborhood of 0 (say (—ds,d3)). Then, we have

I’y,h,v($) :/X(é}e(z))ewm(Z)/h—P'y,h(Z/h)rUh(z) dz
r

93 . iwtt
= / e_tz/Qh_zzﬂhﬂmgO/h_p%h(§0+h = )’Uh (&o +ix+t)dt + Ry hw (),
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where we used that for 83 < t < 03, 0, (D(t)) = —(t + iz)¥/2 + iz (t + & +ix) = —t%/2 — 2%/2 + iz,
and where R, j, () is the part of the integral out of (—ds,d3).

Step 2: upper-bound for the remainder. Since support(x) C (=9, 9), so that the integrand is 0 for
|t| > 6, the remainder R, 5 ,(z) is upper-bounded by

2
| Ry o (@)] < 26670920/ R 1y o

where we used the definition of ¢ (Hypothesis 3.3 item 7) to bound p- 5. Moreover, e(h) — 0, so we
have (for instance)
(3.4) Ry po(@)] < Ce/ 4Py e

Step 3: asymptotic expansion for the integral in (—d3,03). To get an asymptotic expansion of the
part of the integral between —d3 and J3, we can apply Proposition 3.2. Indeed, for 0 < h < hg,
v € X, || < d3/2 and £ in a small enough complex neighborhood U of [—d3, 3], let

r'y,m,h(é) = h’p’Y,h (W) .

By definition of €(h), we have |ry .| < €(h), or, in other words, |ryznle < 1. For the same
parameters, we also define
Uz, n(§) = vn (S0 + iz +§).

Then, according to Proposition 3.2,
53 .
I’y,h,v(x) :/ efx2/2h+zrfo/h—t2/2h+r7,m,h(t)/huw,h(t) dt—i—R%h,U(x)
—53

_ /27T.he—x2/2h+ix€0/h+r7,z,h(0)/h (U;p,h(o) + O((h + 6(h))|uw,h‘Loo(U))) + R%h,v (3?)

uniformly in v € X, |z| < d3/2 and vp holomorphic bounded on C.

Step 4: conclusion. With the upper-bound (3.4) on R, 5 (), the claimed asymptotic expansion
follows. d

3.4. Upper bounds for the evolution of coherent states. We will also need upper bounds
for I, 1, »(z) that hold for large x.

PROPOSITION 3.7. We assume Hypothesis 3.3, except that the item 6 is only assumed to hold
locally uniformly in v € X (and uniformly in 0 < h < hg). We define for v € X and 0 < h < hg

ey(z) = sup AR (p%h <§+§o+ZI>> .
€] <6, |z| <6 h

Let n > 0. For every N > 0, there exist ¢,C > 0 such that for every |x| > n, v € X and vy,
holomorphic bounded on C,

Le‘c/h“”(”)/hlvhlm(cy

Lopo(z)] <
Lyol@)] < T

Remark 3.8. 1. In the applications, we will typically choose X = Ry and p; (&) = —tp(§).
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1\
17

o B
r x (1)

FIGURE 2. As in Figure 1, the interval where x = 1 in blue. If x is not too small, we deform a bit the integration
path toward iz.

2. For instance, consider the case X = Ry and p; p(§) = —t2£, where $(z) > 0. This choice
is relevant to the equation (9; + z(—A)*/2) f(t,z) = 1 u(t, ). If K > 0 is large enough, for
every £ € C, R(2p(£)) > c|¢]® for some ¢ > 0.5 Then €,(h) < —cth!=.

Proof. Step 1: integration by parts. First, we integrate by parts to get the decay in x. As
in the previous proof, we denote ¢, (&) = —(§ — &)%2 + izé. We remark that hoee?=(&/h =
—(& — & —ix)e?= (/" Thus, with L, = %QHﬁ, we have

Lala) = [ " ey (X(€ —gg)errn (R, (5)) .

o0

Step 2: change of integration path. Next, as in the proof of Proposition 3.5, we can change the
integration path between £, — d2 and & + 02, as long as this modification stays inside {|R(&) — &o| <
da, |(€)| < d2}. We choose x2 as in the proof of Proposition 3.5, i.e. x2 € C3°(—0d2,02), 0 < x2 <1,
X2 =1 on (—d3,d3). Then we choose the path I'(¢) = t + ing sgn(z)x2(t — &), where 72 > 0 is small
enough, for instance 73 = min(n/2,d2/2) (see Figure 2).

Step 3: upper-bound for e#+(&). On this path T, for every |z| > n and 0 < h < hy,
2= (CO)/h|  Rlea (1)
_ (/24 nExE(t=E0) /2~ [almaxa (t—E0)
< 6*t2/2h*|513|772X2(t*§0)/2h’
where we used that || > 72 and 0 < xo < 1. Thus, for some ¢ > 0, we have for every |x| > 12 and
telR
(3.5) |6<Pz(1‘(t))/h| < e ¢/,

Step 4: upper bound for the rest of the integrand. We claim that there exists Cy > 0 such that for
every f C* on I, for every |z| > n and & € I‘,

(36) LY F(E)] < |h TV 2o 1066

k<N
6Indeed, if z = rpe’?0, then |6p| < 7/2. And if £ = re?®, then R(2£%) = ror® cos(ad + ). But if £ € C, then

rlsin(0)| < rK 1 cos(8), or || < arctan(K ~1). So, if K is large enough, for every £ = re® € C, |af + o] < /2 — T
for some 7 > 0. Then, R(2£*) = ror® cos(ab + 0p) > ror® cos(n/2 — 1) = c|€|*.

This manuscript is for review purposes only.
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449 Indeed, according to Leibniz’ rule, for any £ >0, £ € ' and f C* on I,
okf(€)

450 L, = h_lak“L =ht C & :

’ eLaf(¢) C -G —ix KZk;rl BEE— & — iz)Rree
151 So, reminding that |z| > 7 and |¥(§)| < 2

Cy
152 |0F Lo f(€)] < Thal > 10EF©)L.
(<k+1

153 By iterating this estimate, we get the upper bound (3.6). Now, choosing f(£) = x(£—&o)e= P+ &/ My, (&)}
154 we get

155 L5 (€ ~ G0)er M un ()] < IhxlN 3 [o (xie — e M)
- < |h33|N 3 ‘ak (ep7 n E/h)vh(@)‘
457 k<N

458  Moreover, for any f holomorphic on C, and for any £ € I' and r > 0 such that D(¢,r) C C, the
459 Cauchy integral formula implies that |5)§f(§)| < CrlflL=(D(e,r))- So,

160 LY (x (€ — &)ePrE/My, (£))] < N ‘ep%h(s/h)vh ‘

161 (3.7) < Cy e M/ My | Lo ey

462 |ha| N

463 Step 5: conclusion. Putting together the bounds (3.7) and (3.5), we get

464 Ly ho(@)] < Wh_ e /MW M oy oo 0y,

165 which implies the claimed estimate. 0
466 We also have the following upper-bound, which is weaker but valid for any z, even small. We
467  will need it for some applications.

468 PROPOSITION 3.9. Under the same hypotheses as Proposition 3.7, there exist ¢,C > 0 such that
469 for every x € R, v € X and vy, holomorphic bounded on C,

470 |I ,h,v($)| < CeeV(h)/hlvhhm(c)

471 Proof. 1t is only the integral triangle inequality. O
472 4. Non-null-controllability of the generalized fractional heat equation.

473 4.1. The generalized fractional heat equation on the whole real line.

474 Proof of Theorem 1.4 in the case Q@ = R. Well-posedness. Let us recall that infp, (p) < +o0.

175 So, denoting M this infinimum, we have for every t > 0, supgcg le=tPUED| < etM | Thus, for every
176t > 0, we can define a linear bounded operator on L?(R) by
1 )
77 fo € L*(R), Vo €R, S(t)fo(x) = F (e "D Ffo)(@) = o~ / e eI F fo () de.
R

™
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We can see that S(t) is a strongly continuous semigroup of bounded operators on L?(R). Moreover,
the infinitesimal generator of S(¢) is p(v —A). Thus, the equation (1.3) is well-posed, in the sense
of semigroups (see for instance [15, Def. 2.36 and Th. 2.37]).

Construction of the counterexample to the observability inequality. We remind that the null-
controllability of the generalized fractional heat equation on w and in time 7T is equivalent to the
following observability inequality [15, Th. 2.44]: there exists C' > 0 such that for every go € L?(R),
the solution g of

satisfies
(4.2) 19(T, )| L2 () < Clglr2(po,1)xw)-

In Hypothesis 3.3 item 1, we choose K and C to be those of the statement of Theorem 1.4. Let
€o,0 and x as in Hypothesis 3.3 item 2-3. Then, for h > 0, we consider go 5 € L?(R) defined by

go.n(w) = V2rhx(—ihd, — &o)e™/HHizo/h = / X(h& — &o)e(he—E0)/2hrint g,
R
The solution g, of the generalized fractional heat equation (4.1) with this initial condition is
gn(t,z) =h / X(he — go)e™ (o) /2h i ~17(0) ¢
R

(4.3)
:/X(§—fo)e*(5*50)2/2h+iw§o/h—tp(g/h) de
R

(let us remind that according to Hypothesis 3.3, x(h& — &) is zero for |h — &y| > 0, and in particular
for £ < 0 if 0 is chosen small enough, as in Hypothesis 3.3).

Conclusion. In Hypothesis 3.3 item 5, we choose X = [0,T]. For t € X and h > 0, we choose
pin: € € C— —tp(€). Since p is holomorphic on C with p(€) = o(|¢]), so is pyp for every t € X
and h > 0. In other words Hypothesis 3.3 item 5-6 are satisfied. Moreover, with the notations of
Eq. (3.3), the function g;, given by (4.3) can be writen as g (t,z) = Iy n1(x).

So, according to Proposition 3.5 (or more precisely Remark 3.6), there exists C, ¢ > 0 such that

for ¢ € [0,T], x small enough (say |z| <#') and h > 0 small enough
1
(44) |gh(t7 l‘)| > ie—mz/Zh—Ce(h)/h.

Moreover, according to Proposition 3.7, there exists C, ¢ > 0 such that for ¢ > 0, || > n and h > 0
small enough,

C
4. < —_ec/h,
( 5) gh(t7m> = ‘.’E|26

Thus, we have according to the lower bound (4.4)

(4.6) lgn (T, 2@ = 90 (T, ) 20| <nry = chM/ e CM/n

This manuscript is for review purposes only.
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and according to the upper bound (4.5),

c —c —c
(47) |gh|%2((O,T)><w) § T/ E@ /h dx S Ce /h.
|z|>n
and since e(h) — 0 as h — 0, taking h — 0 disproves the observability inequality. ]

Remark 4.1. We implicitly looked at the generalized fractional heat equation with complex
valued solutions. This means that we proved that there exists an initial condition f; of the generalized
fractional heat equation that we cannot steer to 0, but this initial condition might not be real
valued. In the case where p(R;) C Ry, we might be more interested in real valued solutions. But
our results actually implies there exists a real valued initial condition that cannot be steered to 0,
for if both the real part R(fp) and the imaginary part $(fp) could be steered to 0, then fy itself
could be steered to 0. A similar arguments stays valid for the Kolmogorov-type equation.

4.2. The generalized fractional heat equation on the torus. The case of the generalized
fractional heat equation on the torus is a bit different because we are not dealing with integrals, but
sums. Therefore, tools like the saddle point method do not seem to be of much use. Nonetheless,
with a trick, we can deduce the theorem on the torus from the theorem on the whole real line.

Proof of Theorem 1.4 in the case 1 = T. The basic idea is the trick of the proof of Poisson
summation formula, namely the fact that the Fourier coefficients of a function of the form goper(z) =
> kez Yo(x + 2mk) are the values of the Fourier transform of gq evaluated at the integers (up to a
multiplication by v/27).

So, let g, € C*°(R) be as in the previous section. Since the Fourier transform of g (t,-) is
C* with compact support,” gp(t,z) decays faster than any polynomials as |#| — oo and we can
define gnper(t, ) = > 1cy gn(t, v + 27k). According to the trick described before, ¢, (ghper(t,-)) =

(27) =2 F (gn)(t,-)(n). But, by definition of g;, as the solution of the rotated fraction heat equation,
Fgn)(t,)(€) = F(gn)(0,-)(€)e~ D 5o, using the trick again:

(48) Cﬂ(ghpcr(t’ )) = Cn(ghper(oa .))eftﬁﬂn\).

S0 gnper is a solution to the generalized fractional heat equation (4.1) on the torus. Now we prove
that the terms for k # 0 are negligible. Indeed, we have by definition of gnper

(4.9) (gnper(T, M ramy = | Y gu(T, - +27)|

kEZ *(M

and by singling out to term for k = 0 and thanks to the triangle inequality

(4.10) |9nper (T ) 21y > |90 (T )| 22 (=7 ym) — Z |90 (T, )| L2 ((2k—1)m,(2k+1)7)
k20

and thanks to the pointwise estimates on gy (Eq. (4.5) and (4.4))

_Ce ¢ . —Ce —c
(4.11) |9nper (T )| 22 (1) > cht/4e=Ceth)/h _ Z 72¢ /M > cpt/te=Ce/h _ Ce=e/h,
k0

"We added the cutoff function x just to localize the Fourier transform away from the singularity of |£|* at & = 0.
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NON-NULL-CONTROLLABILITY OF FRACTIONAL HEAT EQUATION EQUATION 17

In the same spirit, we have thanks to the triangle inequality, and identifying w = T\ [—¢, €] with
(=m,m)\[-€,€¢] CR

(4.12) |ghper|L2([0,7])xw) < Z 90| L2 ([0,7) x (w+27k))
kEZ

and according to the estimate (4.5),

(4.13) |Ghper| L2 (0,17 xw) = Ole™™).
Taking h — 07 disproves the observability inequality (4.2) and proves the Theorem. O

4.3. Higher dimension. Theorem 1.4 can be generalized to take into account the case
Q= R% x T, Indeed, the Propositions of section 3 are still valid in higher dimension. The
computations are carried essentially the same way, only with the added technicalities of the higher
dimension, for instance:

e in Proposition 3.2, U and V are assumed to be open, bounded and convex subset of R% and
C? respectively,

e in the proof of Proposition 3.2, the change of variables of step 2 is given by a Morse Lemma
with parameter, in the spirit of [21, Lemma C.6.1],

e in Hypothesis 3.3 y is chosen to be C>°(B(0,4)) (open ball in R?),

e p(|¢]) has to be replaced by p[( > f?)l/ﬂ (i.e. what happens to be holomorphic in ¢ € C¢

and that is equal to p(|¢]) if £ € RY),
e in all the complex integrals that follows, we integrate against dé; A --- A d€g,
e also, the power of 27h in front of the asymptotic expansion is (27h)%? (but it does not
matter).
Then, the construction of the counterexample to the observability inequality if Q = R? is the same.
For the case Q = R? x T? | we first consider a counter example in R¥" | and we periodize the last
d’ components with the method of subsection 4.2.

5. Non-null-controllability of the Kolmogorov equation.

5.1. Introduction. Now, we look at the Kolmogorov equation (1.2). As for the fractional heat
equation, the null-controllability of the Kolmogorov equation (1.2) is equivalent to the existence of
C > 0 such that for every solution g of ®

(5.1) (0 — 20, — 02)g(t,x,v) =0 t€(0,T),(z,v) €Q
with Dirichlet boundary conditions if Q, = (—1,1),
(5.2) 19(T,)|L2(0) < Clglrz(0,1)xw)-

As hinted in the introduction, we look for counterexamples of the observability inequal-
ity among solutions of the adjoint of the Kolmogorov equation (5.1) of the form g(t,z,v) =
Jp a(€)e™®ge (v)e~ <t A, where ge(v) is the first eigenfunction of —92 — i¢v? and ¢ its associated
eigenvalue. Let us remind that? \¢ = /—i€ if Q, = R, and is close to /=i if Q, = (—1,1).

8Note that this is the adjoint of the Kolmogorov equation where we reversed the time.
9We choose the branch of the square root with positive real part.

This manuscript is for review purposes only.



579
580
581
582
583

584

ot
oo
ot

586
587
588
589

590

591
592
593
594
595
596
597
598
599
600
601
602
603

612
613
614
615
616

18 A. KOENIG

We remark that apart from the g¢(v) term, those solutions have the same form as solutions
of the rotated fractional heat equation (d; + v/—i(—A)Y*)g = 0. So, the strategy is to prove the
same estimates we proved for the rotated fractional heat equation, but with some uniformity in the
parameter v. Since the computations are essentially the same, we only tell what we need to care
about in comparison with the rotated fractional heat equation, but we do not give the full details of
the computations again.

5.2. The Kolmogorov equation with unbounded velocity.

Proof of Theorem 1.5 with Q, = Q, = R. In the case 2, = R, the first eigenfunction of —92 —
i&v? is ge(v) = e~ V=i6v%/2 with eigenvalue \¢ = /—i€. Without loss of generality, we may assume
wy =R\ [-n,7] (let us remind that w = w, x R).

Thus, we consider the function g;: Ry x R? — C defined by

n(t,,0) = h [ x(hg = et he-an V2V gg
R

(5.3)
= / X(E — €o)ei®s/h(6=€0)*/2h—V=i€/h(v*/2+1) g,
R

Since every (t,z,v) s e@6=V=i€(I+v%/2) ig 4 generalized solution to the Kolmogorov equation (5.1),
the function g, is also solution to the Kolmogorov equation. We also remark that g5 (0, ,-) € L?(R?).
Notice that these solutions are of the form gy, (t + v%/2,x), where g, is solution to the “rotated
fractional heat equation” (0; + v/—i(—A,)*)gn(t,z) = 0. Thus we have asymptotic expansion on
gn, similar to (4.4) and (4.5).

For t >0, h > 0 and R(§) > 0, we define p; ,(§) = —ty/—i€. Thus, with any K > 0, and with
X =[0,T 4 1/2], Hypothesis 3.3 holds. Thus, with the notations of Hypothesis 3.3 and Eq. (3.3),
we have for h small enough

gn(t,z,v) = T2y pa ().

Moreover, still with the notations of Hypothesis 3.3, we have for some C' > 0 and for every 0 < h < 1,
C~1h'/2 < e(h) < ChV/2.

Thus, according to Proposition 3.5 (or more precisely Remark 3.6), there exist C, ¢ > 0 such
that for every h > 0 small enough, 0 < ¢ < T, |z| small enough (say || <7’) and |v| < 1

(5.4) g (t,,v)| > ce™/2h=Ch7%,

Moreover, assuming K large enough and choosing X = R, according to Proposition 3.7 (see also
Remark 3.8), there exist C,c¢ > 0 such that for every A > 0 small enough, |z| >n,t>0and v € R
(5.5) gt 2,0)| < Cla| 2o/ Pmelrl/2n 2,

So, integrating these estimates, we have

(5.6) |9n] L2 (0. 1) xw) < Ce™/"

and

A —1/2
(5.7) 90 (T, ) r2@) = 19n(Ts -, )2 a) < joj<1) = ce” "

Taking again h — 0 disproves the observability inequality and proves the Theorem. ]

For the Kolmogorov equation with Q, = T and €2, = R, we define gppe:(t, 2, v) = >,z gn(t, z +
21k, v), and as in subsection 4.2, all but the term for k = 0 are O(e=/"). We let the careful reader
work out the details.
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v

FIGURE 3. In green, the control domain

w. If there is a vertical line, symmetrical with

T respect to {v = 0}, that does not intersect @
(in dark blue), for every o’ < a, there exists a
rectangle of the form {|z — zo| < b, —a’ < v <
a'} that does not intersect @ (in lighter blue).

5.3. The Kolmogorov equation with non-rectangular control domain.

Proof of Theorem 1.6 in the case Q, = Q, =R. If 0 < a’ < a, there exists b > 0 such that the
rectangle R = {|z — zo| < b, |v| < @’} does not intersect W (see Figure 3). Since the equation is
invariant by translation in the x direction, we may assume without loss of generality that x¢o = 0.

We will use the same functions g as in the previous proof. But while we used only the terms
of order A~ ! in the exponent of estimate of Proposition 3.5, we will now use the next term. More
precisely, according to Proposition 3.5 with X = [0,7 + a?/2] and p;n(£) = —tv/—i€, we have
uniformly in |z| small enough, 0 < ¢ < T and |v| < a:

(5.8) gn(t,x,v) = It+v2/2,h,1($) =V 27Th€¢(t’x’v)/h(1 + Oh(‘/ﬁ))

with

2

(5.9) o(t,x,v) = ix€y — % —\/ - — (t + 1}22> hY2 £ O (h).

|2 dx dv, the dominant part of this integral is

|2 dt dx dv, the dominant part is around

The idea is that, when computing [, |gn (T, z, v)
around z = v = 0, and when computing f[o T)xw lgn(t, z,v)
t=0,2=29=0and v=a or —a. So, noting ¢y = R(v—i&y) > 0 and ignoring the error terms for
the moment, we have

(5.10) / lgn (T, @,v)|* dz dv ~ 27h /w|<6 e /h=co@T+v) [Vh gy qy & CHT/4e2Te0/ VR
@ lv|<e
and
(5.11)
/ lgn(t, z,v)|? dt dzdv ~ 27rh/ |z|<e e /h=eo i) /Vh 4y dp dy & CH3/2e 00"/ VI,
[0,T]xw a<|v|<ate
t<e

So, if 2T < a2, the observability inequality cannot hold. Now, let us rigorously prove this. Let € > 0
and T = a’?/2 — e. We have R(y/—i€y — z) = co + O (z). So, for z small enough, say, |z| < d¢,, we
have

(5.12) co—e§§)%<\/—i£0—x) < co+e.
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So, we have locally uniformly in |z| < d¢,,t >0and v € R :

{EQ ’U2
(5.13) R(p(t, z,v)) > -5 - (co+ €) (t + 2) hY%2 — O (h)
and

1‘2 ’U2
(5.14) R(e(t,v) < =% = (0 —¢) (t + 2) hY/2 4+ O (h).

Now, let us get a lower bound for the left-hand side of the observability inequality (5.2). We
have:

(5.15) 9n(T, -, )72 = 190(T, )22 (o) <b. o] <ar)
and thanks to the asymptotic of Eq. (5.8):
(5.16) lgn (T, -, -)|2LQ(Q) > 2mh /|m‘<b 2R@(Twv))/h gy, dv(1+ (’)(\/ﬁ))
|v|<a’
and with the lower bound above (Eq. (5.13)):
(5.17) 9n(T, )22y > 2mheOr ) /Wb e~ /M= (cot )T+ /VR 4 4p (1 4+ O(VR)).
[v|<a’

The integral in x is
(5.18) / e dz = Vah + O(e=/)
|z|<b

while the integral in v is

(5.19) / e—(c0+e)v2/\/ﬁ dv = /th/‘l + (’)(e_c/\/ﬁ).
|v|<a’ co+e€

So, we have

272

RVAS) + €

(5.20) lgn (T, -, .)|2L2(R2) >c h7/4e—(co+e)2T/\/E(1 + O(\/ﬁ))

and for i small enough:
(5.21) 90 (T, )32 () = chT/4e—(cote)2T/Vh

Now, let us bound the right-hand side of the observability inequality (5.2). Let us remind that
w is a subset of Q\ {|z| < b,|v|] < a'}. Let a” > ', that will be chosen large enough afterwards. We
define

(5.22) wo = {|z] < by, a’ < |v] <"}
(5.23) wi = {|z] > ¢, }
(5.24) wy = {|x] < by, Jv| > a”}.
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With these definitions, if d¢, < b, we have w C wp Uw; Uws. So,

(5.25) |9n 172 (10 11 xw) < 19813210 17 xw0) T 19012210, 77301) T 192122 (10 7730)

First, according to Proposition 3.9, we have for every ¢ > 0,v € R and = € R,
(5.26) lgn (t, 2, v)] < Ceme/ (/M

So, integrating this estimate, we have

(527) |gh|%2([O,T]Xw2) = O (/ efc/vz/\/ﬁ d’l}) = O (efc/a/ﬂ/\/g) .
[v]>a”
We choose a” large enough so that ¢’a””? > (co — €)a’?. That way, we have

(5.28) |9n 172 ([0, 1) xws) = O (67(00*6)“@/‘/5) )
We have already seen in subsection 5.2 that

(5.29) 19012 (0,7 xr) = O™/

Finally, thanks to Eq. (5.8) with upper bound (5.14), we have uniformly in 0 <t < T, |z| < J¢, and
a <] <a”

(530) |gh(t7 z, ’U)‘Q < Qﬂ_he—acz/h—(co—e)(2t+vz)/\/ﬁ+oh(1)-

So, we have

7()*6'[)2 7C76(l’2
(5.31) |gh|2L2([O,T]><wO) =0 </ e~ (co—¢) /‘/Edv> =0 (e (co=e) /\/E) .
a' <|v|<a’
So, putting the three upper bounds (5.28) (5.29) and (5.31) together, we have

_ . 12
(5.32) 98172 (0,7 %) = O (e (co=)a Nﬁ) :

Let us assume that (co — €)a’? > 2T (co + €). Then, considering the previous upper bound (5.32)
and the lower bound (5.21), and taking h — 0 disproves the observability inequality. So, the

Kolmogorov equation is not null-controllable in time 7" < £¢=Za 2/2. This is true for every a’ < a
and € > 0, so the Kolmogorov equation is not null-controllable in time 7' < a?/2. 0

The case Q, =T, Q, = R is similar. We look at gnper(t, z,v) = 1oy gn(t,  + 27k, v). In this
sum, as in subsection 4.2, only the term for k = 0 matters, as the other are O(e=%/").

5.4. The Kolmogorov equation with bounded velocity. To treat the Kolomogorov equa-
tion with €, = (—1,1), we need some information on the first eigenfunction g¢ of —92 — i¢v? with

Dirichlet boundary conditions on (—1,1), and with associated eigenvalue \¢ = /—i€ + p¢. Moreover,
as we will use Theorems 3.5-3.9, we also need some analycity in {. We will denote g the first !0

10¢First” in the sense that it is the analytic continuation in £ of the first eigenfunction of —02 + (EU)2 for £ € R4,
assuming it exists.
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22 A. KOENIG

eigenfunction of —92 + (fv)2, and 5\5 =&+ pg the associated eigenvalue, so that, with £ = V—i€, we
have g¢ = gg and p¢ = pg, when this is defined.

In an article on the Grushin equation [22, Section 4] we proved that pz and gg exist if %(£) >0
and |¢| > r(|arg(§)]) for some non-decreasing function r : (0,7/2) — Ry. We also proved the next
two theorems.

THEOREM 5.1 (Theorem 22 and Remark 23 of [22]). Let 0 <0 < /2. With pg defined above,
we have

- 4 5,9 _¢
e~ =8

in the limit |€] — oo, |arg(€)] < 6.

PROPOSITION 5.2 (Proposition 25 of [22]). Let gg be defined above and normalized by gg(0) = 1
(instead of |ge|rz = 1). Let 0 < 0 < m/2 and € > 0. We have for all v € (=1,1) and [§| > r(0),
larg(€)| < 6:

=972 ge(v)] < Cep.

Theorem 5.1 gives us all we need to know on the eigenvalue, while Proposition 5.2 gives us an
upper bound on the eigenfunction. We will also need the following lower bound, that we prove in
Appendix B.

PROPOSITION 5.3. Let 0 < 6 < /2 and € > 0. We normalize g again by §z(0) =1 and define

Ug(v) = 65”2/2§£(v). Then tg(v) converges exponentially fast to 1, as €| = oo, |arg(€)| < 6, this
convergence being uniform in |v] < 1 —e.

With this, we know all we need to adapt the proof of the non-null-controllability of the
Kolmogorov equation with 2, = R to the case of Q, = (—1,1).

Proof of Theorem 1.5 with Q, = (—1,1). We start with the case Q, = R.

Step 1: construction of the counterezample to the observability inequality. The counterexample we
build to the observability inequality (5.2) is basically the same as in the case £, = R, only with
the added corrections to the eigenvalues and eigenfunctions. We define gy, (¢, z,v) for t > 0, z € R,
v € (—1,1) and h > 0 small enough by:

(5.33) gn(t,z,v) = /]RX(E _ 50)e—ixé/h—(&—50)2/2h—As/htg£/h(v) de,

where & > 0 and x € C°(R) are chosen as follows.

First note that according to the discussion at the top of this subsection, A\¢ and g¢ are defined
and holomorphic with respect to £ € C such that |arg(§)| < 37/8 (for instance) and |¢] large enough.
Let then K > 0 be large enough so that for any £ € C == {R() > K,[S(€)| < K~'R(£)}, A¢ and g
are defined and holomorphic with respect to £ € C. Finally, let £, > 0 and x as in Hypothesis 3.3
(see Figure 4). With these choices, gy, is well-defined for 0 < h <1,¢ >0,z € Rand v € (—1,1).

We remark that each function (t,z,v) +— e~ ¢t ge(v) is solution to the Kolmogorov equa-
tion (5.1). So gy, is solution of the Kolmogorov equation.

Step 2: estimates on gp,. Note that Theorem 5.1 and Propositions 5.2 and 5.3 (with the choice
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4

FIGURE 4. Left figure: in red, shape of C for some K. Right figure: if £ is in the gray domain, the eigenvalue ﬁé
and the eigenfunction gé of —0% + (&;)2 are defined. Thus, the eigenvalue ¢ and eigenfunction ge of —02 + itv?
are defined for € € C if \/—iC lies inside the gray domain.

e = 1/2) translate respectively into the estimates:

(5.34) le=te — 1| < Ce eVl forécCand0<t<T
(5.35) |e\/_75”2/4g§(v)| <C for £ € C and |v| < 1
(5.36) eV =€ 2g, () — 1| < CeVE for £ € C and |v| < 1/2.
for some C, ¢ > 0.

Step 2a: lower bound on gp. We want to write gp, (¢, z, v) in the form of Eq. (3.3). Let X =[0,7+1/2],
and fort € X,0<h<1and&€C,let pp(§) =—tvV—i€. Finally, for 0<h <1,t>0,v e (-1,1)
and £ € C, let

(5.:37) Ont0(€) = €V g (w)e e,

Then, according to the definition of g, (Eq. (5.33)),
. 2 - 2
(538) gh(t7 z, ,U) _ / X(é— _ go)e—lazi/h—(f_fo) /2h—V —i&/h (t+v /2)5h,t,'u(£) dé‘ — It+U2/2,h,5($)~
R

Moreover, according to estimates Eq. (5.34) and (5.36), we have, for some C, ¢ > 0:

(5.39) Ohe0(€) —1] < Ce=" " for¢ec, v <1/2and0<h <1

So, according to Proposition 3.5, there exists C, ¢ > 0 such that for every ¢t € [0,T], |v| < 1/2,
small enough and h small enough,

(5.40) lgn(t, z,v)| > ce~®/2h—Ch7/?,

Step 2b: upper bound on gp. The estimate (5.36) does not extend up to the boundary. Thus, we have
to use the less precise upper bound (5.35). To this end, we define Sh,tﬂ, (&) =e" _if/hvz/géh’t,v &).
Then, according to the definition of g, (Eq. (5.33)) and 6 (Eq. (5.37)),

) 2 - 2/4) =
(541) gh(t,x,v) _ /Rx(g _ é-o)efmﬁ/h*(fffo) /2h—V —i§/h(t+v /4)6h,t,v(€) d¢ = It+v2/4,h,5(x)'
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24 A. KOENIG

Moreover, according to estimates (5.34) and (5.35), there exist C, ¢ > 0 such that
(5.42) 10n.t.0(6)] <C foréeC, [v]<land 0<h<1.

So, according to Proposition 3.7, there exist C,c¢ > 0 such that for every t € [0,T], |v| < 1,
|z] > n (where we assume without loss of generality w = {|z| > n} x (—1,1)) and h small enough,

(5.43) lgn(t, z,v)| < |f|gec/h.
Step 8: conclusion. From this point on, the proof is the same as in subsection 5.2: integrating the
estimates (5.40) and (5.43) proves that g, is a counterexample to the observability inequality (5.2)
in the case Q =R x (—1,1) and w = w, x (—1,1).

In the case Q, = T, we again look at the periodic version of gy, that is gpper(t,z,v) =
Y okez 9n(t,x + 27k, v). As in subsection 4.1 (and 5.2), gpper is a solution to the Kolmogorov
equation, and it is a counterexample to the observability inequality. 0

The proof of Theorem 1.6 in the case Q, = (—1,1) is similar to the case 2, = R with the
adaptation of the previous proof. Let us just sketch it.

We choose a’ < a and b > 0 as in subsection 5.3. We consider the functions g, of the previous
proof (Eq. (5.33)).

We compute the next order in the estimate (5.40). With Proposition 3.5, we can prove that
locally uniformly in v € (—1,1), |z| small enough and ¢ > 0,

(5.44) gn(t, @, v) = V2rhetto/h=a"/2h=/Cotin(t+%/2)[Vh+On (1) (1 + 0(\/%)) :

Also, thanks to Proposition 3.7, we prove that uniformly in |z| > b, t > 0 and v € (—1,1),
(5.45) gt 2,v) = O(|a| Ze=/).

We choose a/ < @’ < 1 and we define wp, wy and wy as in equations (5.22), (5.23) and (5.24) (the
J¢, is the same in the cases Q, = (—1,1) and Q, = R).

With the estimate (5.44), we can prove an estimate similar to the lower bound (5.21). We can
also prove an upper bound similar to (5.31). With the estimate (5.45), we can prove an estimate
similar to (5.29). And with the help of Proposition 5.2 to manage the terms for |v| > a”, we can
prove an upper bound similar to (5.28). The rest of the proof is a copy-paste.

0

Appendix A. Other equations. In this appendix, we explain how we can use the method
of section 4 to prove the lack of null-controllability for some other equations.

A.1. Fractional Schrédinger equations. Let 0 < « < 1. If we consider p(§) = i€* (defined
e.g. for R(¢) > 0), the hypotheses of Theorem 1.4 hold. Thus, we have:

COROLLARY A.l. Let 0 < a < 1. Let T > 0 and w be a strict open subset of R. The fractional
Schrédinger equation (0; + i(—A)*/2)f(t,z) = L u(t,z), t >0, x € R is not null-controllable on w
in time T'.

Since i(—A)*/? generates a strongly-continuous group of bounded operators on L?(T), it seems likely
that this corollary can be extended to any riemannian manifold (and not only R% x T¢).'! But this

11 The fact that i(—A)‘l/2 generates a strongly continuous group also implies that null-controllability is equivalent
to ezact-controllability [15, Th. 2.41].
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is outside the scope of this article. Also, we conjecture that the threshold o < 1 is optimal. Indeed,
it seems that if w satisfies the Geometric Control Condition of Bardos, Lebeau and Rauch [1], then
the methods of [24] could be used to prove exact controllability in any time if & > 1 (see [19] for the
case « > 2) and with a minimal time if « = 1 (better known as “the half-wave equation”), but this
is again outside the scope of this article. See also [10] for a variant of the fractional Schrodinger
equation.

A.2. Another Kolmogorov-type equation. Our method can also be used to prove that the
Kolmogorov-type equation (8; — 92 + vd,) f(t,x,v) = L u(t, z,v) is not null-controllable on vertical
bands (notice that is is Eq. (1.2) where we replaced v? by v).

THEOREM A.2. Let Q = (0,400) X Q,, and Q; =R or T. Let w, be a strict open subset of €,
and w = wy X (0,+00), and let T > 0. Then the equation

(0 + vy — 0) f(t, z,v) = Lyu(t,z,v) t€[0,T],(z,v) € Q
(A1) f(t,z,0) =0 tel0,T],z € Q,
f(0,2,v) = fo(z,v) (x,v) € Q

is not null-controllable on w in time T'.

Sketch of the proof. We consider Ai the standard Airy function (see for instance [30, Ch. 9]).
Let —pp the first zero of Ai. We denote \g = e/™/3ug. For & > 0, let ue: R — C defined
by ue(v) = Ai(Y/3e™/Sy — 1y). Using the ODE satisfied by Ai ([30, §9.2(i)]), we see that
(=02 —itv)ue = 52/3)\0u5. Moreover, u¢(0) = 0, and according to the asymptotic expansion satisfied
by Ai ([30, §9.7ii]), u¢ decays exponentially at oo, as well as its derivatives. So u¢ is an eigenfunction
of —92 —i¢w on (0, +00) with Dirichlet boundary condition at v = 0.

Let & > 0 and x € C°(—£&p,&). For h > 0 we consider the function gp,: Ry xR x (0, 4+00) — C
defined by

gn(t,z,v) = h [ x(hé = go)e (hE—E0)/2htine—0o®%y (1)) ¢
(A.2) o

—(£— 2 iz _ 2/3;—2/3
:/R x(& —&)e (6—€0)7/2h+izg/h—tXo&™/"h ug s (v) dE.
+

Since g is an eigenfunction of —92 —iv, g, is solution to (8; —vd, —02) gy, = 0. Moreover, using
the asymptotic expansion of Ai [30, §9.7(ii)], we have uniformly in v > 1, in the limit |§] — 400,
larg(£)| < 7/2 (for instance)

2 )
ug(v) = exp (‘3<e‘”/651/3v — 10)” 2) de(v)  with Gg(v) = C¢ V(14 O(EH?).
Thus, we can rewrite Eq. (A.2) as
(A.3) an(t,z,v) = /R x(€ - go)e—(5—50)2/2h+ir£/h+pt,v,h(f/h)ﬁg/h(v)dg
+

with
2

Pron(&) = —tho€?/3 — g(e_i”/Ggl/% — o).
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Thus, gi(t,x,v) can be written in the form (3.3). Moreover, if we choose K > 0, then we can
choose & > 0 and x € C°(R) such that Hypothesis 3.3 holds with X = {(¢,v),0 <t <T,1 <wv < 2}.
Then, Proposition 3.5 can be used to prove the lower-bound

lgn (t, z,v)| > 06_962/2}1_0’172/37 t € [0,T],|z| small enough, v € [1,2].

To get an upper-bound, we choose K large enough in Hypothesis 3.3 so that |ig(v)| < C for
some C' > 0 and every £ € C and v € (0,+00). Then, with the choice X = [0,T] x (0,+00) in
Hypothesis 3.3, the Proposition 3.7 can be used to prove the upper-bound

C 3/2
—c/h—
lgn(t, z,v)| < EE IR

As for the Kolmogorov equation (1.2), these two estimates prove that the observability inequality
associated with the control problem (A.1) does not hold if €2, = R. For the case , = T, we
periodize the solutions as in subsection 4.2. O

We refer to subsection 1.3.4 for references related to the equation (1.2). It seems Theorem A.2
could be extended to the case Q = Q, x (a,b), as it is only a perturbation of the case Q = , x (0, +00).

A.3. Improved Boussinesq equation. Finally, we mention another equation whose null-
controllability can be treated with our method.

PRrROPOSITION A.3. Let Q =R or T. Let w be a strict open subset of Q0 and let T > 0. The
equation

(A4) (07 — 0% —9202) f(t,x) = Lyu(t,z), te[0,T],xz€Q
1s not null-controllable on w in time T'.

This equation has been studied by Cerpa and Crépeau [14], where it is called «improved
Boussinesq equationy». They prove that, when posed on 2 = (0,1), it is not null-controllable with
boundary control at x = 1. They also prove that if 2 = T, it is is null-controllable with moving
internal control on w + ct'? if the speed c is large enough. But while their results suggest the
improved Boussinesq equation is not null-controllable with (non-moving) internal control, they do
not prove it. Here, we provide a proof of this fact.

Sketch of the proof. Let § > 0 and x € CZ° to be chosen later. For £ € R we define A¢ =
£2(1+ &%)~ For h > 0, we consider

gn(t,x) = h/ X(he — €o)e~ (he—€0)*/2htine—ity/Ae g
R

Elementary computations prove that gy, is solution of (97 — 92 — 8202)gn(t,z) = 0 (it is related to
the fact that this equation can be rewritten as (92 — (I — 82)7192)gn(t,z) = 0, and to the spectral
analysis of this operator, see [14]).

With the notation of Eq. (3.3), gn(t,x) = I n1(z) with p independant of (¢,h) defined by
p(&) = it\/E. We can choose K > 0, & > 0, and x € Cg° such that Hypothesis 3.3 holds with
X =10,T).

Then, with Proposition 3.5 and Proposition 3.7, we prove that (gn)n>0 is a counterexample to
the observability inequality associated to the control problem (A.4) in the case = R. In the case
Q =T, we periodize g; as in subsection 4.2. ]

121n other words, the right-hand side is 14, (z — ct)u(t, x) instead of 1y, (z)u(t, ).
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Appendix B. Precise estimation of the eigenfunctions. To prove Proposition 5.3, we
will need the following theorem, which is a special case'® of Theorem 18 in [22].

THEOREM B.1. Let S be the space of holomorphic function on the domain Q = {R(z)
1} with sub-exponential growth at infinity, i.e. v € S if and only if for all € > 0, p.(7)
SUPR(2)>1 Iy(2)e~ | < 400. We endow S with the seminorms family (pe)eso-

Let v in S and let H, be the operator on polynomials with a double root at zero, defined by:

H(Z) = Y (m)ane".

n>1 n>1

v

Let E be an bounded subset of C, star shaped with respect to 0. Let U be a neighborhood of E. Then
there exists C' > 0 such that for all polynomials f with a double root at 0:

(B.1) |Hy (f)|L2) < Clfl=w)-

Moreover, the constant C' above can be chosen continuously in v € S.

Note that according to the estimate of the previous Theorem B.1, and assuming U is star-shaped
with respect to 0, the operators H., extend by density to every holomorphic function'* on U (with a
double zero at 0). So, we will apply this estimate (B.1) on entire functions (with a double zero at 0).

Proof of Proposition 5.3. The proof is made by writing g (v) as the power series ig(v) =
Zﬂé,%vzn, and showing that the coefficients g, of this power series are of the form Ug o, =
Peve(n)€" /n! for n > 1, with g defined at the beginning of subsection 5.4, so that with the notation
of Theorem B.1:

(B.2) Gz(v) =1+ peHy (¢ = 1)(v)

Then, Theorem B.1 will allow us to conclude. R
Let us write ﬂg(v) = ::6 iig ,,v". Since @ satisfies the Cauchy problem —ag—l—%vﬁ’g—ﬁg'&g =0

with initial conditions'® ﬂg(O) =1, 11’5(0) =0, we have iz g = 1, Uz, ,; =0 and
2né — pg
B.3 Q= —— I g
( ) “g,n+2 (n+ 1)(n+ 2)“5,71

80, by induction, for n > 1

Y A0 K R V| = R
(B4) U§’2n = ET 11 (]. 4516) .
So, by defining
PR = p€>
(B.5) Ye(n) = 8en X an)! X 1 (1 1k

13In the reference, the Theorem is stated with an open (bounded star-shaped) domain U instead of a arbitrary
(bounded star-shaped) subset E of C, but we can set U = E®, and apply the Theorem as stated in the reference to
get |H’Y(f)‘L°°(E) < C&|f|Loo(E26>-

14 According to Runge’s theorem [31, Theorem 13.9], the polynomials are dense in the space of holomorphic
functions on U with the topology of the convergence on every compact.

15Here we use the fact that ﬁé is even when £ is real positive, which is well-known from Sturm-Liouville’s theory.
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we have g ,, = ﬁévé(n)gn/n!. So, g(v) =14 pg > 51 vé(n)%(ﬁg)". Assuming that 7z is in S,
this is exactly the equation (B.2) we were claiming.

Well, let us actually prove that ¢ is in the space S defined in Theorem B.1, i.e. that we can
extend n — 7g(n) to a holomorphic function on = {#(z) > 1} with subexponential growth. This is

obvious for the term —1/(8¢n). The term 4™(n!)2/(2n)! can be extended to Q with Euler’s Gamma,
function, and Stirling’s approximation gives us the subexponential growth (actually an equivalent in
\/7z). The product term is a tiny bit more tricky to extend to non-integer values. We define it with
the following formula, which is inspired by [29], and where we have set o = —ﬁ5/4§~:

+oo o
142
(B.6) 6e2) =11 Hiéi
k=1 k+z—1

This product converges if |[a| < 1/2 and R(z) > 1. And if n is integer, dz(n) is a telescopic
product, and we have dz(n) = 2;11 (1+ ¢). Moreover, d; is holomorphic on 2. We also claim that
there exists ¢, C' > 0 such that if |a| < 1/2 and R(z) > 1, j65(2)| < Cz|°. The proof of this claim is
just a few basic computations, and we postpone it after the end of the proof at hand.

Since a = ﬁg/4£, according to Theorem 5.1, |a| < 1/2 as soon as |arg(§)| < 6 and €] is
large enough, say || > M (depending on #). Then, according to the claim, the term d¢(z) has
subexponential growth in 2, and since it is holomorphic, it is in S. Moreover, this estimate also
proves that (55)|a‘<1/2 is a bounded family of S.

So (7¢) is a bounded family of S for larg(€)] < 6 and |£] > M. So, according to Theorem B.1
and the following remark, for any neighborhood U of -1+ 61— €] that is star-shaped with respect
to 0, there exists C' > 0 such that for all |{| > M with |arg(§)| < 6 and for every v € (—1+¢€,1 —¢):

2 o2
(B.7) Hyg (¢ = 1)(0)| < C1+ e [ =)

and if we choose U to be small enough, we have |H,Y§.(6€U2 - 1) < C”|e(1’5)£|. Finally, thanks to
equation (B.2) and Theorem 5.1, we have

(B.8) |G (v) — 1] < Cs[€*2[e). d

Proof of the claim that |65(z)| < C|z|°. We first write

= (6% (6%
(B.9) 5¢(2) = exp (}; In (1+ E) “In (1 + W)) .

Let us also remind that we assume |a| < 1/2 and R(z) > 1, so that for k € N* |a/k| < 1/2 and
la/(k + 2z —1)| < 1/2. We denote ko = ||z|], and we separate the sum into two parts:

ko .
St =2 (1 ) (145t mg) Sa= (i) o140

k=ko+1

About the part of a sum for k < kg, we have thanks to the triangle inequality and the fact that
for |z] < 1/2, |In(1 + )| < c|z|:

ko
(B.10) |S<ko| < 2¢|a Z% < 2clal(In(kg) + C") < 2¢|a|(In(|z]) + C"),
k=1
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where we used the relation between the harmonic sum and the logarithm and the fact that ko = ||2]].
About the rest of the sum, we have by writing In(1 4+ b) —In(1 + a) = fb dz

a m’
= af(ktz=1) g = o o =
(B11) Skl < D / 17| S > 2 k_lml‘§2|a(z_l)| > ok
k=ko+1 |7/ k=ko+1 k=ko-+1

where we used the fact that for z € [7, :75], |1+%| < 2. By comparing this sum with an integral,
ted -1
(B12) Sorol <2l 1] [ 2 <2l < 0ol
ko z

where we again used that ko = ||z|]. Summing the two inequalities (B.10) and (B.12), and plugging
this into equation (B.9) proves the claim. |
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