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HIGHER LEVEL AFFINE SCHUR AND HECKE ALGEBRAS

RUSLAN MAKSIMAU AND CATHARINA STROPPEL

Abstract. We define a higher level version of the affine Hecke algebra and prove that, after completion, this algebra is isomorphic to a completion of Webster’s tensor product algebra of type A. We then introduce a higher level version of the affine Schur algebra and establish, again after completion, an isomorphism with the quiver Schur algebra. An important observation is that the higher level affine Schur algebra surjects to the Dipper-James-Mathas cyclotomic $q$-Schur algebra. Moreover, we give nice diagrammatic presentations for all the algebras introduced in this paper.
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Introduction

Let $k$ be an algebraically closed field. Fix $q \in k$, $q \neq 0, 1$ and $d \in \mathbb{Z}_{\geq 0}$. We study and introduce in this paper several (partly new) versions of Hecke and Schur algebras of type $A$ as indicated in Figure 1.

To introduce the players, let $H_{\text{fin}}^d(q)$ be the ordinary Hecke algebra of rank $d$ over the field $k$ (i.e. $H_{\text{fin}}^d(q)$ is a $q$-deformation of the group algebra $kS_d$ arising from the convolution algebra of complex valued functions on the finite group $\text{GL}_d(F_q)$ which are constant on double cosets for a chosen Borel subalgebra). Let $H_d(q)$ be its (extended) affine version, that means it equals $H_{\text{fin}}^d(q) \otimes k[X_1^{\pm 1}, \ldots, X_d^{\pm 1}]$ as a vector space equipped with a certain multiplication such that both tensor factors are subalgebras. It naturally arises from the convolution algebra of compactly supported functions defined on the $p$-adic group $\text{GL}_d(Q_p)$ which are constant on double cosets for an Iwahori subalgebra. These algebras play an important role in $p$-adic representation theory, see e.g. [2], [6].

The algebra $H_d(q)$ has a family of remarkable finite dimensional quotients $H_{d, Q}(q)$, called cyclotomic Hecke algebras or Ariki-Koike algebras which are deformations of the group algebra $k(S_d \ltimes (\mathbb{Z}/\ell\mathbb{Z})^d)$. These algebras are well-studied objects in representation theory. For an excellent overview we refer to [12].

Recently, Khovanov-Lauda [7] and Rouquier [17] introduced the quiver Hecke algebra (also called KLR algebra) $R_{\nu}$. Again it arises from a convolution algebra structure, but now on the Borel-Moore homology of a Steinberg type variety defined using the moduli space of isomorphism classes of flagged representations of a
### Table 1: The players

<table>
<thead>
<tr>
<th>Hecke family</th>
<th>KLR family</th>
</tr>
</thead>
<tbody>
<tr>
<td>affine Hecke algebra $H_d(q)$</td>
<td>KLR algebra $R_\nu$</td>
</tr>
<tr>
<td>(affine, no level, not Schur)</td>
<td>(affine, no level, not Schur)</td>
</tr>
<tr>
<td>cyclotomic Hecke algebra $H_d^Q(q)$</td>
<td>cyclotomic KLR algebra $R_\nu^Q$</td>
</tr>
<tr>
<td>(cyclotomic, no level, not Schur)</td>
<td>(cyclotomic, no level, not Schur)</td>
</tr>
<tr>
<td>affine Schur algebra $S_d(q)$</td>
<td>quiver Schur algebra $A_\nu$</td>
</tr>
<tr>
<td>(affine, no level, Schur)</td>
<td>(affine, no level, Schur)</td>
</tr>
<tr>
<td>an idempotent truncation of $S_{d, Q}^\text{DJM}(q)$</td>
<td>an idempotent truncation of $A_{d, Q}^\nu$</td>
</tr>
<tr>
<td>(cyclotomic, no level, Schur)</td>
<td>(cyclotomic, no level, Schur)</td>
</tr>
<tr>
<td>???</td>
<td>tensor product algebra $R_\nu, Q$</td>
</tr>
<tr>
<td>(affine, not Schur, higher level)</td>
<td>(affine, not Schur, higher level)</td>
</tr>
<tr>
<td>???</td>
<td>cyclotomic tensor product algebra $R_{d, Q}^\nu$</td>
</tr>
<tr>
<td>(cyclotomic, higher level, not Schur)</td>
<td>(cyclotomic, higher level, not Schur)</td>
</tr>
<tr>
<td>???</td>
<td>higher level quiver Schur algebra $A_{d, Q}$</td>
</tr>
<tr>
<td>(affine, higher level, Schur)</td>
<td>(affine, higher level, Schur)</td>
</tr>
<tr>
<td>Dipper-James-Mathas cyclotomic $q$-Schur algebra $S_{d, Q}^\text{DJM}(q)$</td>
<td>cyclotomic higher level quiver Schur algebra $A_{d, Q}$</td>
</tr>
<tr>
<td>(cyclotomic, higher level, Schur)</td>
<td>(cyclotomic, higher level, Schur)</td>
</tr>
</tbody>
</table>

The fixed quiver with dimension vector $\nu$. The major interest in these algebras is due to the fact that they are naturally graded and categorify the negative part of a quantum group. This holds in particular for the finite or affine type $A$ versions, and the algebras arise in several categorification results on the level of 2-morphisms. They were recently also used to approach modular representation theory of general linear groups, [16]. These KLR algebras again have a family of interesting (finite dimensional) quotients $R^Q_\nu$ (called cyclotomic KLR algebras). Apart from being interesting on their own, these quotients $R^Q_\nu$ categorify simple modules over the before-mentioned quantum group, [10], but also give concrete descriptions of categories arising in geometric and super representation theory.

A higher level version $R_{\nu, Q}$ of the KLR algebra (called tensor product algebra) was introduced by Webster [20]. The cyclotomic quotient $R_{\nu, Q}^Q$ of the algebra $R_{\nu, Q}$ categorify tensor products of simple modules over a quantum group.

Let us give an overview on connections between these algebras. The cyclotomic Hecke algebra $H_d^Q(q)$ has a block decomposition $H_d^Q(q) = \bigoplus_\nu H_\nu^Q(q)$. Brundan and Kleshchev constructed in [1] an isomorphism between the block $H_\nu^Q(q)$ and the cyclotomic KLR algebra $R_{\nu, Q}^Q$ of type $A$. A different proof of this isomorphism was given by Rouquier in [17] as a consequence of an isomorphism between (an idempotent version of) a localization of $H_d(q)$ and a localization of $R_\nu$. It is also possible to give a similar proof, using completions instead of localizations, see [13]. (The completion/localization of $H_d(q)$ depends on $\nu$.)

The second author and Webster defined in [18] the quiver Schur algebra $A_\nu$ (that is a Schur version of the KLR algebra $R_\nu$) and its generalizations, the higher level quiver Schur algebras $A_{\nu, Q}$ together with a family of cyclotomic quotients $A_{\nu, Q}^Q$. Moreover, in [18], the isomorphism $H_d^Q(q) \simeq R_{\nu, Q}^Q$ was extended to an isomorphism $S_{d, Q}^\text{DJM}(q) \simeq A_{\nu, Q}^Q$, where $S_{d, Q}^\text{DJM}(q) = \bigoplus_\nu S_{d, Q}^\nu(q)$ is the Dipper-James-Mathas cyclotomic $q$-Schur algebra (that is the Schur version of $H_d^Q(q)$).
On the other hand, an affine (no level) version of the isomorphism $S_{\nu, Q}(\mathfrak{q}) \simeq A_{\nu, Q}$ was constructed by Miemietz and the second author, [13]. It was proved in [13] that a completion of the affine Schur algebra $S_d(\mathfrak{q})$ (the completion depends on $\nu$) is isomorphic to a completion of the quiver Schur algebra $A_\nu$.

The zoology of the algebras discussed above can be grouped into two big families: the Hecke family and the KLR family.

An algebra in either family can be
affine or cyclotomic, higher level or no level, Schur or not Schur.

This is summarized in Figure 1. If we have two cyclotomic algebras in the same line of the table, then a block of the algebra in the left column (parametrised by $\nu$) is isomorphic to the algebra in the right column. The isomorphism in Line 2 is given in [1] and [17], whereas the isomorphism in Line 8 is given in [18] (the isomorphism in Line 4 is the idempotent truncation of the isomorphism in Line 8).

The affine algebras in the same line are isomorphic after completions (the completion of the algebra in the left column depends on $\nu$): for Line 1 see e.g., [13] (we can use also localizations instead of completions, [17]), and for Line 3 by the main result from [13]. In both situations the isomorphism follows from an identification of (completed) polynomial faithful representations of both algebras.

**Main result:** We see that there are three gaps in the table above (Lines 5, 6 and 7). The goal of the present paper is to fill these gaps. We construct the missing algebras and isomorphisms. In each case we provide basis theorems. The completions are always with respect to a maximal ideal of the centre. Hereby the description, Proposition 1.18, of the centre of $H_d, Q(\mathfrak{q})$ is important.

Concerning Line 5, we want to construct a Hecke family analogue of Webster’s tensor product algebra $R_{\nu, Q}$. We define this analogue $H_{d, Q}(\mathfrak{q})$ (called the higher level affine Hecke algebra) by generators and relations (algebraically and diagrammatically) in Section 1. Next, in Section 2 we construct an isomorphism between a completion of $H_{d, Q}(\mathfrak{q})$ (this completion depends on $\nu$) and a completion of $R_{\nu, Q}$. To do this, we use the same strategy as in [13] (namely the identification of faithful polynomial representations). A cyclotomic version of the isomorphism above follows easily from the affine version. This is done in Section 5 and completes Line 6. To complete Line 7, we define in Section 3 a Hecke analogue $S_{d, Q}(\mathfrak{q})$ of the higher level quiver Schur algebra $A_{\nu, Q}$ (that is a higher level version of the affine Schur algebra $S_d(\mathfrak{q})$). We construct an isomorphism between a completion of $S_{d, Q}(\mathfrak{q})$ (this completion depends on $\nu$) and a completion of $A_{\nu, Q}$ in Section 4.

The Dipper-James-Mathas cyclotomic $q$-Schur algebra was defined in [4] as an endomorphism algebra of some $H_d^Q(\mathfrak{q})$-module. One might expect that its affine version $S_{d, Q}(\mathfrak{q})$ can be defined similarly as an endomorphism algebra of some $H_d^Q(\mathfrak{q})$-module. However, it seems that this does not work. Instead, we define the algebra $S_{d, Q}(\mathfrak{q})$ in two steps. First, we define the higher level version $H_d^Q(\mathfrak{q})$ of $H_d(\mathfrak{q})$, and then $S_{d, Q}(\mathfrak{q})$ as the endomorphism algebra of some $H_d^Q(\mathfrak{q})$-module. The Schur algebras $S_d(\mathfrak{q})$ and $S_{d, Q}(\mathfrak{q})$ considered in the paper are in fact $q$-Schur algebras.

Although we stick to a very special class of algebras in this paper, our approach seems to work in much more generality (including the case of Clifford-Hecke algebras, [14] or affine zigzag algebras, [9]). We deal with this in a forthcoming article.
Acknowledgments We thank Alexander Kleshchev for sharing ideas that simplified the construction of polynomial representations of the affine Schur algebras. R. M. is grateful for the support and hospitality of the MPI for Mathematics in Bonn, where a big part of this work is done.

Conventions. We fix as ground field an algebraically closed field $k$ and denote $k^* = k - \{0\}$. All vector spaces, linear maps, tensor products etc. are taken over $k$ if not otherwise specified. For $a, b \in \mathbb{Z}$ with $a \leq b$ we abbreviate $[a; b] = \{a, a + 1, \ldots, b - 1, b\}$. For $d \in \mathbb{Z}_{\geq 0}$ we denote by $\mathfrak{S}_d$ the symmetric group of order $d!$ with length function $l$.

1. Higher Level Affine Hecke Algebras $H_{d,Q}(q)$

Setup 1.1. We fix $q \in k^*$, $q \neq 1$ and integers $d \geq 0$, $\ell \geq 0$ called rank and level, and parameters $Q = (Q_1, \ldots, Q_{\ell}) \in (k^*)^\ell$. We denote $J = \{0, 1\}$ and call its elements colours with 0 viewed as black and 1 viewed as red.

1.1. The algebraic version. In this section we introduce the main new player, a higher level version of the affine Hecke algebra.

Definition 1.2. Let $J^{\ell+d} \subset J^{\ell} \times d$ be the set of $(\ell + d)$-tuples $c = (c_1, \ldots, c_{\ell+d})$ such that $\sum_{i=1}^{\ell+d} c_i = \ell$ (i.e., the tuples containing $d$ black and $\ell$ red elements). Let $\mathfrak{S}_{\ell+d}$ act on $J^{\ell,d}$ by permuting the entries of the tuple in the way such that $\pi(c)_m = c_{\pi^{-1}(m)}$ for $\pi \in \mathfrak{S}_{\ell+d}$.

Definition 1.3. The $\ell$-affine Hecke algebra $H_{d,Q}(q)$ is the $k$-algebra generated by $e(c)$ for $c = (c_1, \ldots, c_{\ell+d}) \in J^{\ell,d}$, $T_r$ for $r \in [1; \ell + d - 1]$ and $X_j$, $X'_j$ for $j \in [1; \ell + d]$, subject to the following defining relations

\begin{align*}
\sum_{c \in J^{\ell+d}} e(c) &= 1, \quad \text{and} \quad e(c)e(c) = e(c), \quad (1.1) \\
X_i e(c) &= X'_i e(c) = 0 \quad \text{if} \quad c_i = 1, \quad (1.2) \\
X_j X'_i e(c) &= X'_i X_i e(c) = e(c) \quad \text{if} \quad c_i = 0, \quad (1.3) \\
X_j e(c) &= e(c) X_i, \quad \text{and} \quad X'_i e(c) = e(c) X'_i, \quad (1.4) \\
X_j X'_j &= X'_j X_j, \quad \text{and} \quad X'_j X'_j = X_j X'_j, \quad (1.5) \\
T_r T_s &= T_s T_r \quad \text{if} \quad |r - s| > 1, \quad \text{and} \quad T_r X_i = X_i T_r \quad \text{if} \quad |r - i| > 1, \quad (1.6) \\
T_r e(c) &= 0 \quad \text{if} \quad c_r = c_{r+1} = 1, \quad \text{and} \quad T_r e(c) = e(s_r(c)) T_r, \quad (1.7) \\
(T_r X_{r+1} - X_r T_r) e(c) &= \begin{cases} (q-1)X_{r+1} & \text{if} \quad c_r = c_{r+1} = 0, \\ 0 & \text{else}, \end{cases} \quad (1.8) \\
(T_r X_r - X_{r+1} T_r) e(c) &= \begin{cases} -(q-1)X_{r+1} & \text{if} \quad c_r = c_{r+1} = 0, \\ 0 & \text{else}, \end{cases} \quad (1.9) \\
T_r^2 e(c) &= \begin{cases} (q-1)T_r e(c) + qe(c) & \text{if} \quad c_r = c_{r+1} = 0, \\ (X_r - Q \sum_{j=1}^{r-1} c_j) e(c) & \text{if} \quad c_r = 0, c_{r+1} = 1, \\ (X_{r+1} - Q \sum_{j=1}^{r} c_j) e(c) & \text{if} \quad c_{r+1} = 0, c_r = 1, \end{cases} \quad (1.10)
\end{align*}
\[ (T_r T_{r+1} T_r - T_{r+1} T_r T_{r+1}) e(\mathbf{c}) \]
\[ = \begin{cases} 0 & \text{if } c_{r+1} = 0 \text{ and } r < \ell + d - 1 \\ (1 - q) X_{r+2} e(\mathbf{c}) & \text{if } c_{r+1} = 1, c_r = c_{r+2} = 0 \text{ and } r < \ell + d - 1 \end{cases} \]

where \( i, j \) run through \([1; \ell + d]\) and \( r, s \) through \([1; \ell + d - 1]\).

**Remark 1.4.** In case \( \ell = 0 \) (i.e. \( Q = 0 \in k^0 \)) the set \( J^{\ell,d} \subset J^{\ell+d} \) contains a single element \( \mathbf{c} = (1, 1, \ldots, 1) \). Then \( e(\mathbf{c}) = 1 \) by (1.1) and \( X_r^{\prime} = X_r^{-1} \) by (1.3), and the algebra \( H_{d,Q}(q) \) is nothing else than the ordinary (extended) affine Hecke algebra \( H_d(q) \), see e.g. [8], in the normalization from e.g. [13]. If additionally \( q = 1 \) then we get the smash product algebra \( k[S_d]\#k[X_1^{\pm 1}, \ldots, X_d^{\pm 1}] \).

Moreover it contains the ordinary finite dimensional Hecke algebra \( H_{d,\text{fin}}(q) \) attached to \( S_d \) as subalgebra generated by the \( T_r \) for \( r \in [1; \ell + d - 1] \).

**1.2. The diagrammatic version.** We introduce a diagrammatic calculus generalizing the usual permutation diagrams of the symmetric group. It provides a convenient way to display elements in the higher level affine Hecke algebra.

By a *diagram* we mean a collection of \( \ell + d \) arcs in the plane each connecting a point from \( \{(i, 0)\} \) with a point in \( \{(i, 1)\} \) for \( 1 \leq i \leq \ell + d \) such that different arcs have no common endpoint, together with a colour from \( J \) attached to each arc. Two different arcs never have a common endpoint and arcs have no critical points when projecting to the \( y \)-axis in the plane.

**Definition 1.5.** An \((\ell, d)\)-diagram is the data of a diagram containing \( d \) black strands and \( \ell \) red strands together with an element from \( k \), called *red label*, attached to each red strand such that the following holds:

- Black strands may intersect and they may intersect red strands, but two red strands never intersect, and triple intersections (of any colour combination) do not occur.
- The \( m \)th red strand from the left has the parameter \( Q_m \) from \( Q \) as label.
- A segment of a black strand may carry a dot labelled by an integer \( n \) (where we usually omit the label 1).
An isotopy between two $(\ell, d)$-diagrams is a plane isotopy of the underlying diagram fixing the end points of the strands together with a possible move of dots along strands as long as they do not pass a crossing of two black strands. We hereby allow only isotopies that do not change the combinatorial type of the diagram and do not create critical points for the projection onto the $y$-axis. The space of $(\ell, d)$-diagrams is the $k$-vector space spanned by the isotopy classes of $(\ell, d)$-diagrams. This space turns into an algebra, called the algebra of $(\ell, d)$-diagrams, by defining the product $D_1 D_2$ of two diagrams $D_1$, $D_2$ as being the diagram obtained by stacking $D_1$ on top of $D_2$ if the colours of the strands on top of $D_2$ match the ones on bottom of $D_1$ and let the product be zero otherwise.

**Definition 1.6.** The $\ell$-affine Hecke algebra $H_{d, Q}(q)$ is the quotient of the algebra of $(\ell, d)$-diagrams modulo the ideal generated by the following local relations:

- (lHecke-1) the relation that two labelled dots on the same strand not separated by a crossing equal the same strand with the two dots replaced by one dot labelled with the sum of the original labels; and a dot with label zero equals no dot,
- (lHecke-2) the local relations (1.12)-(1.15) involving only black strands,
- (lHecke-3) the local relations (1.16)-(1.19) involving red and black strands.

The following easy observation justifies our notation.
Lemma 1.7. The algebras in Definitions 1.3 and 1.6 are isomorphic.

Proof. One can easily verify by checking the relations that the following correspondence on generators defines an isomorphism of the two algebras. The idempotent $e(c)$ corresponds to the diagram with vertical strands with colours determined by the sequence $c$. The element $X_i e(c)$ (resp. $X_i' e(c)$) such that $c_i$ is black corresponds to the diagram with vertical strands with colours determined by the sequence $c$ and a dot labelled by 1 (resp. $-1$) on the strand number $i$ (counted from the left). (Note that $X_i e(c)$ and $X_i' e(c)$ are zero if $c_i$ is red by (1.2).) The element $T_r e(c)$ such that at least one of the colours $c_r, c_{r+1}$ is black corresponds to the diagram with the $r$-th and $(r+1)$th strand intersecting once and all other strands just vertical, with the colours on the bottom of the diagram determined by $c$. (By (1.7) we have $T_r e(c) = 0$ if $c_r = 1 = c_{r+1}$.)

The usual affine Hecke algebra $H_d(q)$ has an automorphism $\# \, (X_i)^\# = X_i^{-1}$ and $(T_r)^\# = (q - 1) - T_r = -q(T_r)^{-1}$. We would like to extend it to the higher level affine Hecke algebra. However, we don’t get an automorphism of $H_d(q)$ but we get an isomorphism between $H_d(q)$ and $H_d(q^{-1}, q)$, where $Q^{-1} = (Q_1^{-1}, \ldots, Q_{\ell}^{-1})$. The following is straightforward.

Lemma 1.8. There is an isomorphism of algebras

\[
\#: H_d(q) \rightarrow H_d(q^{-1}), \quad e(c) \mapsto e(c), \quad X_i e(c) \mapsto X_i' e(c), \quad T_r e(c) \mapsto ((q - 1) - T_r) e(c) \quad \text{if} \quad c_r = 0, \\
T_r e(c) \mapsto T_r e(c) \quad \text{if} \quad c_r = c_{r+1} = 0, \\
T_r e(c) \mapsto -Q_r X_i' T_r e(c) \quad \text{if} \quad c_r = 1, c_{r+1} = 0, \\
T_r e(c) \mapsto 0 \quad \text{if} \quad c_r = 0, c_{r+1} = 1.
\]

1.3. The polynomial representation of $H_d(q)$. In this section we generalize the polynomial representation of the affine Hecke algebra to our higher level version by extending the action of $H_d(q)$ on a Laurent polynomial ring in $d$ generators to an action of $H_d(q)$ on a direct sum $P_d(q)$ of Laurent polynomial rings.

Definition 1.9. For each $c \in J^{\ell,d}$ consider the subring

\[P_d(q) = k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] \subset k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]
\]

generated by the variables $x_i = X_i^{\pm 1}$ where $1_e < 2_e < \ldots < d_e$ are precisely the positions of the black strands, that is those indices where $c_1 = \cdots = c_{d_e} = 0$. Set

\[P_{d,q} = \bigoplus_{e \in J^{\ell,d}} P_d(q) e(c) = \bigoplus_{e \in J^{\ell,d}} k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] e(c). \quad (1.20)
\]

Here $e(c)$ is a formal symbol distinguishing the different direct summands.

Proposition 1.10. There is an action of $H_d(q)$ on $P_d(q)$ defined as follows.

\- The element $e(c)$ acts as the projector to the direct summand $P_d(q) e(c)$.
\- The element $X_i e(c)$ acts by multiplication with $X_i$ on $P_d(q) e(c)$, if $c_i = 0$ and by zero otherwise. (Recall that $X_i e(c) = 0$ if $c_i = 1$.)
1.4. The representation from Proposition 1.10 is faithful.

Proposition 1.11. One directly verifies the relations from Definition 1.3.

Proof. One directly verifies the relations from Definition 1.3. \( \square \)

During the proof of Proposition 1.15 we will establish a crucial fact:

**Proposition 1.11.** The representation from Proposition 1.10 is faithful.

1.4. **A basis of** \( H_d \mathcal{Q}(q) \). The goal of this section is to construct a basis of the algebra \( H_d \mathcal{Q}(q) \). To do this, it is enough to construct a basis of \( e(b)H_d \mathcal{Q}(q)e(c) \) for each \( b, c \in J^{\ell,d} \). First we define for each \( w \in \mathfrak{S}_d \), \( b, c \in J^{\ell,d} \) an element \( T_w^{b,c} \in e(b)H_d \mathcal{Q}(q)e(c) \). We define this element using the diagrammatic calculus as follows: Consider the permutation \( w \) and draw a permutation diagram using black strands representing \( w \) with a minimal possible number of crossings. Then we create the sequence \( b \) (resp. \( c \)) on the top (resp. bottom) of the diagram by adding accordingly \( \ell \) red points on the top and \( \ell \) red points on the bottom. Finally we join the red points on the top with the red points on the bottom by red strands in such a way that there are no intersections between red strands and such that a red strand intersects each black strand at most once. The resulting element is denoted \( T_w^{b,c} \). By construction it depends on several choices, but we just fix such a choice for any triple \( (b, c, w) \).

**Example 1.12.** Let \( d = 3, \ell = 2 \), \( b = (1, 1, 0, 0, 0) \), \( c = (0, 1, 0, 0, 1) \), and \( w = s_1s_2s_1 \). Then there are precisely two choices for the permutation diagram of \( w \), we displayed one on the left in (1.21). The diagram \( T_w^{b,c} \) involves again a choice. Two of the possible choices are as follows

![Diagram](image)

(1.21)

Let \( H_d \mathcal{Q}(q) \leq w \) be the span of the elements of the form \( T_y^{b,c} f \), where \( b, c \in J^{\ell,d}, y \leq w \) and \( f \in P_d \mathcal{Q}(c) \). Define \( H_{\ell,d}^{<w} \) similarly.

**Lemma 1.13.**

1. The subspaces \( H_d \mathcal{Q}(q) \leq w \) and \( H_d \mathcal{Q}(q) < w \) of \( H_d \mathcal{Q}(q) \) are independent of the choices of the elements \( T_w^{b,c} \).

2. The different choices of \( T_w^{b,c} \) attached to \( w, c, b \) by the construction above are equal modulo \( H_{\ell,d}^{<w} \).

Proof. We prove both parts simultaneously by induction on the length of \( w \). Assume \( l(w) = 0 \). In this case the definition of the element \( T_w^{b,c} \) is independent of any choice and there is noting to show. Assume now that the statements are true for all \( w \) such that \( l(w) < n \) and let us prove them for \( l(w) = n \).

By definition, the vector space \( H_d \mathcal{Q}(q) \leq w \) is spanned by \( H_d \mathcal{Q}(q) \leq z \) for all \( z < w \). By the induction hypothesis, the vector spaces \( H_d \mathcal{Q}(q) \leq z \) are independent of the
choices of $T_{w,c}^b$ such that $x \leq z$. Thus the vector space $H_{d,Q}(q)^{<w}$ is independent of the choices of $T_{w,c}^b$ where $y < w$. This proves the second part of 1.) To prove 2.), consider two different choices for the diagram $T_{w,c}^b$. Then one of them can be obtained from the other one by applying relations in Definition 1.6, which might create additional terms, but they are all contained in $H_{d,Q}(q)^{<w}$ hence 2.) holds. Now 1.) follows from 2.) and the part of 1.) which we already established. □

To give a basis of $H_{d,Q}(q)$, it is convenient to introduce some new elements $x_1, \ldots, x_d \in H_{d,Q}(q)$. Set $x_r = \sum_{c \in J^d} x_c e\ell,c$, where $r_e$ is the number of the position in $c$ where the colour black appears for the $r$th time (counted from the left). Then the following statement is obvious from the relations (1.3)-(1.5).

**Lemma 1.14.** The elements $x_1, \ldots, x_d$ pairwise commute and are invertible.

The following provides two bases of $H_{d,Q}(q)$.

**Proposition 1.15.** For each $b, c \in J^{d}$, the following sets

$$\{ T_{w}^{b,c} x_1^{m_1} \cdots x_d^{m_d} \mid w \in \mathfrak{S}_d, m_i \in \mathbb{Z} \}, \quad \{ x_1^{m_1} \cdots x_d^{m_d} T_{w}^{b,c} \mid w \in \mathfrak{S}_d, m_i \in \mathbb{Z} \}$$

each form a basis of $e(b) H_{d,Q}(q)e(c)$.

**Proof.** It is clear from the defining relations of $H_{d,Q}(q)$ that the asserted basis elements span $e(b) H_{d,Q}(q)e(c)$. Indeed, we can use relations (1.12) - (1.19) to write each diagram as a linear combination of diagrams where all dots are above (resp. below) all intersections and such that two strands intersect at most twice. To prove the linear independence, it suffices to show that the elements act by linearly independent operators on the polynomial representation (1.20).

The element $T_{w}^{b,c}$ takes $k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] e(b)$ to $k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] e(c)$ by sending $f e(b)$ to $\sum_{y \in \mathfrak{S}_d, y \leq w} C_y f e(c)$, where the $C_y \in k(x_1, \ldots, x_d)$ are rational functions such that $C_w \neq 0$. Since $y \in \mathfrak{S}_d$ acts on the polynomial $f$ by the obvious permutation $y(f)$ of variables, an expression of the form $\sum_{w} a_{w} T_{w}^{b,c}$ or $\sum_{w} T_{w}^{b,c} a_{w}$, where $a_{w} \in k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]$, $w \in \mathfrak{S}_d$, can only act by zero if each $a_{w}$ is zero. This implies the linear independence. □

**Remark 1.16.** In the special case $\ell = 0$ these bases are the standard bases of the affine Hecke algebra from [11, Proposition 3.7], see also [13, Corollary 3.4].

1.5. The centre of $H_{d,Q}(q)$. Consider the element $\omega = (1, \ldots, 1, 0, \ldots, 0) \in J^{d}$. This means that $\omega$ contains the colour red $\ell$ times followed by the colour black $d$ times. The following lemma shows that the affine Hecke algebra $H_{d,Q}(q)$ from Remark 1.4 can be realised as an idempotent truncation of the higher level affine Hecke algebra. In particular our diagrams generalize indeed the ordinary permutation diagrams.

**Lemma 1.17.** There is an isomorphism of algebras $H_{d,Q}(q) \simeq e(\omega) H_{d,Q}(q) e(\omega)$.

**Proof.** There is an obvious algebra homomorphism $H_{d,Q}(q) \to e(\omega) H_{d,Q}(q) e(\omega)$ that adds $\ell$ red strands to the left of the diagram. It is an isomorphism, because it sends the standard basis (see Remark 1.16) of the affine Hecke algebra $H_{d,Q}(q)$ to the basis of $e(\omega) H_{d,Q}(q) e(\omega)$ from Proposition 1.15. □
of vector spaces. By identifying $H$ diagonally. Moreover, the subalgebra of $H_d\mathbb{Q}(q)$ containing the algebra $k[x_1^{\pm 1},\ldots,x_d^{\pm 1}]$ embeds diagonally. Moreover, the subalgebra $k[x_1^{\pm 1},\ldots,x_d^{\pm 1}]$ coincides with $P_{d,Q}$. The centre $Z(H_d\mathbb{Q}(q))$ of $H_d\mathbb{Q}(q)$ is then given as follows.

**Proposition 1.18.** We have $Z(H_d\mathbb{Q}(q)) = k[x_1^{\pm 1},\ldots,x_d^{\pm 1}]^\mathbb{G}_d = P_{d,Q}^{\mathbb{G}_d}$.

**Proof.** It is clear that $P_{d,Q}^{\mathbb{G}_d} \subset Z(H_d\mathbb{Q}(q))$. It suffices to show that the centre contains not more elements. Let $z \in Z(H_d\mathbb{Q}(q))$. Write $z = \sum_{c \in f,d} z_c$, where $z_c = ze(c)$. Then $z_\omega = \sum e(\omega)H_d\mathbb{Q}(q)e(\omega)$. Since the centre of the affine Hecke algebra is formed by symmetric Laurent polynomials, [11, Proposition 3.11], there exists, by Lemma 1.17, some $f \in P_{d,Q}(\omega)^{\mathbb{G}_d}$ such that $z_\omega = f$. To complete, it is enough to show that $z_\omega = w(f) \in P_{d,Q}(w(c))$ for each $w \in \mathbb{S}_{\ell,d}$. Let $T = T_1^{u(\omega),\omega}$. Since $z$ commutes with $T$, we must have $z_\omega = Tz_\omega$. On the other hand we have $Tz_\omega = Tf = w(f)T$. This implies $z_\omega = w(f)$ because the map $e(\omega)H_d\mathbb{Q}(q)e(\omega) \rightarrow e(w(\omega))H_d\mathbb{Q}(q)e(\omega)$ is injective by Proposition 1.15. \hfill \Box

1.6. **Completion.** For our main result we have to complete the higher level affine Hecke algebra. We first recall the completion $\hat{\mathbb{H}}_a(q)$ of $H_d(q)$ from [13, Sec. 3.3] at a maximal ideal of $Z(H_d(q))$. From now on we assume $k$ to be algebraically closed.

For each $a = (a_1,\ldots,a_d) \in (k^*)^d$ consider the central character $\chi_a: Z(H_d(q)) = k[X_1^{\pm 1},\ldots,X_d^{\pm 1}] \rightarrow k$ obtained by restriction of the algebra homomorphism which sends $X_1,\ldots,X_d$ to $a_1, a_2,\ldots,a_d$ respectively. Two such central characters $\chi_a$ and $\chi_{a'}$ coincide if and only if $a'$ is a permutation of $a$. Fix now $a$.

**Definition 1.19.** We denote by $\hat{\mathbb{H}}_a(q)$ the completion of $H_d(q)$ with respect to the ideal of $H_d(q)$ generated by $\ker \chi_a$.

Each finite dimensional $\hat{\mathbb{H}}_a(q)$-module decomposes into its generalised eigenspaces $M = \bigoplus_{i \in \mathbb{S}_d a} M_i$, for the $k[X_1^{\pm 1},\ldots,X_d^{\pm 1}]$-action, where

$$M_i = \{m \in M \mid \exists N \in \mathbb{Z}_{\geq 0} \text{ such that } (X_r - i_r)^N m = 0 \ \forall r\}. \quad (1.22)$$

For each $i \in \mathbb{S}_d a$, there is an idempotent $e(i) \in \hat{\mathbb{H}}_a(q)$ which projects onto $M_i$ when applied to $M$. Obviously, $1 = \sum_i e(i)$ holds.

**Proposition 1.20 ([13, Lemma 3.8]).** The following set

$$\{T_w(X_1 - i_1)^{m_1}\ldots(X_d - i_d)^{m_d} e(b) \mid w \in \mathbb{S}_d, m_i \in \mathbb{Z}_{\geq 0}, i \in \mathbb{S}_d a\}$$

forms a topological basis of $\hat{\mathbb{H}}_a(q)$.

**Proposition 1.21 ([13, Corollary 3.13]).** The algebra $\hat{\mathbb{H}}_a(q)$ acts faithfully on

$$\hat{\mathbb{H}}_a = \bigoplus_{i \in \mathbb{S}_d a} k[[x_1 - i_1,\ldots,x_d - i_d]] e(i).$$

By Proposition 1.18, the algebra $Z(H_d\mathbb{Q}(q))$ is independent of the level $\ell$ and so we can consider $\chi_a$ as a central character of $H_d\mathbb{Q}(q)$ as well. Let $\mathbb{H}_a\mathbb{Q}(q)$ be the completion of $H_d\mathbb{Q}(q)$ with respect to the ideal $m_a$ generated by the kernel of $\chi_a$ in $H_d\mathbb{Q}(q)$. We have again the decomposition (1.22) for each finite dimensional
$\widehat{H}_n, Q(q)$-module $M$ and an idempotent $e(i) \in \widehat{H}_n, Q(q)$ projecting onto $M_i$. The idempotents $e(i)$ for $i \in \mathcal{S}_w a$ commute with the idempotents $e(c)$ for $c \in J^{\ell,d}$. Thus we may define idempotents $e(c, i) = e(c)e(i)$ in $\widehat{H}_n, Q(q)$. We have $1 = \sum_{c, i} e(c, i)$.

**Proposition 1.22.** (1) The following set

$$\left\{ T_w^{b,c} (x_1 - i_1)^{m_1} \ldots (x_d - i_d)^{m_d} e(c, i) \right\} \quad \text{where } w \in \mathcal{S}_d, \quad b, c \in J^{\ell,d}, \quad i \in \mathcal{S}_d a$$

forms a topological basis of $\widehat{H}_n, Q(q)$.

(2) The algebra $\widehat{H}_n, Q(q)$ acts (extending the actions from Propositions 1.10 and 1.21) faithfully on

$$\widehat{P}_n, Q = \bigoplus_{c \in J^{\ell,d}, i \in \mathcal{S}_d a} k[[x_1 - i_1, \ldots, x_d - i_d]] e(c, i),$$

where $e(c, i)$ is just a formal symbol on which $e(c)$ acts by the identity and all other $e(c', j)$ as zero.

**Proof.** All statements follow directly from the definitions except the faithfulness. The action is such that $e(c, i) = e(c)e(i)$ acts as the projector to the direct summand $k[[x_1 - i_1, \ldots, x_d - i_d]] e(c, i)$. We then write $\widehat{P}_n, Q = \bigoplus_{c \in J^{\ell,d}} P(c)$, where $P(c) = \bigoplus_{i \in \mathcal{S}_d a} k[[x_1 - i_1, \ldots, x_d - i_d]] e(c, i)$. Then the completion $k[[x_1 - i_1, \ldots, x_d - i_d]] e(i) \subset \widehat{H}_n, Q(q)$ acts just by the obvious multiplication on $k[[x_1 - i_1, \ldots, x_d - i_d]] e(i)$ and by zero on the other summands. There is an action of $\mathcal{S}_d$ on $P(c)$ such that $w \in \mathcal{S}_d$ sends $f(x_1 - i_1, \ldots, x_d - i_d)e(c, i)$ to $f(x_{w(1)} - i_1, \ldots, x_{w(d)} - i_d)e(c, w(i))$ where $w(i) = (i_{w^{-1}(1)}, \ldots, i_{w^{-1}(d)})$. The action of $\mathcal{S}_d$ on $P(c)$ can therefore be extended to an action on

$$\bigoplus_{i \in \mathcal{S}_d a} k((x_1 - i_1, \ldots, x_d - i_d)) e(c, i).$$

Then the element $T_w^{b,c} f$ takes $P(c)$ to $P(b)$ and sends an element $f e(c)$,

$$f \in \bigoplus_{i \in \mathcal{S}_d a} k[[x_1 - i_1, \ldots, x_d - i_d]] e(c, i),$$

to an element of the form $\sum_{y \in \mathcal{S}_d a, y \leq w} \varphi_y f e(b)$, where we have

$$\varphi_y \in \bigoplus_{i \in \mathcal{S}_d a} k((x_1 - i_1, \ldots, x_d - i_d)) e(c, i)$$

and $\varphi_w \neq 0$. This implies that an expression of the form $\sum_{w \in \mathcal{S}_d a} T_w^{b,c} a_w$ with $a_w \in k[[x_1 - i_1, \ldots, x_d - i_d]] e(i)$ acts on $\widehat{P}_n, Q$ by zero only if each $a_w$ is zero. This means exactly that the set from the statement of Proposition 1.22 acts on $\widehat{P}_n, Q$ by linearly independent operators. It is clear that this set spans the algebra $\widehat{H}_n, Q(q)$ in the topological sense. Hence it forms a topological basis of $\widehat{H}_n, Q(q)$, and that the representation $\widehat{P}_n, Q$ is faithful. \hfill \Box

2. **Affine KLR and tensor product algebras $R_{\nu, Q}(\Gamma)$**

The next goal is to identify our higher level Hecke algebras, after completion, with Webster’s tensor product algebras, [20], attached to a type $A$ quiver depending on $q$ and $Q$. We fix an $\ell$-tuple $Q = (Q_1, \ldots, Q_{\ell}) \in I^\ell$. Let $J$ be as in Setup 1.1.
2.1. Combinatorial data. Let $\Gamma = (I, A)$ be the quiver without loops with the set of vertices $I$ and the set of arrows $A$. We call elements in $I$ labels since they will be used later as labels for black strands in diagrams.

Consider the set $I_{\text{col}} = J \times I$ with the two obvious projections $c: I_{\text{col}} \to I$ and $\gamma: I_{\text{col}} \to I$ that forget the labels respectively the colours. Obviously an element $z \in I_{\text{col}}$ is determined by its colour $c(z)$ and its label $\gamma(z)$. We call $z$ black if $c(z) = 0$ and red otherwise. One can also think of $I_{\text{col}}$ as two copies of $I$ such that the elements of one copy are coloured in black and the ones of the other copy are coloured in red.

Definition 2.1. Let $\nu \in I^d$. Then $I_{\text{col}}(\nu, Q)$ denotes the set of $(\ell + d)$-tuples $t = (t_1, \ldots, t_{\ell+d}) \in I_{\text{col}}^{\ell+d}$ such that

- $\sum_{c=1}^{\ell+d} c(t_c) = d$ (i.e., $c(t)$ contains $d$ black elements and $\ell$ red elements),
- the labels of black elements in $t$ form a permutation of $\nu$,
- the labels of the red elements of $t$ are $Q_1, \ldots, Q_\ell$ (in this order).

Definition 2.2. A $\Gamma$-$(\ell, d)$-diagram is an $(\ell, d)$ diagram with additionally one element $i \in I$, called black label, attached to each black strand. It is of type $(\nu, Q)$ if the sequence of colours and labels attached to the strands read from left to right at the bottom of the diagram is in $I_{\text{col}}(\nu, Q)$. We denote by $I^\nu$ the $\mathfrak{S}_d$-orbit of $\nu$ in $I^d$.

Note that, since reds strands never cross, we could read off the type (although possibly realized via a different sequence) at any horizontal slice of the diagram instead of at the bottom (by the definition of $I_{\text{col}}(\nu, Q)$). Then we have the algebra of $\Gamma$-$(\ell, d)$-diagrams of type $(\nu, Q)$ defined analogously to Definition 1.5.

Example 2.3. Take $\nu = (i, i, j) \in I^3$, $Q = (i, k) \in I^2$ (in particular, we have $d = 3$ and $\ell = 2$). Then the tuple $t = ((i, 1), (j, 0), (i, 0), (i, 0), (k, 1))$ is an element of $I_{\text{col}}$. The labels of black elements in $t$ are $(j, i, i)$, which is a permutation of $\nu$. The labels of red elements in $t$ are $(i, k)$, this coincides with $Q$. If we forget the labels in $t$, we get the tuple of colours $c(t) = (1, 0, 0, 0, 1) \in J^{2,3}$.

2.2. Tensor product algebras. To define the tensor product algebras we need one more definition. For each $i,j \in I$ we denote by $h_{i,j}$ the number of arrows in the quiver $\Gamma$ going from $i$ to $j$, and define for $i \neq j$ the polynomials

$$Q_{ij}(u, v) = (u - v)^{h_{i,j}}(v - u)^{h_{j,i}}.
$$

Definition 2.4. Fix a $d$-tuple $\nu \in I^d$. The tensor product algebra $R_{\nu, Q}(\Gamma)$ (or simply $R_{\nu, Q}$) is the algebra of $\Gamma$-$(\ell, d)$-diagrams of type $(\nu, Q)$ modulo the the KLR relations from Figure 4 and the relations from Figure 5.

Remark 2.5. The special case where we only allow black strands (that is $\ell = 0$), is the KLR algebra $R_{\nu}$ originally introduced in [7] and [17]. The following elements (defined for $i = (i_1, \ldots, i_d) \in I^d$, $i \in [1, d]$ and $r \in [1, d - 1]$)

$$e(i) = \left[ \begin{array}{cccc} i_1 & \cdots & i_1 & \cdots \end{array} \right]$$

and

$$y_{r}e(i) = \left[ \begin{array}{cccc} i_1 & \cdots & i_i & \cdots \end{array} \right]$$
Figure 4. Tensor product algebra relations I: The KLR relations

and

\[ \psi_r e(i) = \begin{array}{cccccc}
& & \cdots & & \times & \\
& i_1 & & i_{r-1} & i_r & i_{r+1} i_{r+2} & \cdots & i_d
\end{array} \]

generate the algebra, see [7], [17].

Now, for \( i \in I_{\col(\nu, Q)} \), \( r \in [1, \ell + d - 1] \), \( j \in [1, \ell + d] \) we define more generally elements \( e(i) \), \( \psi_r e(i) \), \( Y_r e(i) \) that will generate the algebra \( R_{\nu, Q} \).

Definition 2.6. Let \( e(i) \in R_{\nu, Q} \) be the idempotent given by the diagram with only vertical strands with colours and labels determined by the sequence \( i \). Let \( Y_r e(i) \) be the same diagram with additionally a dot on the strand number \( j \) (counting from the left) in case \( i_j \) is black, and set \( Y_j e(i) = 0 \) if \( i_j \) is red. Finally let \( \psi_r e(i) \) be the same diagram as \( e(i) \) except that the \( r \)-th and \( (r + 1) \)-th strand intersect once in case not both \( i_r \) and \( i_{r+1} \) are red, and set \( \psi_r e(i) = 0 \) otherwise.

Example 2.7. For example, for \( i = ((i, 1), (j, 0), (i, 0), (i, 0), (k, 1)) \), we have

\[ e(i) = \begin{array}{cccc}
& & & \\
i & j & & k
\end{array} \]

with \( Y_r e(i) = 0 \) for \( r = 1 \) and \( r = 5 \).
We preferred here to define the algebras diagrammatically instead of giving a cumbersome definition similar to Definition 1.3. Analogously to the situation for the algebra $H_d Q(q)$, it is convenient to introduce the elements $y_1, \ldots, y_d \in R_{\nu, Q}$ defined as $y_i = \sum_{\ell \in I} Y_{r_1} e(i)$, with $r_1$ being the number of the position in $i$ where the colour black appears for the $r$th time (counted from the left).

2.3. Polynomial representation. Let $Pol_{\nu, Q}$ be the direct sum

$$Pol_{\nu, Q} = \bigoplus_{i \in I_{col(\nu, Q)}} k[y_1, \ldots, y_d]e(i),$$

of polynomial rings, where again $e(i)$ is just a formal symbol. We can also view $e(i)$ as a projector in $Pol_{\nu, Q}$ to the summand $k[y_1, \ldots, y_d]e(i)$.

For $r \in [1, d - 1]$ denote by $\partial_r$ the Demazure operator

$$\partial_r : k[y_1, \ldots, y_d] \to k[y_1, \ldots, y_d], \quad f \mapsto (f - s_r(f))/(y_r - y_{r+1}).$$

For each $i, j \in I$ such that $i \neq j$, consider the following polynomial $P_{i,j}(u, v) = (u - v)^{h_{i,j}}$. In the case $\ell = 0$ we write $R_{\nu}$ instead of $R_{\nu, Q}$ and $Pol_{\nu}$ instead of $Pol_{\nu, Q}$. (The algebra $R_{\nu}$ is the usual KLR algebra.) Then we have the following faithful representation, see [7, Sec. 2.3].

Lemma 2.8. The algebra $R_{\nu}$ has a faithful representation on $Pol_{\nu}$ such that

- the element $e(i)$ acts as the projector onto $k[y_1, \ldots, y_d]e(i)$,
- the element $y_r e(i)$ acts by multiplication with $y_r$ on $k[y_1, \ldots, y_d]e(i)$ and by zero on all other direct summands of $Pol_{\nu}$,
- the element $\psi_r e(i)$ acts nontrivially only on $k[y_1, \ldots, y_d]e(i)$ and there as

$$fe(i) \mapsto \begin{cases} \partial_r(f)e(i) & \text{if } j_r = j_{r+1}, \\ \left(\partial_r y_{r+1} + \partial_r s_r - s_r \partial_r \right)(f)e(i) & \text{else.} \end{cases}$$

The following may be deduced from [18, Prop. 4.7, Prop. 4.9] (see also [18, Fig. 3]). Hereby $Pol_{\nu, Q}$ is realized as a subring of $\bigoplus_{i \in I_{col(\nu, Q)}} k[Y_1, \ldots, Y_{\ell+d}]e(i)$ via $P(y_1, \ldots, y_r)e(i) \mapsto P(Y_1, \ldots, Y_k)e(i)$.

Lemma 2.9. The algebra $R_{\nu, Q}$ has a faithful representation on $Pol_{\nu, Q}$ such that

- the element $e(i)$ acts as the projector onto $k[y_1, \ldots, y_d]e(i)$,
- the element $y_r e(i)$ acts by multiplication with $y_r$ on $k[y_1, \ldots, y_d]e(i)$ and by zero on all other direct summand of $Pol_{\nu, Q}$,
- the element $\psi_r e(i)$ acts only nontrivially on $k[y_1, \ldots, y_d]e(i)$, where it sends $fe(i)$ to

$$\begin{cases} \partial_r(f)e(i) & \text{if } c(j_r) = c(j_{r+1}) = 0, \ j_r = j_{r+1} , \\ P_r(\gamma_{j_r+1}, \gamma_{j_{r+1}})(Y_r, Y_{r+1})s_r(f)e(s_r(i)) & \text{if } c(j_r) = c(j_{r+1}) = 0, \ j_r \neq j_{r+1}, \\ 0 & \text{if } c(j_r) = c(j_{r+1}) = 1, \\ Y_{r+1}s_r(f)e(s_r(i)) & \text{if } c(j_r) = 0, \ c(j_{r+1}) = 1, \ \gamma(j_r) = \gamma(j_{r+1}), \\ s_r(f)e(s_r(i)) & \text{for all other cases.} \end{cases}$$

2.4. Completion. Let $m$ be the ideal in $k[y_1, \ldots, y_d]$ generated by all $y_r, 1 \leq r \leq d$.

Definition 2.10. Denote by $\hat{R}_{\nu}$ the completion of the algebras $R_{\nu}$ at the sequence of ideals $R_{\nu}m^j R_{\nu}$. Denote by $\hat{R}_{\nu, Q}$ the completion of the algebra $R_{\nu, Q}$ at the sequence of ideals $R_{\nu, Q}mR_{\nu, Q}$. 
Figure 5. Tensor product algebra relations II involving red strands

Remark 2.11. The faithful polynomial representation of $R_\nu$ on $Pol_\nu$ (see Lemma 2.8) yields a faithful representation of $\hat{R}_\nu$ on

$$\hat{\text{Pol}}_\nu = \bigoplus_{i \in I_\nu} k[[y_1, \ldots, y_d]]e(i).$$

(2.2)

The faithful polynomial representation of $R_{\nu, Q}$ on $Pol_{\nu, Q}$ (see Lemma 2.9) yields a faithful representation of $\hat{R}_{\nu, Q}$ on

$$\hat{\text{Pol}}_{\nu, Q} = \bigoplus_{i \in I_{\text{col}(\nu, Q)}} k[[y_1, \ldots, y_d]]e(i).$$

(2.3)

2.5. The isomorphisms $\hat{R}_\nu \simeq \hat{H}_a(q)$ and $\hat{R}_{\nu, Q} \simeq \hat{R}_{a, Q}(q)$. Fix $q \in k$ such that $q \notin \{0, 1\}$. Fix an $\ell$-tuple $Q = (Q_1, \ldots, Q_\ell) \subset (k^*)^\ell$.

Consider the following set

$$\mathcal{F} = \{q^nQ_m \mid n \in \mathbb{Z}, m \in [1, \ell] \} \subset k^*.$$

We can consider $\mathcal{F}$ as a vertex set of a quiver $\Gamma_\mathcal{F}$ such that for $i, j \in \mathcal{F}$ we have an arrow $i \to j$ if and only if we have $j = qi$. If $q$ is an $e$th root of unity, then the quiver $\Gamma_\mathcal{F}$ is a disjoint union of at most $\ell$ oriented cycles of length $e$. If $q$ is not a root of unity, then the quiver $\Gamma_\mathcal{F}$ is a disjoint union of at most $\ell$ (two-sided) infinite oriented linear quivers. Then $Q$ can be considered as an $\ell$-tuple of vertices of the quiver $\Gamma_\mathcal{F}$. In this section we assume that the KLR algebra and the tensor product algebra are defined with respect to the quiver $\Gamma_\mathcal{F}$. In particular we have $I = \mathcal{F}$. We also assume $\nu = a$. Then we have $I'' = \mathcal{G}_d a.$
First, we recall the isomorphism \( \hat{R}_\nu \simeq \hat{H}_\alpha(q) \) from [13, Thm. 7.3]. For this we identify the vector spaces \( \widehat{\text{Pol}}_{\nu} \) and \( \widehat{\alpha} \) via

\[
\widehat{\text{Pol}}_{\nu} \rightarrow \widehat{\alpha}, \quad -i_r y_r e(i) \mapsto (X_r - i_r e(i)).
\] (2.4)

**Proposition 2.12** ([13, Thm. 7.3]). There is an isomorphism \( \hat{R}_\nu \simeq \hat{H}_\alpha(q) \) of algebras sending \( \psi(e(i)) \) to \( e(i) \), \( y_r e(i) \) to \( -\gamma(i_r)^{-1}(X_r - \gamma(i_r))e(i) \) and \( \psi_r e(i) \) to the expression in (2.5) below.

**Proof.** It is enough to check that the induced actions of the generators and their images agree on the (faithful) polynomial representations (2.4). This is straightforward noting that the element \( \psi_r e(i) \in \hat{R}_\nu \) acts as

\[
\begin{cases}
-\frac{1}{X_r - qX_{r+1}}(T_r + 1)e(i) & \text{if } i_r = i_{r+1}, \\
\frac{i_r}{q - 1}((X_r - X_{r+1})T_r + (q - 1)X_{r+1})e(i) & \text{if } q i_r = i_{r+1}, \\
(1 - \frac{X_r - X_{r+1}}{X_r - qX_{r+1}}(T_r + 1))e(i) & \text{else},
\end{cases}
\] (2.5)

and so the claim follows. \( \square \)

We extend this now to an isomorphism \( \hat{H}_{\alpha, Q}(q) \simeq \hat{R}_{\nu, Q} \). First, note that we have an obvious bijection \( I_{\text{col}}(\nu, Q) \simeq J^{\ell, d} \times \mathfrak{S}_d \mathfrak{a} \). This is important because the algebra \( \hat{R}_{\nu, Q} \) has idempotents parametrised by \( I_{\text{col}}(\nu, Q) \) and the algebra \( \hat{H}_{\alpha, Q}(q) \) has idempotents parametrised by \( J^{\ell, d} \times \mathfrak{S}_d \mathfrak{a} \).

We identify the vector spaces underlying the polynomial representations, \( \widehat{\text{Pol}}_{\nu, Q} \) for \( \hat{R}_{\nu, Q} \) and \( \widehat{\alpha}_{Q} \) for \( \hat{H}_{\alpha, Q}(q) \), via

\[
\widehat{\text{Pol}}_{\nu, Q} \rightarrow \widehat{\alpha}_{Q}, \quad -\gamma(i_r) Y_r e(i) \mapsto (X_r - \gamma(i_r))e(i) \quad \text{if } c(i_r) = 0.
\] (2.6)

(Recall that both \( Y_r e(i) \) and \( X_r e(i) \) are zero if \( c(i_r) = 1 \).)

**Theorem 2.13.** There is an isomorphism of algebras \( \hat{R}_{\nu, Q} \simeq \hat{H}_{\alpha, Q}(q) \) extending the isomorphism from Proposition 2.12.

**Proof.** Abbreviate \( \gamma = \frac{1}{\gamma(i_r)}((X_r - X_{r+1})T_r + (q - 1)X_{r+1}) \). We claim that sending \( \psi_i e(i) \in \hat{R}_{\nu, Q} \) to the element

\[
\begin{cases}
\frac{-\gamma(i_r)}{X_r - qX_{r+1}}(T_r + 1) & \text{if } i_r = i_{r+1}, c(i_r) = c(i_{r+1}) = 0, \\
\gamma(i_r) & \text{if } q \gamma(i_r) = \gamma(i_{r+1}), c(i_r) = c(i_{r+1}) = 0, \\
(1 - \frac{X_r - X_{r+1}}{X_r - qX_{r+1}}(T_r + 1))e(i) & \text{for all other cases with } c(i_r) = c(i_{r+1}) = 0, \\
T_r e(i) & \text{if } c(i_r) = 1, c(i_{r+1}) = 0, \\
(1 - \gamma(i_r)) T_r e(i) & \text{if } c(i_r) = 0, c(i_{r+1}) = 1, \gamma(i_r) = \gamma(i_{r+1}), \\
\frac{1}{X_r - qX_{r+1}} T_r e(i) & \text{if } c(i_r) = 0, c(i_{r+1}) = 1, \gamma(i_r) \neq \gamma(i_{r+1}),
\end{cases}
\]

defines an isomorphism as claimed. Clearly this makes the map unique, since we specified the image of on a set of generators and moreover surjective, since the generators of \( \hat{H}_{\alpha, Q}(q) \) are in the image. To show well-definedness and that it is an isomorphism it suffices to show that the action of the generators agrees with that of their images on the (faithful) polynomial representations (2.6). For the idempotents \( e(i) \in \hat{R}_{\nu, Q} \) this is clear, and the element \( Y_r e(i) \in \hat{R}_{\nu, Q} \) acts as \( -\gamma(i_r)^{-1}(X_r - \gamma(i_r))e(i) \in \hat{H}_{\alpha, Q}(q) \) if \( c(i_r) = 0 \). (Recall that if \( c(i_r) = 1 \) then both \( X_r e(i) \) and \( Y_r e(i) \) are zero.) Since \( \psi_i e(i) \in \hat{R}_{\nu, Q} \) acts exactly as its proposed
image (recalling that if $c(i_r) = c(i_{r+1}) = 1$ then both $T_r e(i)$ and $\psi_r e(i)$ are zero), the claim follows.

\[\square\]

**Remark 2.14.** It is useful to give an explicit inverse of the isomorphism from Theorem 2.13. The element $T_r e(i)$ acts on the polynomial representation by the same operator as

\[
\begin{align*}
(-1 + (q - 1 + Y_r - qY_{r+1})\psi_r) e(i) & \quad \text{if } i_r = i_{r+1}, \ c(i_r) = c(i_{r+1}) = 0, \\
(1 - q - qY_r qY_{r+1}) e(i) & \quad \text{if } q\gamma(i_r) = \gamma(i_{r+1}), \ c(i_r) = c(i_{r+1}) = 0, \\
(1 - q\gamma(i_r) q\gamma(i_{r+1}) - qY_r qY_{r+1}) e(i), & \quad \text{otherwise, with } c(i_r) = c(i_{r+1}) = 0,
\end{align*}
\]

\[
\psi_r e(i)
\]

\[
(\gamma(i_r)(1 - Y_{r+1}) - \gamma(i_{r+1}))\psi_r e(i)
\]

\[
-\gamma(i_r)\psi_r e(i)
\]

3. **Higher level affine Schur algebras $S_d, Q(q)$**

We recall the definition of the (ordinary) affine Schur algebra as it appears for instance in [5, 13, 19] and then generalize it to a higher level version.

3.1. **Affine Schur algebras.** For each non-negative integer $d$, a composition of $d$ is a tuple $\lambda = (\lambda_1, \ldots, \lambda_r)$ (the number $r$, called the length $l(\lambda)$ of $\lambda$, is not fixed) such that $\sum_{i=1}^{r} \lambda_i = d$ and $\lambda_i > 0$. If $\lambda$ is a composition of $d$, we write $|\lambda| = d$. Denote by $C_d$ the set of compositions of $d$. We use the convention that $C_0$ contains a unique composition which is empty. For each $\lambda = (\lambda_1, \ldots, \lambda_r) \in C_d$ denote by $\mathcal{S}_\lambda$ the parabolic (or Young) subgroup

\[
\mathcal{S}_\lambda = \mathcal{S}_{\lambda_1} \times \ldots \times \mathcal{S}_{\lambda_r} \subset \mathcal{S}_d.
\]

Its unique longest element is denoted by $w_\lambda$. Moreover, let $D_{\lambda, \mu}$ be the set of shortest length coset representatives of $\mathcal{S}_\lambda \backslash \mathcal{S}_d / \mathcal{S}_\mu$. Attached to this subgroup we consider the element $m_\lambda \in H_d(q)$ defined by

\[
m_\lambda = \sum_{w \in \mathcal{S}_\lambda} (-q)^{l(w) - l(w)} T_w,
\]

**Definition 3.1.** The affine Schur algebra is the algebra

\[
S_d(q) = \text{End}_{H_d(q)} \left( \bigoplus_{\lambda \in C_d} m_\lambda H_d(q) \right).
\]

The algebra $S_d(q)$ has idempotents $e(\lambda)$, $\lambda \in C_d$ given by the projection to $m_\lambda H_d(q)$.

3.2. **Generators of $S_d(q)$ and thick calculus.** Let $\lambda, \mu \in C_d$ and assume that $\mu$ is obtained from $\lambda$ by splitting one component of $\lambda$. In other words, there is an index $t$ such that $\mu$ is of the form $(\lambda_1, \ldots, \lambda_{t-1}, \lambda'_t, \lambda''_t, \lambda_{t+1}, \ldots, \lambda_{|\lambda|})$, where $\lambda'_t$ and $\lambda''_t$ are positive integers such that $\lambda'_t + \lambda''_t = \lambda_t$. In this case we say that $\mu$ is a split of $\lambda$ and that $\lambda$ is a merge of $\mu$ (at position $t$).

**Definition 3.2.** Assume $\mu$ is a split of $\lambda$. We define the special elements in $S_d(q)$:

- the split morphism $m_\lambda x \mapsto m_\lambda x \in \text{Hom}_{H_d(q)}(m_\lambda H_d(q), m_\mu H_d(q))$,
- the merge morphism $m_\mu x \mapsto m_\lambda x \in \text{Hom}_{H_d(q)}(m_\mu H_d(q), m_\lambda H_d(q))$. 

More generally, if $\mu$ is a refinement of the composition $\lambda$ we have the corresponding split morphism, denoted $(\lambda \to \mu)$, and the corresponding merge morphism, denoted $(\mu \to \lambda)$, defined in the obvious way. They are the compositions of the splits (respectively merges) describing the refinement. Note that the order in the composition does not matter because of the associativity property of splits and merges, [13, Lemma 6.5 (twisted with the automorphism $\natural$)]. The idempotents $e(\lambda)$, splits, merges and multiplication with (invariant) polynomials generate the algebra $S_d(q)$ see [13, Prop. 6.19].

Now, we introduce the thick calculus for the algebra $S_d(q)$. We draw the above generators as diagrams that are similar to the diagrams for $H_d(q)$ from Definition 1.6. The difference is that the black strands are now allowed to have a higher thickness (corresponding to multiplicities of the labels given by a nonnegative integer) and the diagrams themselves may contain locally elements of the form

$$a \quad b \quad a + b$$

where the labels of black strands are their multiplicities. Instead of dots, a segment of a strand of multiplicity $b$ is allowed to carry a symmetric Laurent polynomial in $b$ variables. The affine Hecke algebra $H_d(q)$ is an idempotent truncation of $S_d(q)$. The thick calculus in $S_d(q)$ generalizes the diagrammatic calculus in $H_d(q)$. Each usual Hecke strand has thickness 1. A dot on a strand for Hecke diagrams corresponds to a polynomial variable on a strand for Schur diagrams.

Definition 3.3. Let $\lambda, \mu \in C_d$. We draw the idempotent $e(\lambda) \in S_d(q)$ given by the identity endomorphism of the $H_d(q)$-module $m_\lambda H_d(q)$ as a diagram with $l(\lambda)$ vertical strands labelled by the parts of $\lambda$,

$$e(\lambda) \mapsto \begin{array}{c}
\lambda_1 \\
\vdots \\
\lambda_l(\lambda)
\end{array}$$

Given $f \in k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{\otimes \lambda}$ of the form $f = f_1 \cdots f_{l(\lambda)}$, where $f_j$ is a symmetric Laurent polynomial containing only variables with indices in $[\lambda_1 + \ldots + \lambda_{j-1} + 1; \lambda_1 + \ldots + \lambda_j]$. Then we associate to $fe(\lambda) \in S_d(q)$ the diagram

$$fe(\lambda) \mapsto \begin{array}{c}
| f_1 | \\
\lambda_1 \\
| f_2 | \\
\lambda_2 \\
\vdots \\
| f_{l(\lambda)} | \\
\lambda_{l(\lambda)}
\end{array}$$

Since any $f \in k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{\otimes \lambda}$ can be written as a sum of polynomials of the form $f_1 \cdots f_{l(\lambda)}$, the notation $fe(\lambda)$ makes sense for any such $f$. In the special case where $\lambda_i = 1$ the $i$th strand is allowed to carry any Laurent polynomial in the variable $x_i$, in particular it can carry dots as in our notation before.

We assign to a split $\lambda \to \mu$ of the form $(a + b) \to (a, b)$ (respectively a merge $(a, b) \to (a + b)$) the first (resp. second) diagram in (3.4), and if the compositions
have more parts we add additionally vertical strands to the left and to the right labelled by the remaining components.

It is also convenient to explicitly specify a few more elements of $S_d(q)$. For this let $\lambda, \mu \in C_d$ and assume that $\mu$ is obtained from $\lambda$ by swapping $\lambda_t$ and $\lambda_{t+1}$ for some $t$. Let $\nu$ by the merge of $\lambda$ at position $t$. Denote by $w(\lambda/\mu)$ the shortest coset representative in $S_\nu/S_\lambda$ of $w_\nu$. (As a permutation diagram one might draw a cross as displayed in (3.5) indicating that $\lambda_t$ elements get swapped with $\lambda_{t+1}$ elements keeping the order inside the groups.) Then with $T = T_{w(\lambda/\mu)} \in H_d(q)$ it holds $Tm_\lambda = m_\mu T$ in $H_d(q)$.

**Definition 3.4.** The corresponding black crossing is the element of $S_d(q)$ which is only nonzero on the summand $m_\lambda H_d(q)$ and there given by $m_\lambda H_d(q) \to m_\mu H_d(q)$, $m_\lambda h \mapsto Tm_\mu h = m_\mu Th$. We draw this element in the following way.

\[
\begin{array}{cccc}
\lambda_1 & \ldots & \lambda_t & \lambda_{t+1} & \lambda_{i(\lambda)} \\
\end{array}
\]

(3.5)

**Lemma 3.5.** A black crossing can be written as a product of splits, merges and Laurent polynomials.

Proof. [13, Proposition 6.19] using [13, (3.6)] and the definition [13, (4.3)]. \qed

### 3.3. Demazure operators

For each $w \in S_d$, fix a reduced expression $w = s_{k_1} \ldots s_{k_t}$ and define $\partial_w = \partial_{k_1} \ldots \partial_{k_t}$ using the Demazure operators from (2.1). This definition is independent of the choice of a reduced expression, see [3].

**Definition 3.6.** Set $D_d = \partial_{w_d}$, where $w_d$ is the longest element in $S_d$. For positive integers $a$ and $b$ such that $a+b = d$ let $D_{a,b} = \partial_{w_{a,b}}$ with $w_{a,b} \in S_d$ the permutation

$$w_{a,b}(i) = \begin{cases} 
    i + b & \text{if } 1 \leq i \leq a, \\
    i - a & \text{if } a < i \leq a + b.
\end{cases}$$

We need the following well-known symmetrizing properties of these operators:

**Lemma 3.7.**

(1) For each polynomial $f$, the polynomial $D_d f$ is symmetric.

(2) In case $f$ is $S_a \times S_b$-symmetric, then $D_{a,b} f$ is symmetric.

Proof. The first property follows directly from the definition. By the Leibniz rule $\partial_i f(g) = \partial_i f(g) + s_i(f)\partial(g)$ we obtain all symmetric polynomials and then the second statement follows since $D_{a,b} f = D_d f$ for some polynomial $g$. \qed

### 3.4. Polynomial representation of $S_d(q)$

By definition, the algebra $S_d(q)$ has a faithful representation on the vector space $\bigoplus_{\lambda \in C_d} m_\lambda H_d(q)$. We will construct a faithful polynomial representation of $S_d(q)$ on

$$sP_d = \bigoplus_{\lambda \in C_d} \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{S_\lambda} e(\lambda)$$

realized as a subrepresentation of the defining representation.

Fix $\lambda \in C_d$. We will say that the indices $i,j \in [1,d]$ are in the same block for $\lambda$ if there exists some $t$ such that

$$\sum_{a=1}^{t-1} \lambda_a < i,j \leq \sum_{b=1}^t \lambda_a.$$
Definition 3.8. We consider the following polynomials depending on $\lambda$:
\[
\overline{p}_\lambda = \prod_{i<j}(x_i - qx_j), \quad \overline{p}_\lambda = \prod_{i<j}(x_j - qx_i)
\]
where the product is taken over all $i, j \in [1, d]$ such that $i$ and $j$ are in the same block with respect to $\lambda$. Set also $n_\lambda = \sum_{w \in \mathfrak{g}_\lambda} T_w$ and $n'_\lambda = \sum_{w \in D_{\lambda, b}} T_w$.

For instance, if $\lambda = (2, 3)$ then
\[
\overline{p}_\lambda = (x_1 - qx_2)(x_3 - qx_4)(x_3 - qx_5)(x_4 - qx_5), \quad \overline{p}_\lambda = (x_2 - qx_1)(x_4 - qx_3)(x_5 - qx_3)(x_5 - qx_4).
\]

Definition 3.9. For each $\lambda \in \mathcal{C}_d$ we define the following linear map
\[
\Phi_\lambda: \mathbf{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{\mathfrak{g}_\lambda} \to m_\lambda H_d(q), \quad f \mapsto m_\lambda \overline{p}_\lambda f n'_\lambda. \tag{3.6}
\]
which is in fact an inclusion by Corollary 3.13 below, since $m_\lambda \overline{p}_\lambda f n'_\lambda = \overline{p}_\lambda f n_d$.

Lemma 3.10. Let $\lambda, \mu \in \mathcal{C}_d$ and assume that $\mu$ is a split of $\lambda$.

1. The split in $\text{Hom}_{H_d(q)}(m_\lambda H_d(q), m_\mu H_d(q))$ applied to the image of $\Phi_\lambda$ is contained in the image of $\Phi_\mu$.
2. The merge in $\text{Hom}_{H_d(q)}(m_\mu H_d(q), m_\lambda H_d(q))$ applied to the image of $\Phi_\mu$ is contained in the image of $\Phi_\lambda$.

The proof will be given in Section 3.5. We will also need the following auxiliary polynomials. Assume that $a$ and $b$ are positive integers such that $a + b = d$.
\[
\overline{p}^a_{\mu, b} = \prod_{1 \leq i < a < j \leq b}(x_i - qx_j), \quad \overline{p}^b_{\mu, b} = \prod_{1 \leq i < a < j \leq b}(x_j - qx_i).
\]

Proposition 3.11. The algebra $S_d(q)$ has a faithful representation in $sP_d$ such that the generators act as follows, using the abbreviation $P = \mathbf{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]$.

- The idempotent $e(\lambda), \lambda \in \mathcal{C}_d$, acts on $sP_d$ as the projection to $P^{\mathfrak{g}_\lambda} e(\lambda)$.
- For each $g \in P^{\mathfrak{g}_\lambda}, \lambda \in \mathcal{C}_d$, the element $ge(\lambda)$ sends $f e(\lambda) \in P^{\mathfrak{g}_\lambda} e(\lambda)$ to $ge(\lambda)$.
- Assume $\mu$ is a split of $\lambda$ at position $j$. Then the split map $\lambda \to \mu$ acts by sending $f e(\lambda) \in P^{\mathfrak{g}_\lambda} e(\lambda)$ to $\overline{p}^a_{\mu, b} f e(\mu)$ and the merge map acts by sending $f e(\mu) \in P^{\mathfrak{g}_\mu}$ to $D_{\lambda, b}(f) e(\lambda)$ in case $\lambda = (a+b)$ and $\mu = (a, b)$ with $a+b = d$.

In the general case they acts by the same formula but in the variables from the $j$th block of $\lambda$ respectively of the $(j+1)$th block of $\mu$.

Proof. The existence of such a representation follows from (3.3), Lemma 3.10 and from the fact that the algebra $S_d(q)$ is generated by the idempotents $e(\lambda)$, splits, merges and multiplications with (invariant) polynomials.

Assume this representation is not faithful. Then we can find $\lambda, \mu \in \mathcal{C}_d$ and a nonzero $\phi \in \text{Hom}_{H_d(q)}(m_\lambda H_d(q), m_\mu H_d(q))$ such that $\phi$ acts by zero on the polynomial representation. Let us compose $\phi$ with the split $(d) \to \lambda$ on the right. Then we get (as splits are injective) a nonzero element $\psi \in \text{Hom}_{H_d(q)}(m_d H_d(q), m_\mu H_d(q))$ that acts by zero. By construction of the polynomial representation, this implies $\psi(m_d \overline{p}_d) = 0$ and thus $\psi(m_d) \overline{p}_d = 0$. Since $H_d(q)$ is a free right $P$-module, this implies $\psi(m_d) = 0$ and thus $\psi = 0$. This is a contradiction. \hfill $\Box$
3.5. Some useful relations in the affine Hecke algebra. To prove Lemma 3.10 we need to establish some explicit formulas which we think are of interest by themselves. In particular we want to understand the action of the special elements

\[ m_d = \sum_{w \in C_d} (-q)^{l(w_d) - l(w)} T_w, \quad n_d = \sum_{w \in C_d} T_w, \quad n'_{a,b} = \sum_{w \in D(a,b),\emptyset} T_w, \]

from Sections 3.2, 3.4 on the polynomial representation of \( H_d(q) \).

Lemma 3.12.

(1) The element \( m_d \) acts on the polynomial representation as \( D_d p_d \).

(2) The element \( n_d \) acts on the polynomial representation as \( p_d D_d \).

Proof. Let \( A = k(X_1, \ldots, X_d)\#k[\mathcal{S}_d] \) be the subalgebra of linear endomorphisms of \( k(X_1, \ldots, X_d) \) generated the multiplications with the \( X_i \)'s and by the permutations of variables for \( w \in \mathcal{S}_d \). The algebra \( A \) is free as a left \( k(X_1, \ldots, X_d) \)-module with

\[ \{ w \mid w \in k[\mathcal{S}_d] \} \]

respectively \( \{ T_w \mid w \in \mathcal{S}_d \} \),

where \( T_w \) is the endomorphism given as the composition of endomorphisms \( T_r = T_{s_r} = -s_r - (q-1)X_{r+1}\partial_r \) according to a reduced expression. Let \( N \) be the left \( k(X_1, \ldots, X_d) \)-submodule of \( A \) generated by \( \{ w \in \mathcal{S}_d \mid w \neq w_d \} \). Note that \( N \) is equal to the left submodule of \( A \) generated by \( \{ T_w \mid w \neq w_d \} \). Moreover, the submodule \( N \) does not change if we replace "left" by "right".

To prove the first statement write \( D_d p_d \) in the form \( D_d p_d = \sum_{w} T_w a_w \), where \( a_w \in k(X_1, \ldots, X_d) \). We need to show \( a_w = (-q)^{l(w_d) - l(w)} \). Since the Demazure operator \( D_d \) sends rational functions to symmetric rational functions and \( T_r \) act by \(-1\) on symmetric rational functions, we have \( T_r D_d p_d = -D_d p_d \) for each \( r \), hence

\[ T_r \left( \sum_w T_w a_w \right) = -\left( \sum_w T_w a_w \right). \]

This implies \(-q a_{s_r w} = a_w\) for each \( w \) such that \( l(w) < l(s_r w) \), and suffices to show \( a_{w_d} = 1 \). Because \( T_r \) can be written as \( T_r = -\frac{X_r - q X_{r+1}}{X_r - X_{r+1}} s_r - \frac{(q-1)X_{r+1}}{X_r - X_{r+1}} \) we have

\[ T_{w_d} = (-1)^{l(w_d)} \prod_{1 \leq a < b \leq d} \frac{X_a - q X_b}{X_a - X_b} w_d \equiv (-1)^{l(w_d)} w_d \prod_{1 \leq a < b \leq d} \frac{X_b - q X_a}{X_b - X_a}, \]

where \( \equiv \) means equality modulo the subspace \( N \). Thus

\[ w_d \equiv (-1)^{l(w_d)} T_{w_d} \prod_{1 \leq a < b \leq d} \frac{X_b - X_a}{X_b - q X_a}. \]

Finally, we can write

\[ D_d \equiv \prod_{1 \leq a < b \leq d} \frac{1}{X_a - X_b} w_d \equiv (-1)^{l(w_d)} w_d \prod_{1 \leq a < b \leq d} \frac{1}{X_b - X_a}, \]

and therefore \( D_d = T_{w_d} \prod_{1 \leq a < b \leq d} \frac{1}{X_a - q X_a} + n \) for some \( n \in N \). This implies \( a_{w_d} = 1 \) and hence the first statement follows.

To prove the second statement write \( D_d \) in the form \( D_d = \sum_{w} b_w T_w \), where \( b_w \in k(X_1, \ldots, X_d) \). It then suffices to show \( b_w = \frac{1}{p_d} \). Since \( D_d \) sends rational
functions to symmetric rational functions and $T_r$ acts by $-1$ on symmetric rational functions, we have $T_r D_d = -D_d$. This yields
\[ T_r \left( \sum_w b_w T_w \right) = - \left( \sum_w b_w T_w \right). \]

Using the relation $T_r b_w = s_r(b_w) T_r - (q - 1) X_{r+1} \partial_r(b_w)$ we deduce that for each $w$ with $l(s, w) > l(w)$ we have
\[ -b_{s,w} = s_r(b_w) + (q - 1) s_r(b_{s,w}) - (q - 1) X_{r+1} \partial_r(b_{s,w}). \]  

(3.8)

Clearly, the rational functions $b_w$ are determined by $b_{w,d}$ and (3.8). Thus it suffices to show $b_{w,d} = \frac{1}{p_d}$ and that $b_w = \frac{1}{p_d}$ satisfy the relations (3.8). We have
\[ -\frac{1}{p_d} = s_r \left( \frac{1}{p_d} \right) + (q - 1) s_r \left( \frac{1}{p_d} \right) - (q - 1) X_{r+1} \partial_r \left( \frac{1}{p_d} \right), \]
and since $\frac{1}{p_d}$ is a product of $X_r - q X_{r+1}$ by an element that commutes with $s_r$ and $\partial_r$, it is enough to verify that $-\frac{1}{X_r - q X_{r+1}}$ equals
\[ s_r \left( \frac{1}{X_r - q X_{r+1}} \right) + (q - 1) s_r \left( \frac{1}{X_r - q X_{r+1}} \right) - (q - 1) X_{r+1} \partial_r \left( \frac{1}{X_r - q X_{r+1}} \right). \]

which is straightforward. The proof of $b_{w,d} = \frac{1}{p_d}$ is similar to the arguments in the first part, namely we have
\[ D_d = \prod_{1 \leq a < b \leq d} \frac{1}{X_a - X_b} w_d = \prod_{1 \leq a < b \leq d} \frac{1}{X_a - q X_b} T_{w_d}, \]

which implies the claim. \(\square\)

We obtain the following generalization of the easy equality in $H_d(q)$
\[ (T_r - q)(X_r - q X_{r+1}) = (X_{r+1} - q X_r)(T_r + 1). \]  

(3.9)

**Corollary 3.13.** We have the equality $m_d \overrightarrow{p}_d = \overrightarrow{p}_d a n_d$ in $H_d(q)$. \(\square\)

**Proof.** This follows from Lemma 3.12 and from the symmetricity of $\overrightarrow{p}_d a \overrightarrow{p}_d$. \(\square\)

We also need to know how $n_{a,b}'$ acts on the polynomial representation. In light of Lemma 3.12 it would be natural to expect that $n_{a,b}'$ acts as $\overrightarrow{p}_a \partial_a D_{b,a}$. Unfortunately, this is not true in general. However, the following lemma shows that this becomes true in the presence of $n_{a,b}'$ on the left of $n_{a,b}'$. Here we mean that $n_{b}'$ is defined with respect to the shifted indices $a+1, \ldots, a+b$, i.e., with the composition $\nu = (1, 1, \ldots, 1, b)$ of $d$ we have
\[ n_{b}' = \sum_{w \in S_{\nu}} T_w. \]

We will use analogously the notations $m_{b}'$, $\overrightarrow{p}_b + a$ and $D_{b}'$.  

**Lemma 3.14.** The element $n_a n_{a,b}'$ acts on the polynomial representation as $((\overrightarrow{p}_a D_a)(\overrightarrow{p}_b + a)(\overrightarrow{p}_a D_{b,a})).$  

**Proof.** The statement follows directly from Lemma 3.12 (b). Indeed, the product $n_a n_{a,b}'$ is equal to $n_{a+b}$ and the product $(\overrightarrow{p}_a D_a)(\overrightarrow{p}_b + a)(\overrightarrow{p}_a D_{b,a})$ is equal to $\overrightarrow{p}_a D_{a+b}$. \(\square\)
Proof of Lemma 3.10. It is enough to prove this statements in the case where \( \mu \) has only two components and \( \lambda \) has only one component. Assume therefore \( \mu = (a, b) \) and \( \lambda = (a + b) \). We have \( m_a = m_a m_b a \) and \( m_\lambda = m_a + b \).

To prove the first part fix \( f \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{S_\lambda} \). Then \( \Phi_\lambda(f) = m_a + b \overrightarrow{p}_{a+b} f \), and the split sends \( \Phi_\lambda(f) \) to the element \( m_a + b \overrightarrow{p}_{a+b} f \in m_\mu H_d(q) \). We have to check that it is in the image of \( \Phi_\mu \). Now, we have

\[
m_{a+b} \overrightarrow{p}_{a+b} f = \overrightarrow{p}_{a+b} m_a + n_{a+b} f = \overrightarrow{p}_a \overrightarrow{p}_b m_a + n_{a+b} f n_{a+b} = m_a m_b \overrightarrow{p}_a \overrightarrow{p}_b f n_{a+b} = \Phi_\mu(\overrightarrow{p}_{a+b} f).
\]

Here the first and the fourth equalities follow from Corollary 3.13. The third equality follows since the polynomials \( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a+b} f n_{a+b} \) are symmetric, the right hand side of (3.11) is equal to \( \Phi_\mu(\overrightarrow{p}_{a+b} f) \). This proves the first statement.

To prove the second part fix \( f \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{S_\mu} \). We show that \( \Phi_\mu(f) \) is sent by the split to \( \Phi_\lambda(D_{a,b}(f)) \), in formulas

\[
m_{a+b} \overrightarrow{p}_a \overrightarrow{p}_b f n_{a,b} = m_{a+b} \overrightarrow{p}_{a+b} D_{a,b}(f).
\]

By Lemmas 3.12, and 3.14 it suffices to verify, for any \( g \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] \), that

\[
D_{a+b} \left( \overrightarrow{p}_{a+b} \overrightarrow{p}_b m_{a+b} f \overrightarrow{p}_{a,b} D_{a,b}(g) \right) = D_{a+b} \left( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a+b} D_{a,b}(f) g \right).
\]

(Notice that it is not obvious that we are allowed to apply Lemma 3.14 here, because we have no "\( n_a n_b^{-a} \)" on the left of "\( n_{a,b} \)" in the formula on the left hand side of (3.10). But we can write \( m_{a+b} \) in the form \( x m_a m_{b+a} \) and rewrite the left hand side of (3.10) using Corollary 3.13 as follows

\[
m_{a+b} \overrightarrow{p}_a \overrightarrow{p}_b f n_{a,b} = x m_a m_{b+a} \overrightarrow{p}_a \overrightarrow{p}_b f n_{a,b} = x \overrightarrow{p}_a \overrightarrow{p}_b f n_a n_b^{-a} n_{a,b}.
\]

which allows to apply the lemma.) Since, the polynomials \( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a+b} f \) and \( D_{a,b}(f) \) are symmetric, the right hand side of (3.11) is equal to \( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a+b} D_{a,b}(f) D_{a+b}(g) \). It agrees with the left hand side of (3.11) by the calculation

\[
D_{a+b} \left( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a,b} f D_{a,b}(g) \right) = D_{a+b} \left( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a,b} f D_{a,b}(g) \right)
\]

\[
= D_{a+b} \left( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a,b} D_{a,b} f D_{a,b}(g) \right) = \overrightarrow{p}_{a+b} \overrightarrow{p}_{a,b} D_{a,b} f D_{a,b}(g).
\]

Here the second equality follows since \( \overrightarrow{p}_{a+b} \overrightarrow{p}_{a+b} \) is symmetric. The fourth equality follows since \( f \) is symmetric in the first \( a \) and last \( b \) variables. The sixth equality follows since \( D_{a,b}(f) \) is symmetric. This proves (3.11).

\[\square\]

3.6. Higher level affine Schur algebra. Now we define the higher level version \( S_d Q(g) \) of the algebra \( S_d(q) \) depending on \( Q = (Q_1, \ldots, Q_\ell) \) in \( \mathbb{k}^\ell \).

Definition 3.15. An \( (\ell + 1) \)-composition of \( d \) is an \( (\ell + 1) \)-tuple \( \lambda = (\lambda^{(0)}, \ldots, \lambda^{(\ell)}) \) such that \( \lambda^{(0)}, \ldots, \lambda^{(\ell)} \) are compositions (of some non-negative integers) such that \( \sum_{i=0}^{\ell} |\lambda^{(i)}| = d \). Denote by \( C_d^\ell \) the set of \( (\ell + 1) \)-compositions of \( d \). For \( \lambda = (\lambda^{(0)}, \ldots, \lambda^{(\ell)}) \in C_d^\ell \) let \( \mathcal{S}_\lambda \) be the Schur polynomial in \( \mathcal{S}_\lambda^{(0)} \times \cdots \times \mathcal{S}_\lambda^{(\ell)} \subset \mathcal{S}_d \) be the corresponding
parabolic subgroup of $\mathfrak{S}_d$. For each $(\ell + 1)$-composition $\lambda$ of $d$ we denote by $[\lambda^{(k)}]$ the subset of $\{1, 2, \ldots, d\}$ that contains the elements

$$1 + \sum_{i=0}^{k-1} \lambda^{(i)} + \sum_{j=1}^{r-1} \lambda^{(k)}$$

from $1 + \sum_{i=0}^{k-1} \lambda^{(i)} + \sum_{j=1}^{r-1} \lambda^{(k)}$ to $1 + \sum_{i=0}^{k-1} \lambda^{(i)} + \sum_{j=1}^{r-1} \lambda^{(k)}$.

To $\lambda \in C_d^\ell$ we attach the following element $m_\lambda \in H_{d, Q}(q)$,

$$m_\lambda = \begin{vmatrix} m_\lambda^{(0)} & m_\lambda^{(1)} & \cdots & m_\lambda^{(\ell-1)} & m_\lambda^{(\ell)} \\ Q_1 & Q_2 & \cdots & Q_{\ell-1} & Q_\ell \end{vmatrix}$$

Definition 3.16. The affine Schur algebra (of level $\ell$) is the algebra

$$S_{d, Q}(q) = \text{End}_{H_{d, Q}(q)} \left( \bigoplus_{\lambda \in C_d^\ell} m_\lambda H_{d, Q}(q) \right).$$

(3.12)

We could define $n_\lambda$ similarly to $m_\lambda$ and consider the following modification of the affine Schur algebra defined in terms of $n_\lambda$ instead of $m_\lambda$:

$$S_{d, Q}(q) = \text{End}_{H_{d, Q}(q)} \left( \bigoplus_{\lambda \in C_d^\ell} n_\lambda H_{d, Q}(q) \right).$$

Using the isomorphism $\#: H_{d, Q}(q) \rightarrow H_{d, Q}(q)$ in Lemma 1.8 we have $(n_\lambda)^\# = m_\lambda$ (up to a sign). This implies directly the following.

Lemma 3.17. There is an isomorphism of algebras $S_{d, Q}(q) \rightarrow S_{d, Q}(q)$.

We introduce now the thick calculus for the algebra $S_{d, Q}(q)$ extending the diagrammatic calculus for $H_{d, Q}(q)$ and $S_d(q)$. We draw special elements of this algebra as diagrams that are similar to the special diagrams for $H_{d, Q}(q)$. The difference is that the black strands are also allowed to have "multiplicities" (that are positive integers). We also allow the diagrams to contain locally elements of the form (3.4). Instead of dots, a segment of a strand of multiplicity $b$ is allowed to carry a symmetric Laurent polynomial of $b$ variables.

3.7. Generators of $S_{d, Q}(q)$. For each $\lambda \in C_d^\ell$ there is an idempotent $e(\lambda) \in S_{d, Q}(q)$ given by the identity endomorphism of the summand $m_\lambda H_{d, Q}(q)$. We draw it as

$$e(\lambda) = \begin{vmatrix} \lambda_2^{(0)} & Q_1 \lambda_1^{(1)} \lambda_2^{(1)} & Q_2 \lambda_1^{(2)} \lambda_2^{(2)} & \cdots & Q_\ell \lambda_1^{(\ell)} \lambda_2^{(\ell)} \\ \lambda_1^{(0)} & \cdots & \cdots & \cdots & \cdots \end{vmatrix}$$

Let $\mu$ be another $(\ell + 1)$-composition of $d$. We say that $\mu$ is a split of $\lambda$ (and $\lambda$ is a merge of $\mu$ if there is a $t$ such that the component $\mu^{(t)}$ of $\mu$ is a split of the component $\lambda^{(t)}$ of $\lambda$ (in the sense of Section 3.2) and $\mu^{(i)} = \lambda^{(i)}$ if $i \neq t$. In this case we can define the split map $\lambda \rightarrow \mu$ and the merge map $\mu \rightarrow \lambda$ in $S_{d, Q}(q)$ in the same as in Section 3.2. We draw the split and merge map for $\lambda = (a+b)$ and $\mu = (a, b)$ as in (3.4) and for arbitrary $\lambda$, $\mu$ by adding the appropriate vertical strands to the left and right.
Definition 3.18. Assume $\lambda, \mu \in C^t_d$ such that $\mu$ is obtained from $\lambda$ by moving the first component of $\lambda^{(t)}$ to the end of $\lambda^{(t-1)}$ for some $t \in [1, \ell]$. More precisely, we assume $\lambda^{(i)} = \mu^{(i)}$ for $i \neq t - 1, t$ and $\mu^{(t-1)} = (\lambda_1^{(t-1)}, \lambda_2^{(t-1)}, \ldots, \lambda_{[\ell(t-1)]}^{(t-1)}, \lambda_1^{(t)})$ and $\mu^{(t)} = (\lambda_2^{(t)}, \lambda_3^{(t)}, \ldots, \lambda_{[\ell(t)]}^{(t)}).$ In this case we say that $\mu$ is a left crossing of $\lambda$ and that $\lambda$ is a right crossing of $\mu$.

To a left crossing $\mu$ of $\lambda$ we assign the two special elements in $S_d, q(q)$ given by left multiplication with

\[
\begin{array}{c}
\text{respectively} \\
Q_t \\
\end{array}
\begin{array}{c}
\text{respectively} \\
\lambda^{(t)} \\
Q_t \\
\end{array}
\]

\tag{3.13}

where in either case we have $\lambda_1^{(t)}$ parallel black strands crossing the involved red strand and all other strands (which we did not draw) are just vertical. Such a multiplication yields an element of $\operatorname{Hom}_{H_d,q(q)}(m_{\lambda} H_d, q(q), m_{\mu} H_d, q(q))$ respectively of $\operatorname{Hom}_{H_d,q(q)}(m_{\mu} H_d, q(q), m_{\lambda} H_d, q(q))$ because of the relations (1.18). Thus by extending by zero to the other summands we obtain indeed an element of $S_d, q(q)$. We call these elements of $S_d, q(q)$ left crossings respectively right crossings, denote them $\lambda \to \mu$ respectively $\lambda \to \mu$ and usually draw them just as

\[
\begin{array}{c}
\text{respectively} \\
Q_t \\
\lambda^{(t)} \\
Q_t \\
\end{array}
\]

\tag{3.14}

(with possibly vertical strands to the left and right). Similarly to Section 3.2, for each $\lambda \in C^t_d$ and $f \in k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]$ we have an element $f e(\lambda) \in S_d, q(q)$.

Remark 3.19. Similarly, to Section 3.2, we could introduce a black crossing in $S_d, q(q)$. But this element can be expressed in terms of other generators of $S_d, q(q)$.

3.8. Polynomial representation of $S_d, q(q)$. By definition, (3.12), the algebra $S_d, q(q)$ has a faithful representation on the vector space $\bigoplus_{\lambda \in C^t_d} m_{\lambda} H_d, q(q)$. In this section we are going to construct a polynomial representation

\[
sP_d, q = \bigoplus_{\lambda \in C^t_d} k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{S_d} e(\lambda)
\]

of the algebra $S_d, q(q)$ sitting inside the defining representation.

Definition 3.20. For each $\lambda \in C^t_d$ we denote

- by $\overline{\lambda}$ the elements of $C_d$ obtained by concatenation of the $\ell + 1$ components of $\lambda$, i.e., we have $\overline{\lambda} = \lambda^{(0)} \cup \ldots \cup \lambda^{(t)}$, where $\cup$ denotes the concatenation of compositions; and
- by $e^0(\lambda)$ the idempotent in $H_d, q(q)$ obtained from $e(\lambda)$ by replacing each vertical black strand of multiplicity $a$ (for each positive integer $a$) by a usual (multiplicity 1) vertical black strands; and
- by $r_\lambda$ the element of $H_d, q(q)$ represented by the diagram defined by the following three properties. The top part of the diagram corresponds to the idempotent $e^0(\lambda)$. At the bottom of the diagram, each red strand is on
the left of each black strand. The diagram may contain left crossings, but neither dots, splits, merges nor right crossings.

**Example 3.21.** Take \( \ell = 2 \), \( \lambda = ((1), (2, 1), (1, 2)) \). In this case we have

\[
e(\lambda) = \begin{array}{cccc|c|c|c|c|c}
1 & 1 & Q_1 & 2 & 1 & Q_2 & 2 & 1 & 2 \\
\end{array}
\]

\[
e^0(\lambda) = \begin{array}{cccc|c|c|c|c|c}
 & & Q_1 & & & & Q_2 & & \\
\end{array}
\]

\[
\tau_\lambda = \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\]

Denote by \( \iota \) the obvious inclusion of \( H_d(q) \) to \( H_d, Q(q) \) obtained by adding \( \ell \) red strands on the left. This defines an inclusion

\[
\Phi_\lambda: k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{S_\lambda} \rightarrow m_\lambda H_d, Q(q), \quad f \mapsto \tau_\lambda(\Phi_\lambda(f)). \tag{3.15}
\]

**Example 3.22.** Let \( \lambda = ((2, 1), (1, 2)) \). Then the element \( \Phi_\lambda(f) \) is displayed on the right hand side in Figure 6. It equals the left hand side, since relations (1.17)-(1.18) allow dots and black-black crossings to slide through red strands. This argument shows in general that the element \( \Phi_\lambda(f) \) is indeed in \( m_\lambda H_d, Q(q) \). (Although this is obvious for the left hand side of the equality in Figure 6, this was not completely obvious for the original definition of \( \Phi_\lambda(f) \).)

**Lemma 3.23.** Let \( \lambda, \mu \in C_\ell^d \) and assume that \( \mu \) is a split of \( \lambda \).

1. The split map in \( \text{Hom}_{H_d, Q(q)}(m_\lambda H_d, Q(q), m_\mu H_d, Q(q)) \) applied to the image of \( \Phi_\lambda \) is contained in the image of \( \Phi_\mu \).

2. The merge in \( \text{Hom}_{H_d, Q(q)}(m_\mu H_d, Q(q), m_\lambda H_d, Q(q)) \) applied to the image of \( \Phi_\mu \) is contained in the image of \( \Phi_\lambda \).

**Proof.** The proof is totally analogous to the proof of Lemma 3.10. \( \square \)

**Lemma 3.24.** Let \( \lambda \in C_\ell^d \). Assume that \( \mu \) is a left crossing of \( \lambda \).

1. The left crossing in \( \text{Hom}_{H_d, Q(q)}(m_\lambda H_d, Q(q), m_\mu H_d, Q(q)) \) applied to the image of \( \Phi_\lambda \) is contained in the image of \( \Phi_\mu \).
(2) The merge in \( \text{Hom}_{\mathbb{H}G,q}(m_{\mu}H_d,q, m_{\lambda}H_d,q) \) applied to the image of \( \Phi_{\mu} \) is contained in the image of \( \Phi_{\lambda} \).

**Proof.** Fix \( f \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^{G_d} \). It is clear from the definitions that the left crossing map \( \lambda \to \mu \) acts by sending \( \Phi_{\lambda}(fe(\lambda)) \) to \( \Phi_{\mu}(fe(\mu)) \). Let \( D \) be the diagram (3.13) representing the right crossing \( \mu \to \lambda \). Let \( t \) be the index such that \( \lambda^{(t)} = (\mu_{(t-1)}^{(t-1)}) \cup \mu^{(t)} \). Set \( a = \lambda_1^{(t)} \) and \( b = \sum_{i=1}^{t-1} |\lambda_i^{(t)}| \). Relation (1.16) implies that \( \mu \to \lambda \) sends \( \Phi_{\mu}(fe(\mu)) \) to \( \Phi_{\lambda}(fe(\lambda)) \), where \( g = \prod_{i=1}^{b+a} (x_i - Q_i) \). \( \square \)

Lemmas 3.23 and 3.24 (and Lemma 3.35 below) imply now the following result which as a special case establishes also a proof of Proposition 3.11.

**Proposition 3.25.** There is a unique action of the algebra \( S_d,q \) on \( sP_{d,q} \) satisfying the following properties using the abbreviation \( P = \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] \).

- The idempotent \( e(\lambda), \lambda \in C_d^r \), acts on \( sP_{d,q} \) as projection to \( Pe(\lambda) \).
- For each \( g \in PS_\lambda \), the element \( ge(\lambda) \) sends \( fe(\lambda) \) to \( gfe(\lambda) \).
- Splits and merges act in the same way as in Proposition 3.11.
- Left crossing maps \( \lambda \to \mu \) act by sending \( fe(\lambda), f \in PS_\lambda \) to \( fe(\mu) \).
- Right crossing maps \( \mu \to \lambda \) act by sending \( fe(\mu), f \in PS_\mu \) to \( gfe(\lambda) \) where \( g = \prod_{i \in [\lambda]_1} (Q_i - x_i) \).

Moreover, the obtained representation of \( S_d,q \) in \( sP_{d,q} \) is faithful.

**Proof.** The existence and the uniqueness of the action follows from the lemma above and from Lemma 3.35.

The proof of faithfulness is similar to Proposition 3.11: Assume that there exist \( \lambda, \mu \in C_d^r \) and a nonzero element \( \phi \in \text{Hom}_{\mathbb{H}G,q}(m_{\lambda}H_d,q, m_{\mu}H_d,q) \) such that \( \phi \) acts on \( sP_{d,q} \) by zero. Consider the split \( \lambda' \to \lambda \) such that for each \( r \in \{0,1,\ldots,\ell\} \), we have \( \lambda^{(r)} = (|\lambda^{(r)}|) \) (i.e., \( \lambda' \) is the coarsest possible). Then, after composing \( \phi \) with this split, we get a nonzero element of \( \psi \in \text{Hom}_{\mathbb{H}G,q}(m_{\lambda'}H_d,q, m_{\mu}H_d,q) \) that acts by zero on \( sP_{d,q} \). The fact that \( \psi \) acts by zero on \( sP_{d,q} \) implies \( \psi(m_{\lambda'} \overrightarrow{P}_{\lambda'} \tau_{\lambda'}) = \psi(\Phi_{\lambda'}(1)) = 0 \), where

\[
\begin{array}{cccc}
\overrightarrow{P}_{\lambda'} &=& \overrightarrow{P}_{\lambda'}^{(0)} & \overrightarrow{P}_{\lambda'}^{(1)} & \cdots & \overrightarrow{P}_{\lambda'}^{(\ell-1)} & \overrightarrow{P}_{\lambda'}^{(\ell)} \\
Q_1 & Q_2 & Q_{\ell-1} & Q_{\ell} 
\end{array}
\]

This implies \( \psi(m_{\lambda'}) \overrightarrow{P}_{\lambda'} \tau_{\lambda'} = 0 \). Moreover, it is clear from (1.16) that the element \( \tau_{\lambda'} \) can be multiplied by an element of \( H_d,q \) on the right such that the product is of the form \( Qe^{0}(\lambda') \), where \( Q \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] \), \( Q \neq 0 \). We get

\[
\psi(m_{\lambda'}) \overrightarrow{P}_{\lambda'} Q = \psi(m_{\lambda'}) \overrightarrow{P}_{\lambda'} Q e^{0}(\lambda') = 0.
\]

Thus, \( \psi(m_{\lambda'}) = 0 \), because \( H_d,q \) is free as a right \( \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}] \)-module. \( \square \)

**3.9. A basis of \( S_d,q \).** The goal of this section is to obtain a basis of \( S_d,q \). For this we first describe the space \( \text{Hom}(\lambda, \mu) = \text{Hom}_{\mathbb{H}G,q}(m_{\lambda}H_d,q, m_{\mu}H_d,q) \), for \( \lambda, \mu \in C_d \) in terms of the finite Hecke algebra \( \mathbb{H}_d^n(q) \), see Remark 1.4.

For \( \lambda \in C_d \), denote by \( \mathbb{H}_d^n(q) \subset H_d^n(q) \) the Hecke algebra corresponding to \( G_d \) (see (3.1)) and by \( \epsilon_{\lambda} \) the sign representation of \( \mathbb{H}_d^n(q) \). The following is well-known:
Lemma 3.26. We have an isomorphism of right $H_d(q)$-modules

\[ m_\lambda H_d(q) \cong \epsilon_\lambda \otimes_{H^\text{fin}} H_d(q) \]  

(3.16)

Now, we would like to extend (3.16) to the higher level affine Hecke algebra $H_{d,q}(q)$. Given $\lambda \in \mathcal{C}_d^\ell$, denote again by $H^\text{fin}_\lambda(q) \subset H^\text{fin}_d(q)$ the Hecke algebra corresponding to $\mathcal{S}_\lambda$ (the group $\mathcal{S}_\lambda$ is as in Definition 3.15). We can identify $H^\text{fin}_\lambda(q)$ with the unitary subalgebra in $e^0(\lambda) H_{d,q}(q)e^0(\lambda)$ generated by the elements $T_r e^0(\lambda)$ where the indices $r$ correspond to simple reflection in $\mathcal{S}_\lambda$.

Lemma 3.27. We have an isomorphism of right $H_{d,q}(q)$-modules

\[ m_\lambda H_{d,q}(q) \cong \epsilon_\lambda \otimes_{H^\text{fin}_\lambda(q)} e^0(\lambda) H_{d,q}(q) \]  

(3.17)

Proof. Let $H_\lambda(q)$ be the (non-unitary) subalgebra of $H_{d,q}(q)$ generated by $H^\text{fin}_\lambda(q)$ and $k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]$. (This algebra is clearly isomorphic to a tensor product of the algebras $H^\text{fin}_\mu(q)$.) We have

\[ \epsilon_\lambda \otimes_{H^\text{fin}_\lambda(q)} e^0(\lambda) H_{d,q}(q) \cong \epsilon_\lambda \otimes_{H^\text{fin}_\lambda(q)} H_\lambda(q) \otimes H_{s_\lambda(q)} e^0(\lambda) H_{d,q}(q) \cong m_\lambda H_\lambda(q) \otimes H_{s_\lambda(q)} e^0(\lambda) H_{d,q}(q) \cong m_\lambda H_{d,q}(q). \]

The first isomorphism is obvious, the second follows from Lemma 3.26 and the third is true because the $H_\lambda(q)$-module $e^0(\lambda) H_{d,q}(q)$ is free by Proposition 1.15. \qed

We thus have that $\text{Hom}(\lambda, \mu)$ is isomorphic to

\[ \text{Hom}_{H_{d,q}(q)} \left( \epsilon_\lambda \otimes_{H^\text{fin}_\lambda(q)} e^0(\lambda) H_{d,q}(q), \epsilon_\mu \otimes_{H^\text{fin}_\mu(q)} e^0(\mu) H_{d,q}(q) \right) \cong \text{Hom}_{H^\text{fin}_\lambda(q)} \left( \epsilon_\lambda, \epsilon_\mu \otimes_{H^\text{fin}_\mu(q)} e^0(\mu) H_{d,q}(q)e^0(\lambda) \right). \]  

(3.18)

Now, we see that to get a basis of $S_{d,q}(q)$, we should understand the structure of the $(H^\text{fin}_\mu(q), H^\text{fin}_\lambda(q))$-bimodule $e^0(\mu) H_{d,q}(q)e^0(\lambda)$ for $\lambda, \mu \in \mathcal{C}_d^\ell$.

Definition 3.28. Let $\lambda, \mu, \nu \in \mathcal{C}_d$. Denote by $\lambda \cap \mu$ the composition in $\mathcal{C}_d$ such that $S_{\lambda \cap \mu} = S_\lambda \cap S_\mu$. Recall from Section 3.1 that we denote by $D_{\lambda,\mu}$ the set of minimal length representatives of the classes in $S_\lambda \setminus S/ S_\mu$. If $S_\lambda, S_\mu$ are subgroups of $S_\nu$, we denote $D_{\lambda,\mu}^\nu = S_\nu \cap D_{\lambda,\mu}$.

Let $\mathcal{X}$ be the set of Laurent monomials $x_1^{a_1} x_2^{a_2} \ldots x_d^{a_d}$ with $a_r \in \mathbb{Z}$. Denote by $\mathcal{X}_\lambda^+$ the subset of $\mathcal{X}$ that contains only monomials such that $(a_1, a_2, \ldots, a_d)$ is non-decreasing inside of each component of $\lambda$, i.e., we have

\[ \mathcal{X}_\lambda^+ = \{ x_1^{a_1} x_2^{a_2} \ldots x_d^{a_d} \in \mathcal{X} \mid a_r \geq a_{r+1}, \text{ unless } r = \lambda_1 + \ldots + \lambda_t \text{ for some } t \}. \]  

(3.19)

For $p = x_1^{a_1} \ldots x_d^{a_d} \in \mathcal{X}_\lambda^+$, denote by $\lambda \cap p$ the unique composition that is finer than $\lambda$ and such that its components correspond precisely to the segments where $(a_1, a_2, \ldots, a_d)$ is constant. In other words, the indices $r, r+1 \in \{1,2,\ldots,d\}$ are in the same component of the composition $\lambda \cap p$ if and only if they are in the same component of the composition $\lambda$ and $a_r = a_{r+1}$.

Example 3.29. If for instance $\lambda = (2,3)$, then $p = x_1^{3} x_2^{2} x_3^{4} x_4^{6} \in \mathcal{X}_\lambda^+$ because $3 \leq 3$ and $2 \leq 6 \leq 6$, and $\lambda \cap p = (2,1,2)$. 

Assume $\lambda, \mu \in C_d$, $w \in D_{\lambda, \mu}$. Denote by $\lambda \cap w(\mu)$ the unique partition in $C_d$ such that $S_\lambda \cap w(\mu) = S_{\lambda \cap w(\mu)} w^{-1}$. (But $w(\mu)$ itself has no sense as a partition. Note also that $\lambda \cap w(\mu)$ has no sense for an arbitrary permutation $w$ that is not an element of $D_{\lambda, \mu}$.)

Recall that for each $(\ell + 1)$-composition $\lambda \in C_\ell$ we denote by $X$ the associated composition (i.e., the concatenation of the components of $\lambda$). If $\lambda, \mu$ and $\nu$ are $(\ell + 1)$-compositions in $C_d$, we can also use notation $D_{\lambda, \mu}$, $D_{\mu, \lambda}$, $\lambda \cap \mu$, $\lambda \cap w(\mu)$, $\lambda^\perp$ etc. instead of $D_{\lambda, \mu}$, $D_{\mu, \lambda}$, $X \cap \mu$, $X \cap w(\mu)$, $X^\perp$ etc. (in this situations we just consider each $(\ell + 1)$-composition as an associated composition).

For $p \in X^\perp$, denote by $S_p$ the stabilizer of $p$ in $S_d$. Then the notation $D_{p, \emptyset}$ also makes sense.

**Lemma 3.30.** The set

$$B = \{T_w p T_z \mid w \in S_d, p \in X^\perp, z \in D_{p, \emptyset}\}$$

is a basis of $H_d(q)$.

**Proof.** First we show that $B$ spans, that means we prove that the set

$$B' = \{p T_z \mid p \in X^\perp, z \in D_{p, \emptyset}\}$$

generates the left $H^{\text{fin}}_d(q)$-module $H_d(q)$. To do this, it is enough to show that each monomial $p \in X$ can be written as an $H^{\text{fin}}_d(q)$-linear combination of elements of $B'$.

This can be proved by induction using the equality

$$p = q^{-1} T_r s_r (p) T_r + (q^{-1} - 1) T_r \partial_r (X_r p).$$

For the linearly independence it is enough to check that the elements of $B$ act on the polynomial representation $k[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]$ by linearly independent operators. This can be done similarly to the proof of Proposition 1.15. \qed

**Corollary 3.31.** Fix $\lambda \in C_d$. Consider the left $H^{\text{fin}}_\lambda(q)$-module $H_d(q)$. Consider two sets in this module:

$$X \subset H_d(q), \quad \text{and} \quad \{p T_z \mid p \in X^\perp, z \in D_{\lambda, \mu} \} \subset H_d(q).$$

The elements of the two sets above can be expressed in terms of each other with an invertible change of basis matrix.

**Proof.** The statement follows from the fact that both of the sets above form bases in the left $H^{\text{fin}}_\lambda(q)$-module $H^{\text{fin}}_{\lambda, 1}(q) \otimes \ldots \otimes H^{\text{fin}}_{\lambda, \mu}(q)$. \qed

**Remark 3.32.** Let $\lambda, \mu \in C_d$ and pick $w \in D_{\mu, \lambda}$ and $z \in S_{\lambda \cap w^{-1}(\mu)}$. Setting $z' = wz w^{-1}$ we obtain the equality $wz = z' w$ and also $T_w T_z = T_z T_w$ in the Hecke algebra $H_d(q)$. Now, let $b, c \in J^{1, \nu}$ be such that we have $e^b(\mu) = e(c)$ and $e^b(\lambda) = e(b)$. We also would like to have the following version of this equality in $H_d, Q(q)$ (see see Section 1.4 for the notation)

$$T^b w T^c = T^c w T^b, \quad (3.20)$$

This slightly delicate, because the element $T^b w T^c$ depends on some choices. We can however make these choices in a way such that indeed (3.20) holds. To do this, we first choose for each $w \in D_{\mu, \lambda}$ some $T^b w T^c$ arbitrarily and then define $T^b w T^c$ for any other $y \in S_{\mu, w \lambda}$ (dependent on these choices) inductively, by induction on the length. Assuming we have constructed $T^b w T^c$ for some $y$ such that $y(c) = b,$
then for each simple reflection \( s \in \mathfrak{S}_\lambda \) such that \( l(ws) = l(w) \) \((\text{resp. for each simple reflection} \; s' \in \mathfrak{S}_\mu \; \text{such that} \; l(s') = l(s) \; l(w))\) we set \( T_{ws}^{b,c} = T_{w}^{b,c}T_{s} \)

(resp. \( T_{w}^{s'(b),c} = T_{w}^{b,c}T_{s} \)).

Lemma 3.33. The set

\[
B = \left\{ T_{w}^{b,c}pT_{y} \mid w \in D_{\mu,\lambda}, x \in \mathfrak{S}_\mu, f \in X_{\lambda\cap w^{-1}(\mu)}^{+}, y \in D_{\lambda\cap w^{-1}(\mu)\cap p,\emptyset}^{+} \right\}
\]

is a basis of \( e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \).

Proof. It is a standard fact that each \( y \in \mathfrak{S}_d \) has a unique presentation of the form \( y = xwy \), where \( w \in D_{\mu,\lambda}, x \in \mathfrak{S}_\mu, y \in D_{\lambda\cap w^{-1}(\mu)\emptyset}^{+} \) and \( l(y) = l(x) + l(w) + l(z) \). Together with Proposition 1.15 this shows that the left \( H_{\mu}^{\text{fin}}(q) \)-module \( e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \) is free with a basis

\[
B_{1} = \left\{ T_{w}^{b,c}pT_{y} \mid w \in D_{\mu,\lambda}, y \in D_{\lambda\cap w^{-1}(\mu)\emptyset}^{+}, p \in X \right\}
\]

or alternatively with a basis

\[
B_{2} = \left\{ T_{w}^{b,c}pT_{y} \mid w \in D_{\mu,\lambda}, y \in D_{\lambda\cap w^{-1}(\mu)\emptyset}^{+}, p \in X \right\}.
\]

Indeed, we can find a bijection between \( B_{1} \) and \( B_{2} \) such that the base change matrix in an appropriate order on the bases is triangular with invertible elements on the diagonal. For \( w \in D_{\mu,\lambda}, y \in D_{\lambda\cap w^{-1}(\mu)\emptyset}^{+} \), we define

\[
B_{2}^{w,y} = \left\{ T_{w}^{b,c}pT_{y} \mid p \in X \right\}, \quad B_{3}^{w,y} = \left\{ T_{w}^{b,c}pT_{y} \mid p \in X_{\lambda\cap w^{-1}(\mu)}^{+}, z \in D_{\lambda\cap w^{-1}(\mu)\cap p,\emptyset}^{+} \right\}.
\]

By Corollary 3.31, the elements of the sets \( B_{2} \) and \( B_{3} \) can be written as linear combinations of each other with an invertible change of basis matrix.

Since \( B_{2} = \prod_{w,y} B_{2}^{w,y} \) is a basis of the left \( H_{\mu}^{\text{fin}}(q) \)-module \( e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \) so is \( B_{3} = \prod_{w,y} B_{3}^{w,y} \). The set \( B_{3} \) can be written in a slightly different way as

\[
B_{3} = \left\{ T_{w}^{b,c}pT_{y} \mid w \in D_{\mu,\lambda}, p \in X_{\lambda\cap w^{-1}(\mu)}^{+}, y \in D_{\lambda\cap w^{-1}(\mu)\cap p,\emptyset}^{+} \right\}.
\]

This implies that \( B \) is a basis of the vector space \( e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \).

For each \( w \in D_{\mu,\lambda} \) and \( p \in X_{\lambda\cap w^{-1}(\mu)}^{+} \) consider the element

\[
b^{w,p} \in \text{Hom}(m_{\lambda}H_{d,q}(q), m_{\mu}H_{d,q}(q)) \quad m_{\lambda}h \mapsto m_{\mu}T_{w}^{b,c}p(-q)^{-1}(y)T_{y}h,
\]

where \( y \) runs through \( D_{\lambda\cap w^{-1}(\mu)\cap p,\emptyset}^{+} \) and \( r \) denotes the length of the longest element therein.

Corollary 3.34. The following is a basis of \( \text{Hom}_{H_{d,q}(q)}(m_{\lambda}H_{d,q}(q), m_{\mu}H_{d,q}(q)) \)

\[
\left\{ b^{w,p} \mid w \in D_{\mu,\lambda}, p \in X_{\lambda\cap w^{-1}(\mu)}^{+} \right\}.
\]

Proof. We have seen in (3.18) that \( \text{Hom}_{H_{d,q}(q)}(m_{\lambda}H_{d,q}(q), m_{\mu}H_{d,q}(q)) \) is in bijection with the vector subspace of elements of \( e_{\mu} \otimes H_{\mu}^{\text{fin}}(q)e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \) on which \( H_{\lambda}^{\text{fin}}(q) \) acts from the right by the sign representation. By Lemma 3.33, the right \( H_{\lambda}^{\text{fin}}(q) \)-module \( e_{\mu} \otimes H_{\mu}^{\text{fin}}(q)e^{0}(\mu)H_{d,q}(q)e^{0}(\lambda) \) is a direct sum of submodules \( M_{w,p} \) for \( w \in D_{\mu,\lambda} \) and \( p \in X_{\lambda\cap w^{-1}(\mu)}^{+} \), with vector space basis

\[
\left\{ e_{\mu} \otimes T_{w}^{b,c}pT_{y} \mid y \in D_{\lambda\cap w^{-1}(\mu)\cap p,\emptyset}^{+} \right\}.
\]
We claim that the vector subspace of vectors of $M_{w,p}$ that transform as a sign representation of $H_{w}^{m}(q)$ is one-dimensional. Indeed, the right $H_{w}^{m}(q)$-module $M_{w,p}$ is isomorphic to $\epsilon_{\xi} \otimes H_{w}^{m}(q)$, where $\xi = \lambda \cap w^{-1}(\mu) \cap p$. An element of $\epsilon_{\xi} \otimes H_{w}^{m}(q)$ can be written uniquely in the form $\sum_{y \in D_{\xi,0}^{\lambda}} a_{y}(\epsilon_{\xi} \otimes T_{y})$, where $a_{y} \in k$. This element transforms as a sign representation of $H_{\hat{\lambda}}^{m}(q)$ if and only if for each $i$ we have

$$
\left( \sum_{y \in D_{\xi,0}^{\lambda}} a_{y}(\epsilon_{\xi} \otimes T_{y}) \right) T_{i} = - \left( \sum_{y \in D_{\xi,0}^{\lambda}} a_{y}(\epsilon_{\xi} \otimes T_{y}) \right).
$$

Standard computation shows that this is equivalent to the condition $-a_{y} = qa_{ys}$, whenever $y, ys \in D_{\xi,0}^{\lambda}$ with $l(ys) > l(y)$. But this condition is simply equivalent to the fact that the element is proportional to $\sum_{y \in D_{\xi,0}^{\lambda}} \epsilon_{\xi} \otimes (-q)^{-r}yT_{y}$, where $r$ is the length of the longest element of $D_{\xi,0}^{\lambda}$. Under the isomorphism (3.18) this corresponds to the basis element $b_{w,p}$. □

We can write the morphism $b_{w,p}$ as a composition as follows:

$$
m_{\lambda} H_{d,Q}(q) \xrightarrow{b_{w,1}} m_{\lambda \cap w^{-1}(\mu)} H_{d,Q}(q) \xrightarrow{b_{1,p}} m_{\lambda \cap w^{-1}(\mu)} H_{d,Q}(q) \xrightarrow{b_{w,1}} m_{w(\lambda) \cap \mu} H_{d,Q}(q) \xrightarrow{b_{1,\mu}} m_{\mu} H_{d,Q}(q).
$$

Note that the first and the last morphisms in this decompositions are obviously a split and a merge, whereas, $b_{w,1}$ is a composition of left, right and black crossings. The discussion above together with Lemma 3.5 proves the following lemma.

**Lemma 3.35.** The algebra $S_{d,Q}(q)$ is generated by the idempotents $e(\lambda)$, for $\lambda \in C_{d}^{\ell}$, the splits, the merges, the left/right crossings and the polynomials.

### 3.10. Completion

This section is very similar to [13, Sec. 5]. As in Section 1.6, we fix $a \in (k^{*})^{\ell}$. The affine Schur algebra considered in [13] corresponds to the case $\ell = 0$ (no red lines). But the completion procedure only does something with black lines.

**Definition 3.36.** We set $\hat{S}_{a,Q}(q) = \text{End}_{H_{a,Q}(q)} \left( \bigoplus_{\lambda \in C_{d}^{\ell}} m_{\lambda} \hat{H}_{a,Q}(q) \right)$.

As for Hecke algebras, the affine Schur algebra gets more idempotents after completion. They can be constructed in the following way. For each $i \in \mathcal{S}_{a}a$, we have an idempotent $e(\lambda, i) = \sum_{\sigma, i} e(\sigma) \in H_{d,Q}(q)$. It is clear that $e(\lambda, i)$ depends only on the $\mathcal{S}_{\lambda}$-orbit of $i$. Similarly to [13, Lemma 5.3], the idempotent $e(\lambda, i)$ commutes with $m_{\lambda}$. Then we obtain

$$
\hat{S}_{a,Q}(q) = \text{End}_{H_{a,Q}(q)} \left( \bigoplus_{\lambda \in C_{d}^{\ell}, i \in \mathcal{S}_{\lambda} \setminus \mathcal{S}_{a}a} e(\lambda, i)m_{\lambda} \hat{H}_{a,Q}(q) \right).
$$

In particular, $\hat{S}_{a,Q}(q)$ has idempotents $e(\lambda, i)$ projecting to $e(\lambda, i)m_{\lambda} \hat{H}_{a,Q}(q)$.

**Remark 3.37.** It is possible to give an equivalent definition of $\hat{S}_{a,Q}(q)$ as a completion of $S_{d,Q}(q)$ with respect to some sequence of ideals (see [13, Sec. 5.1], where this is done for $\ell = 0$). In particular, this realizes $S_{d,Q}(q)$ is a subalgebra of $\hat{S}_{a,Q}(q)$. The idempotent $e(\lambda) \in S_{d,Q}(q)$ is decomposed in $\hat{S}_{a,Q}(q)$ as $e(\lambda) = \sum_{i \in \mathcal{S}_{\lambda} \setminus \mathcal{S}_{a}a} e(\lambda, i)$. 
3.11. Generators of $\widehat{S}_{n,a,Q}(q)$. Let $\lambda, \mu \in C'_d$ such that $\mu$ is a split of $\lambda$. Fix $i \in \mathfrak{S}_d a$. Then we can define the following elements of $\widehat{S}_{n,a,Q}(q)$:

the split element: \[(\lambda, i) \rightarrow (\mu, i) = e(\mu, i)(\lambda \rightarrow \mu)e(\lambda, i),\]

the merge element: \[(\mu, i) \rightarrow (\lambda, i) = e(\lambda, i)(\mu \rightarrow \lambda)e(\mu, i),\]

where $\lambda \rightarrow \mu$ and $\mu \rightarrow \lambda$ are the images of the usual split and merge with respect to the inclusion $S_{d,Q}(q) \subset \widehat{S}_{n,a,Q}(q)$.

If now $\mu$ is obtained from $\lambda$ by a left crossing, then we define the left $(\lambda, i) \rightarrow (\mu, i)$ respectively right crossing $(\mu, i) \rightarrow (\lambda, i)$ in the same way as for split and merges.

**Proposition 3.38.** The algebra $\widehat{S}_{n,a,Q}(q)$ acts faithfully on

\[
\widehat{sP}_{a,Q} = \bigoplus_{\lambda \in C'_d, i \in \mathfrak{S}_\lambda \setminus \mathfrak{S}_d a} k[[x_1 - i_1, \ldots, x_d - i_d]]^{\mathfrak{S}_\lambda} e(\lambda, i),
\]

where $\mathfrak{S}_{\lambda, i}$ is the stabilizer of $i$ in $\mathfrak{S}_{\lambda}$.

**Proof.** This can be proved as [13, Prop. 5.18]. \qed

3.12. Modified representation of $S_{d,Q}(q)$. We now construct a modification of the representation of $S_{d,Q}(q)$ in $sP_{d,Q}$ which will be relevant later, see Remark 4.3.

Assume $\lambda \in C'_d$. Let $\overrightarrow{p}_\lambda$ be the polynomial such that $\overleftarrow{p}_\lambda \overrightarrow{p}_\lambda = \overrightarrow{p}_d$. (In other words, we have $\overrightarrow{p}_\lambda = \prod_{1 \leq i < j \leq d} (x_j - qx_i)$, where the product is taken only over $i$ and $j$ that are in different components of $\lambda$.) Note that this notation is a generalization of $\overrightarrow{p}_{a,b}$ used above.

**Definition 3.39.** Let $sP'_{d,Q}$ be equal to $sP_{d,Q}$ as a vector space, but equipped with a different action of $S_{d,Q}(q)$. In this new action the element $x \in \text{Hom}(\lambda, \mu) \subset S_{d,Q}(q)$ acts on $sP'_{d,Q}$ as $(\overrightarrow{p}_\mu)^{-1} x \overrightarrow{p}'_{\lambda}$ on $sP_{d,Q}$.

A priori, the action of $S_{d,Q}(q)$ defined above is only well-defined on some localization of $sP'_{d,Q}$ (not on $sP_{d,Q}$ itself). But it can be checked on generators (idempotents, polynomials, splits, merges, left and right crossings) that this action is also well-defined on $sP'_{d,Q}$. The following lemma describes this action.

**Lemma 3.40.** (1) The idempotents $e(\lambda)$, the (\(\mathfrak{S}_\lambda\)-symmetric) Laurent polynomials, and the left and right crossings in $S_{d,Q}(q)$ act on $sP'_{d,Q}$ in the same way as on $sP_{d,Q}$.

(2) Let $\mu$ be a split of $\lambda$. Then in case $\lambda = (a+b)$ and $\mu = (a,b)$, the split map $\lambda \rightarrow \mu$ acts by sending $fe(\lambda) \in P^{\mathfrak{S}_\lambda} e(\lambda)$ to $fe(\mu)$, whereas the merge map acts by sending $fe(\mu) \in P^{\mathfrak{S}_\mu}$ to $D_{a,b}(\overrightarrow{p}_{a,b}) e(\lambda)$ with $a + b = d$. In the general case split and merge act by the same formulae but in the variables from the two blocks of $\mu$ that form one block of $\lambda$.

**Proof.** The statement follows directly from Proposition 3.25. \qed

The faithfulness of the representation $sP_{d,Q}$ implies the faithfulness of the representation $sP'_{d,Q}$. A modification $\widehat{sP}_{a,Q}$ of the faithful representation $\widehat{sP}_{a,Q}$ of $\widehat{S}_{n,a,Q}(q)$ can be defined similarly.
4. (Higher level) Quiver Schur algebras $A_{\nu,Q}$

4.1. Quiver Schur algebras. In this section we restrict the form of the quiver $\Gamma = (I, A)$. We assume that the quiver $\Gamma$ has no loops and each vertex of the quiver has exactly one incoming arrow and exactly one outgoing arrow. (This assumption means that each connected component of the quiver is either an oriented cycle of length $\geq 2$ or an infinite oriented chain.) Note that the quiver $\Gamma_F$ in Section 2.5 always satisfies this assumption. We make this assumption here, because the quiver Schur algebra is defined in [18] only for type $A$, although the definition from [18] could easily be generalized, but this is not our focus here.

As above, we fix $\nu \in I^d$ and $Q \in I^e$. We first recall the definition of the quiver Schur algebra $A_{\nu,Q}$, introduced by the second author and Webster in [18].

For each $\lambda \in C'_d$ and $i \in I'$, let $\mathfrak{S}_{\lambda,i}$ be the stabilizer of $i$ in $\mathfrak{S}_\lambda$, and let $C'_{\nu}$ the set of pairs $(\lambda, i)$ such that $\lambda \in C'_d, i \in \mathfrak{S}_\lambda \setminus I'$. Consider the following vector space

$$sPol_{\nu,Q} = \bigoplus_{(\lambda,i) \in C'_{\nu}} k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}e}(\lambda,i).$$

Remark 4.1. Note that if $i,j \in I'$ are in the same $\mathfrak{S}_\lambda$-orbit, and $w$ an element of $\mathfrak{S}_\lambda$ such that $w(i) = j$, then we have a canonical isomorphism

$$k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}} \simeq k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,j}}, \quad P(y_1, \ldots, y_d) \mapsto P(y_{w(1)}, \ldots, y_{w(d)}).$$

This shows that $sPol_{\nu,Q}$ is well-defined.

The following was introduced in [18].

Definition 4.2. The quiver Schur algebra $A_{\nu,Q}$ is the subalgebra of $\text{End}(sPol_{\nu,Q})$ generated by the following endomorphisms.

- The idempotents: $e(\lambda,i)$ for $(\lambda,i) \in C'_{\nu}$, defined as the projection onto the summand $k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}e}(\lambda,i)$.
- The polynomials: $Pe(\lambda,i)$ for any $(\lambda,i) \in C'_{\nu}$ and $P \in k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}}$, defined as multiplication by $P$ on the summand $k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}e}(\lambda,i)$ (and by zero on other summands).
- The split: $(\lambda,i) \to (\mu,i)$ for any $(\lambda,i), (\mu,i) \in C'_{\nu}$ (the $d$-tuple $i \in I'$ is the same for both pairs) such that $\mu$ is a split of $\lambda$ in the component $\lambda^{(r)}$ at position $j$. It acts non-trivially only on the component $k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}e}(\lambda,i)$ and we have there (in the notation from Definition 3.15)

$$f(\lambda,i) \mapsto f(\mu,i).$$

- The merge: $(\mu,i) \to (\lambda,i)$ for any $(\lambda,i)$ and $(\mu,i)$, as above. It acts non-trivially only on the component $k[y_1, \ldots, y_d]^{\mathfrak{S}_{\lambda,i}e}(\mu,i)$. There it acts by

$$f(\mu,i) \mapsto \left(\prod_{i \in I} D_{a_i,b_i}\right) \left(\prod_{n \in [\nu^{(r)}]} y_n - y_m\right) f(\lambda,i),$$

where the Demazure operator $D_{a_i,b_i}$ is defined as in Section 3.3 with respect to the $a_i + b_i$ polynomial variables $y_r$ with indices $r \in [\mu_i^{(r)}] \cup [\mu_{i+1}^{(r)}]$ such that $i_r = i$ and the product is taken only by the indices $n,m$ such that we have $i_n \to i_m$. Hereby $a_i$ (resp. $b_i$) denotes the number of occurrence of $i$ in $i$ in the indices in $[\mu_i^{(r)}]$ (resp. $[\mu_{i+1}^{(r)}]$).
The left crossing: \((\lambda, i) \rightarrow (\mu, i)\) for any \((\lambda, i), (\mu, i) \in C^\ell_r\) such that \(\mu\) is a left crossing of \(\lambda\), defined as \(f e(\lambda, i) \mapsto f e(\mu, i)\).

The right crossing: \((\mu, i) \rightarrow (\lambda, i)\) for any \((\lambda, i), (\mu, i) \in C^\ell_r\) such that \(\lambda\) is a right crossing of \(\mu\), moving the last component of \(\mu^{(r)}\) to the first of \(\mu^{(r+1)}\), is defined as \(f e(\mu, i) \mapsto (\prod_{n \in [\lambda^{(r+1)}]} i_n = Q_{r+1} y_n) f e(\lambda, i)\).

Remark 4.3. The definition of \(A_{\nu,Q}\) differs slightly from the original definition in [18]. The difference is that the multiplication by the Euler class is moved from the split to the merge and the Euler class is also reversed. The two algebras are however isomorphic, as proved (with an explicit isomorphism) in [13, Sec. 9.2-9.3] for \(\ell = 0\). The arguments directly generalize to arbitrary \(\ell\). Passing to this modified quiver Schur algebra is necessary to identify the completion of the algebra \(A_{\nu,Q}\) with the completion of the algebra \(S_{d,Q}(q)\) via identification of the polynomial representations. This approach does not work if we use the polynomial representation of \(A_{\nu,Q}\) considered in [18]. The modification \(sP'_{d,Q}\) of \(sP_{d,Q}\) was defined for the same reason. For a geometric interpretation of \(A_{\nu,Q}\) we refer to [15].

It is possible to introduce a diagrammatic calculus for \(A_{\nu,Q}\) similarly to the diagrammatic calculus for \(S_{d,Q}(q)\) (see [18] for more details). The only difference is that black strands in the diagrams for \(A_{\nu,Q}\) have labels in \(\mathbb{Z}_{\geq 0} I\) instead of \(\mathbb{Z}_{>0}\) (here \(\mathbb{Z}_{\geq 0} I\) is the set of formal \(\mathbb{Z}_{\geq 0}\)-linear combinations of elements of \(I\)).

We draw the idempotent \(e(\lambda, i) \in A_{\nu,Q}\) by the same diagram as the idempotent \(e(\lambda) \in S_{d,Q}(q)\), except that we replace each integer label \(\lambda^{(t)}\) on a black strand by the label \(\sum_{j \in [\lambda^{(t)}]} i_j \in \mathbb{Z}_{>0} I\). We draw polynomials, splits, merges, left and right crossings in \(A_{\nu,Q}\) in the same way as for \(S_{d,Q}(q)\).

Let \(\tilde{A}_{\nu,Q}\) be the completion of \(A_{\nu,Q}\) with respect to the ideal generated by the homogeneous polynomials of positive degrees. The definitions give rise to the following completed version of the faithful representation (4.1) of \(A_{\nu,Q}\).

**Lemma 4.4.** The algebra \(\tilde{A}_{\nu,Q}\) has a faithful representation in

\[
sPol_{\nu,Q} = \bigoplus_{(\lambda, i) \in C^\ell_r} K[[y_1, \ldots, y_d]]^{\mathbb{S}_r} e(\lambda, i).
\]

4.2. The isomorphisms \(\tilde{S}_{\nu,Q}(q) \simeq \tilde{A}_{\nu,Q}\). Fix \(q \in k\) such that \(q \notin \{0, 1\}\). Fix an \(\ell\)-tuple \(Q = (Q_1, \ldots, Q_\ell) \subset (k^*)^\ell\). As in Section 2.5, we consider the quiver \(\Gamma_f\) with the vertex set

\[
F = \{q^n Q_r \mid n \in \mathbb{Z}, r \in [1, \ell]\} \subset k^*.
\]

and consider the algebra \(A_{\nu,Q}\) defined with respect to this quiver. We take \(\nu = a\).

We know, that \(\tilde{A}_{\nu,Q}\) acts faithfully on \(sPol_{\nu,Q}\) and \(\tilde{S}_{a,Q}(q)\) acts faithfully on \(sP'_{a,Q}\). On the other hand, there is an obvious isomorphism of algebras

\[
sPol_{\nu,Q} \simeq sP'_{a,Q}\quad P(-i_1 y_1, \ldots, -i_d y_d) e(\lambda, i) \mapsto P(x_1 - i_1, \ldots, x_d - i_d) e(\lambda, i).
\]

To prove that the algebras \(\tilde{A}_{\nu,Q}\) and \(\tilde{S}_{a,Q}(q)\) are isomorphic, it is enough to identify there actions on \(sPol_{\nu,Q} \simeq sP'_{a,Q}\). As a result obtain such an isomorphism:

**Theorem 4.5.** There is an isomorphism of algebras \(\tilde{A}_{\nu,Q} \simeq \tilde{S}_{a,Q}(q)\).

**Proof.** It is clear that the idempotents \(e(\lambda, i)\) act on the faithful representation in the same way. Obviously, the power series in \(\tilde{A}_{\nu,Q}\) yield the same operators on the
faithful representation as the power series in $\hat{S}_{n,Q}(q)$. It remains to match splits, merges and left/right crossings.

Since splits and merges only use black strands, it is enough to treat the case $\ell = 0$. This is already done in [13, Sec. 9]. It is also easy to see that the left crossings in $\hat{A}_{\nu,Q}$ and $\hat{S}_{n,Q}(q)$ act in the same way on the polynomial representations. Indeed, both of them just change the idempotent without changing the power series.

Let now $\lambda$ be a right crossing of $\mu$, moving the last component of $\mu^{(i)}$ to the first component of $\mu^{(i+1)}$, and fix $i$. We compare the actions of the right crossings $(\mu, i) \to (\lambda, i)$ in $\hat{A}_{\nu,Q}$ and $\hat{S}_{n,Q}(q)$. The right crossing in $\hat{A}_{\nu,Q}$ acts by

$$P(y_1, \ldots, y_d)e(\mu, i) \mapsto \left( \prod_{n \in [\lambda^{(i+1)}], i_n = Q_{r+1}} y_n \right) P(y_1, \ldots, y_d)e(\lambda, i).$$

The right crossing in $\hat{S}_{n,Q}(q)$ acts by

$$P(x_1, \ldots, x_d)e(\mu, i) \mapsto \left( \prod_{n \in [\lambda^{(i+1)}]} (x_n - Q_{t+1}) \right) P(x_1, \ldots, x_d)e(\lambda, i).$$

Then it is clear that these operators can be expressed in terms of each other because we can divide by $(x_n - Q_{t+1})$ if $i_n \neq Q_{t+1}$. This proves the theorem. \qed

5. CYCLOTOMIC QUOTIENTS AND THE ISOGRAPHISM THEOREM

We finish by establishing a higher level version of the (cyclotomic) Brundan-Kleshchev-Rouquier isomorphism. As above we fix $Q = (Q_1, \ldots, Q_\ell) \in (k^*)^\ell$ and $q \in k^*$, $q \neq 1$ and consider the quiver $\Gamma_x$ as in section 2.5. We assume that all KLR algebras and tensor product algebras in this section are defined with respect to the quiver $\Gamma_x$. We take $\nu = a$.

5.1. CYCLOTOMIC $\ell$-HECKE ALGEBRAS AND TENSOR PRODUCT ALGEBRAS.

**Definition 5.1.** The cyclotomic $\ell$-Hecke algebra $H^{Q}_{d,Q}(q)$ is the quotient of the algebra $H_d,Q(q)$ by the ideal generated by the idempotents $e(c)$ such that $c$ is of the form $c = (0, \ldots)$. In other words, we kill all diagrams that have a piece of a black strand on the left of all red strands.

**Lemma 5.2.** Let $X_1$, $X_2$ and $T$ be three endomorphisms of a vectors space $V$, satisfying the relations of $H_2(q)$, i.e.,

$$X_1T = TX_2 - (q-1)X_2, \quad (T-q)(T+1) = 0, \quad X_2T = TX_1 + (q-1)X_2, \quad X_1X_2 = X_2X_1.$$  

(We do not assume that $X_1$ and $X_2$ are invertible.) Let $\lambda_1, \lambda_2 \in k^*$ be such that $\lambda_1 \neq q^{\pm 1}\lambda_2$. Then if $V$ has a simultaneous eigenvector for $X_1$, $X_2$ with eigenvalues $\lambda_1$, $\lambda_2$, then $V$ has also a simultaneous eigenvector with eigenvalues $\lambda_2$, $\lambda_1$ respectively.

**Proof.** Let $v \in V$, $v \neq 0$ such that $X_1(v) = \lambda_1 v$ and $X_2(v) = \lambda_2 v$. Consider the vector $w = (q-1)\lambda_2 v + (\lambda_1 - \lambda_2)T(v)$. It follows directly from the relations that $X_1(w) = \lambda_2 w$ and $X_1(w) = \lambda_2 w$. Note that $w = 0$ implies that $T(v)$ is proportional to $v$. In this case we have either $T(v) = -v$ or $T(v) = qv$ and then $\lambda_2$ must equal $q\lambda_1$ or $q^{-1}\lambda_1$. But this is impossible by the assumptions on $\lambda_1$ and $\lambda_2$. \qed
Corollary 5.3. Let $V$ be a finite dimensional representation of $H^Q_d(q)$. Then for each $r \in \{1, 2, \ldots , d\}$, all eigenvalues of the action of $x_r$ on $V$ are in $F$.

Proof. Assume that some $x_r$ has an eigenvalue $\lambda \notin F$. Since $x_r$ is invertible, we have $\lambda \neq 0$. Then there exists an idempotent $e(c) \in J^{t, d}$ such that $\lambda$ is an eigenvalue of $x_r e(c)$. (This simply means that $e(c)$ does not annihilate the $\lambda$-eigenspace of $x_r$.) Let $t$ be such that $X_i e(c) = x_r e(c)$ in $H_d(q)$ and set $k = \sum_{i=1}^t c_i$ (i.e., $k$ is the number of red strands to the left of the dot in the diagram of $x_r e(c)$). We assume that the index $t$ as above is as minimal as possible (for all possible $r$ and $c$). We clearly have $t > 1$, because $X_1 = 0$ in $H^Q_d(q)$ and $\lambda \neq 0$.

Assume $c_{t-1} = 1$. Let $v$ be an eigenvector of $x_r e(c)$ with eigenvalue $\lambda$, (in particular $e(c)(v) = v$). Then $T_{t-1}(v) \neq 0$. Indeed, we have $T_{t-1}^2 e(c) = (X_t - Q_k) e(i)$. This implies $T_{t-1}^2(v) = T_{t-1}^2 e(c)(v) = (X_t - Q_k) e(c)(v) = (\lambda - Q_k)v \neq 0$. Moreover, the vector $T_1(v)$ is clearly an eigenvector of $x_r e(s_{t-1}(c)) = X_{t-1} e(s_{t-1}(c))$ corresponding to the eigenvalue $\lambda$. This contradicts the minimality of $t$.

Assume $c_{t-1} = 0$. Then we can find a vector $v \in V$ such that $v$ is a common eigenvector for $x_{r-1}$ and $x_r$ with $e(i)(v) = v$ and $x_r(v) = \lambda v$. Let $\mu$ be such that $x_r^{-1}(v) = \mu v$. We have $\mu \neq 0$ because $x_{r-1}$ is invertible. Moreover, the eigenvalue $\mu$ must be in $F$ (else, this contradicts the minimality of $t$). Then we can apply Lemma 5.2 to $x_{r-1} e(c), x_r e(c)$ and $T_{t-1} e(c)$. This shows that $\lambda$ is an eigenvalue of $x_{r-1} e(c) = X_{t-1} e(c)$. This contradicts the minimality of $t$. \hfill $\square$

In $H^Q_d(q)$, we have the idempotents $e(i)$ such that $1 = \sum_{i \in F^d} e(i)$ and for each index $r$, the element $(x_r - i_r) e(i)$ is nilpotent (see Corollary 5.3). Moreover, for each $a \in F^d$ we have a central idempotent $1_a = \sum_{a \in F^d} e(i)$. Set $H^Q_{a, d}(q) = 1_a H^Q_d(q)$. Then there is the following direct sum decomposition of algebras $H^Q_d(q) = \bigoplus_{a \in F^d} H^Q_{a, d}(q)$.

Definition 5.4. The cyclotomic tensor product algebra $R^Q_{\nu, d}(q)$ is the quotient of the algebra $R^Q_{\nu, d}(q)$ by the ideal generated by the idempotents $e(i)$ such that $i \in F^d(\nu, Q)$ such that $e(i_1) = 0$. In other words, we kill all diagrams that have a piece of a black strand on the left of all red strands.

It is clear from the definitions that the algebra $H^Q_{a, d}(q)$ is a quotient of $H^Q_{a, d}(q)$ and the algebra $R^Q_{\nu, d}(q)$ is a quotient of $R^Q_{\nu, d}(q)$. We obtain

Theorem 5.5. There is an isomorphism of algebras $H^Q_{a, d}(q) \simeq R^Q_{\nu, d}(q)$.

Proof. This follows immediately from Theorem 2.13. \hfill $\square$

5.2. Classical Brundan-Kleshchev-Rouquier isomorphism. In this section we show how to deduce from Theorem 5.5 the usual Brundan-Kleshchev-Rouquier isomorphism for cyclotomic KLR and Hecke algebras.

Definition 5.6. The cyclotomic Hecke algebra $H^Q_d(q)$ is the quotient of the algebra $H_d(q)$ by the ideal generated by the polynomial $(X_1 - Q_1) \ldots (X_t - Q_t)$.

For each $i = (i_1, \ldots , i_t) \in F^d$ we have an idempotent $e(i) \in H^Q_d(q)$ such that $1 = \sum_{i \in F^d} e(i)$ and for each index $r$, the element $(X_r - i_r) e(i)$ is nilpotent. Moreover, with $a \in F^d$ comes a central idempotent $1_a = \sum_{a \in F^d} e(i)$. Set $H^Q_{a, d}(q) = 1_a H^Q_d(q)$. There is a direct sum decomposition of algebras $H^Q_d(q) = \bigoplus_{a \in F^d} H^Q_{a, d}(q)$. 

Definition 5.7. The cyclotomic KLR algebra $R^Q_\nu$ is the quotient of the algebra $R_\nu$ by the ideal generated by $\Lambda^i e(i)$. Here, $\Lambda_i$ the multiplicity of $i \in F$ in $Q$.

Recall the idempotent $e(\omega) \in H_d(Q(q))$ such that $e(\omega) H_d(Q(q)) e(\omega) \simeq H_d(q)$, see Section 1.5. We have a similar idempotent $e(\omega) \in R_\nu(Q)$ with $e(\omega) R_\nu(Q) e(\omega) \simeq R_\nu$.

The following is proved in [20, Thm. 4.18].

Lemma 5.8. There is an isomorphism of algebras $e(\omega) R_\nu^Q(Q)e(\omega) \simeq R^Q_\nu$.

We can prove the following analogue of this statement.

Lemma 5.9. There is an isomorphism of algebras $e(\omega) H_d^Q(Q)(q)e(\omega) \simeq H_d^Q(q)$.

Proof. We will identify $H_d(q)$ with $e(\omega) H_d(Q(q)) e(\omega)$ as in Lemma 1.17.

Denote by $K_1$ the kernel of $H_d(q) \to H_d^Q(q)$. Denote by $K_2$ the kernel of $e(\omega) H_d(Q(q)) e(\omega) \to e(\omega) H_d^Q(q) e(\omega)$. We have to prove that $K_1 = K_2$.

First of all, it is clear that $K_1 \subset K_2$, because we have

\[
\begin{array}{cccccc}
\bullet & \cdots & \bullet & = & \cdots & \overset{(x_1 - Q_1) \ldots (x_1 - Q_\ell)}{\bullet}
\end{array}
\]

Let us show $K_2 \subset K_1$. We need to show for each $c \in J^{t,d}$ such that $c_1 = 0$, it holds $e(\omega) H_d(Q(q)) e(c) H_d(Q(q)) e(\omega) \subset K_1$.

Denote by $(c \to \omega)$ the unique element of $e(\omega) H_d(Q(q)) e(c)$ that is presented by a diagram that contains right crossings only. Similarly, denote by $(\omega \to c)$ the unique element of $e(c) H_d(Q(q)) e(\omega)$ that is presented by a diagram that contains left crossings only. For example, for $c = (0, 1, 0, 0, 1)$, we have

\[
(\omega \to c) = \overset{\omega \to \omega}{\bullet} \quad \quad (c \to \omega) = \overset{c \to \omega}{\bullet}
\]

By Proposition 1.15, each element of $e(\omega) H_d(Q(q)) e(c)$ can be written as $a \cdot (c \to \omega)$ with $a \in e(\omega) H_d(Q(q)) e(\omega)$. Similarly, each element of $e(c) H_d(Q(q)) e(\omega)$ can be written as $(\omega \to c) \cdot b$ with $b \in e(\omega) H_d(Q(q)) e(\omega)$. Then each element of $e(\omega) H_d(Q(q)) e(c) H_d(Q(q)) e(\omega)$ can be written as $a \cdot (c \to \omega) \cdot (\omega \to c) \cdot b$. Since $c_1 = 0$, the element $(c \to \omega) \cdot (\omega \to c)$ can be written as $e(\omega) P$, where $P \in k[x_1, \ldots, x_\ell]$ is a polynomial divisible by $(x_1 - Q_1) \ldots (x_1 - Q_\ell)$. This implies $K_2 \subset K_1$.

Consequently, we get the Brundan-Kleshchev-Rouquier isomorphism, [1],[17]:

Corollary 5.10. There is an isomorphism of algebras $H_n^Q(q) \simeq R^Q_\nu$.

5.3. The DJM $q$-Schur algebra. We establish now a connection with the cyclotomic $q$-Schur algebra $S_d^{DJM}(q)$ defined in [4]. Denote by $C_d^{\ell,t}$ the subset of $C_d^t$ that contains all $\lambda$ such that $\lambda^{(0)} = 0$ (here $0$ is the unique (empty) composition of 0).

For each $\lambda \in C_d^t$, set $u_\lambda = \prod (X_r - Q_t) \in H_d^Q(q)$, where the product is taken over all indices $r$ and $t$ such that $r \leq |\lambda^{(0)}| + \cdots + |\lambda^{(t-1)}|$

Example 5.11. For example, for $\ell = 3$ and $\lambda = (0, (1, 1), (2), (1, 2))$, we have

\[
|\lambda^{(0)}| = 0, \quad |\lambda^{(1)}| = 2, \quad |\lambda^{(2)}| = 2, \quad |\lambda^{(3)}| = 3
\]

and $u_\lambda = (X_1 - Q_2)(X_2 - Q_2)(X_1 - Q_3)(X_2 - Q_3)(X_3 - Q_3)(X_4 - Q_3)$. 

\[
\begin{array}{cccccc}
\bullet & \cdots & \bullet & = & \cdots & \overset{(x_1 - Q_1) \ldots (x_1 - Q_\ell)}{\bullet}
\end{array}
\]
Definition 5.12. The Dipper-James-Mathas cyclotomic $q$-Schur algebra $S_{d, Q}^{\text{DJM}}(q)$ is the algebra

$$S_{d, Q}^{\text{DJM}}(q) = \text{End}_{H_d^Q}(q) \left( \bigoplus_{\lambda \in C_d^Q} u_\lambda n_\lambda H_d^Q(q) \right).$$

Remark 5.13. The algebra $S_{d, Q}^{\text{DJM}}(q)$ is defined in [4] with respect to the set $C_d^\ell$ instead of $C_d^\ell$. But there is no difference because, $u_\lambda = 0$ in $H_d^Q(q)$ if $\lambda \in C_d^\ell \setminus C_d^0$. Indeed, note that if $\lambda \in C_d^\ell \setminus C_d^0$, then $(X_1 - Q_1) \ldots (X_1 - Q_\ell)$ divides $u_\lambda$. This means that $u_\lambda = 0$ in $H_d^Q(q)$.

Lemma 5.14. There is an isomorphism of algebras

$$S_{d, Q}^{\text{DJM}}(q) \simeq \text{End}_{H_d^Q}(q) \left( \bigoplus_{\lambda \in C_d^Q} n_\lambda H_d^Q(q) \right).$$

Proof. A similar description of the $q$-Schur algebra is given in [18, (5.8)]. To get the statement we only need to identify $H_d^Q(q)$ with $R_d^Q$, where $R_d^Q = \bigoplus_{v \in S_d, \ell \in \mathbb{Z}} R_d^Q$.

5.4. The Schur version. In this section we give the most general version of the isomorphism above: the (higher level) Schur version.

Definition 5.15. The cyclotomic $q$-Schur algebra $S_{d, Q}(q)$ is the algebra

$$S_{d, Q}(q) = \text{End}_{H_d^Q}(q) \left( \bigoplus_{\lambda \in C_d^Q} m_\lambda H_d^Q(q) \right).$$

It is clear from the definition that the algebra $S_{d, Q}(q)$ is a quotient of $S_{d, Q}(q)$.

Remark 5.16. By Lemmas 3.17 and 5.14 we have $S_{d, Q}(q) \simeq S_{d, Q}^{\text{DJM}}(q)$ as algebras.

Similarly to the set $C_d^\ell$ defined above, we denote by $C_d^\ell$ the set of pairs $(\lambda, i)$, where $\lambda \in C_d^\ell$ and $i \in S_d \setminus S_d^a$. The algebra $S_{d, Q}(q)$ contains idempotents $e(\lambda, i) \in S_{d, Q}(q)$ such that $1 = \sum_{(\lambda, i) \in C_d^\ell} e(\lambda, i)$ and such that for each Laurent polynomial $P(x_1, \ldots, x_d) \in \mathbb{k}[x_1^{\pm 1}, \ldots, x_d^{\pm 1}]^\otimes$, the element $(P(x_1, \ldots, x_d) - P(i_1, \ldots, i_d)) e(\lambda, i)$ is nilpotent. Moreover, for each $a \in F^d$ we have a central idempotent $1_a = \sum_{(\lambda, i) \in C_a^\ell} e(\lambda, i)$. Set $S_{a, Q}(q) = 1_a S_{d, Q}(q)$. We have the following direct sum decomposition of algebras $S_{d, Q}(q) = \bigoplus_{a \in F^d} S_{a, Q}(q)$.

Definition 5.17. The cyclotomic quiver Schur algebra $A_{v, Q}$ is the quotient of the algebra $A_{v, Q}$ by the ideal generated by the idempotents of the form $e(\lambda, i)$ such that $l(\lambda^{(0)}) \neq 0$. In other words, we kill all diagrams that have a piece of a strand on the left of all red strands.

It is clear from the definitions that the algebra $S_{a, Q}(q)$ is a quotient of $\hat{S}_{a, Q}(q)$ and the algebra $A_{v, Q}$ is a quotient of $\hat{A}_{v, Q}$. Theorem 4.5 implies the following:

Proposition 5.18. There is an isomorphism of algebras $S_{a, Q}(q) \simeq A_{v, Q}$. 

Proof. It is clear from the definitions that for each \( \lambda \in C^L_d \) such that \( l(\lambda^{(0)}) \neq 0 \), the idempotent \( e(\lambda) \) is in the kernel of \( S_d, Q(\lambda) \to S^Q_d(\lambda) \). This implies that the isomorphism \( \hat{S}_a, Q(\lambda) \simeq \hat{A}_v, Q \) in Theorem 4.5 yields a surjective homomorphism \( A^Q_v, Q \to S^Q_a, Q(\lambda) \). To prove that this is an isomorphism, it is enough to show that these algebras have the same dimensions. We have

\[
\dim(S^Q_a, Q(\lambda)) = \dim(S^{DJM}_a, Q^{-1}(\lambda)) = \dim(A^Q_v, Q^{-1}) = \dim(A^Q_v, Q).
\]

The first equality holds by Remark 5.16, the second by [18, Thm. 6.2], and the third since the quivers \( \Gamma_x \) defined with respect to \( Q \) and \( Q^{-1} \) are isomorphic. □

References


