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Abstract 

 

Sentiment analysis is used in extract some useful 

information from the given set of documents by 

using Natural Language Processing (NLP) 

techniques. These techniques have wide scope in 

various fields which are dealing with huge 

amount of data link e-commerce, business and 

market analysis, social media and review impact 

of products and movies. Sentiment analysis can 

be applied over these data for finding the polarity 

of the data like positive, neutral or negative 

automatically or many complex sentiments like 

happiness, sad, anger, joy, etc. for a particular 

product and services based on user reviews.  

Sentiment analysis not only able to find the 

polarity of the reviews.  Sentiment analysis 

utilizes machine learning algorithms with 

vectorization techniques based on textual 

documents to train the classifier models. These 

models are later used to perform sentiment 

analysis on the given dataset of particular domain 

on which the classifier model is trained.  

Vectorization is done for text document by using 

word embedding based and hybrid vectorization.  

The proposed methodology focus on fast and 

accurate sentiment prediction with higher 

confidence value over the dataset in both Tamil 

and English. 

 

Keywords: Sentiment analysis, Natural 

Language Processing, HWW2V 

 

I. Introduction 
 

Every day, millions of people share their view, 

opinions and reviews about movies and products 

on various social media site like Facebook and 

Twitter, e-commerce sites like Amazon and 

movie reviewing sites like rottentomato or IMDb. 

 

These reviews and opinions may hold some of 

uses expectation which is important to business 

and marketing professionals and researchers.  

 

Automated sentiment analysis and opinion 

mining is extraction of useful information from 

the text data on social media, forums, wikis, etc. 

contacting informations about people‟s opinions. 

This type of analysis can be performed in various 

levels on the input source materials ranging from 

separate words, sentences or entire document at 

stretch. The sentiment analysis use to 

categorization these data can be characterized in 

to either positive, negative or neutral.  

 

Sentiment analysis processes topically uses 

Natural Language Processing (NLP) processing 

like POS tagging, stemming, etc. and some other 

resource such as dictionary, thesauri and 

sentiment lexicons to model the documents. 

Extraction of important features from the 

document are said to be successfully sentiment 

detection. Then, these sentiments are 

characterized based in their polarity as positive, 

negative or neutral. Various methods can be used 

for identifying the sentiment of the document 

using either by using supervised or unsupervised 

learning. In supervised method use some machine 

learning algorithms where the sentiment detection 

is considered as a classification problem. SVM 

(Support Vector Machine), Neural Networks or 

Naive Bayes (NB) [20]are some algorithms 

which are commonly used for sentiment 

classification. On the other hand the unsupervised 

approach uses lexical resources are employed to 
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provide the sentiment scores to words to detect 

the overall sentiment of a document[1]. 

 

The recent and upcoming method of sentiment 

detection approaches uses word representation on 

semantic vector spaces which makes use of 

neural networks or probabilistic models over 

huge text corpora [21-30]. This approach of 

sentiment analysis captures the sentiment much 

accurately along with the semantic and context 

relation between the documents [31-40]. 

 

Lexicon based approach are used for extracting  

the features which contain information about 

overall polarity of the entire document [41-45]. 

This type of approach some times suffers low 

coverage because in some cases documents may 

not contain any words present in the lexicon. We 

can find this type of situation while analyzing 

documents contain short review. This approach 

fails to capture the sentiment much efficiently. 

On the other hand, the word embedding based 

approach represents documents in the form of 

vectors which is used to successfully capture the 

semantic and syntactic similarities of a document 

in its written language. Unlike lexicon based 

approach this approach does not use any 

sentiment score or emotional score for words 

present in the documents. 

 

In this work we presented a generic sentiment 

analysis approach used for multiple languages 

because the single language based methods limits 

the possibilities of using sentiment analysis in 

industrial applications. Thus, this approach 

satisfy performance in multiple language, hence 

this method can be applied in various language in 

feature.  

 

Lexicon based approach suffers from low 

coverage in features that convey information on 

overall document. This phenomenon can be 

witnessed which performing sentiment analysis 

on short text snippets such as tweets and user 

reviews. This may result in failure of identifying 

the emotions and sentiments. On other hand, 

supervised word embedding based approach 

successfully capture the semantic and syntactic 

regularities which are generally found in the 

normal written language but fail to make use of  

sentiment and emotion values of each and every 

words present in that document.  

 

In this work, the method is used to determine the 

polarity of documents, under the point of view 

put forward that increases the strength of lexicons 

along with word embedding models which will 

improve the performance of the classifier model. 

This methodology derives the features from the 

documents by using both lexicon based 

(unsupervised) and word embedding based 

(supervised) approach which is combined to 

gather to form a hybrid vectors for concise and 

clearly expressed form of document 

representation. 

 

Sentiment analysis algorithms employs various 

NLP processing techniques like stemming, POS 

tagging, chinking, chunking, etc. along with some 

additional feature such as thesauri, sophisticated 

dictionaries, ontologies and emotion-based 

lexicons to train the classifier model using 

obtained data or documents. Once the model is 

created the sentiment analysis can be perforated 

on the text document based on their polarity as 

positive, negative or neutral. There are two type 

of techniques which are available to sentiment 

analysis which may be unsupervised or 

supervised sentiment analysis. Unsupervised 

sentiment analysis employs lexicon based 

approach. Supervised sentiment analysis employs 

the machine learning algorithms such as SVM 

(Support Vector Machines), Deep Learning, 

Naive Bayes, KNN (k-Nearest Neighbor) or 

Neural Networks. 

 

2. Problem statement 

 

In sentiment analysis the vector representation of 

document is said to be efficient, when such 

algorithm satisfies any one of the two properties: 

a) The first property is to capture the 

semantic relation between documents or 

paragraphs in terms of Euclidean space. 

b) Second property is to identify the 

sentiment polarity in terms of positive, 

negative or neutral or by assigning a 

sentiment score based on the sentiment 
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polarity of the document. 

But unfortunately, the approach which satisfies 

the first property fail to capture the sentiment. On 

the other hand the approach which satisfies the 

second properties fail to capture the semantic 

similarity of the between two documents or 

paragraphs. The main idea of our approach is to 

combine both the beneficial features properties 

for sentiment analysis.  

 

The first property improves the capability of any 

machine learning algorithm model to classify the 

documents in terms of polarity or emotions based 

on its contents. For instance the Bag-of-Words 

approach2, represents each document based on 

the frequency of each words, irrespective of the 

order and often consider vocabularies which is 

present in the dictionaries. By comparing term 

frequency profile the semantic similarity between 

documents can be determined. However, the Bag-

of-Words (Bow) fails to capturer the synonyms. 

For example, the sentence: “He came late to 

party” and “He delayed coming to party” 

although it has different representation both the 

sentience convey the same meaning. The 

Word2Vec[8] is another model, this model tries 

to satisfy the limitation by vector representation 

of words such that the words which are frequency 

appearing in similar contexts are represented 

closely in the Euclidean space.  

 

The second property, the property of identifying 

the sentiment can be achieved, with help of the 

lexicon where the scores are given according the 

to their sentiment orientation. In earlier days the 

lexicon based approach is used for sentiment 

analysis, called lexicon based sentiment 

analysis[7], but this method suffers lack of 

coverage, because many sentiences don't content 

the words which are present in the lexicon and 

thus this sentiment approach is can‟t be 

evaluated. To resolve the disadvantage of both 

the approach, we are going to combine the 

representation. 

Based on the above discussion we have proposed 

a new Hybrid Weighted Word2Vec (HWW2V) 

document representation approach. The HWW2V 

is an integration of: 

a) Bag-of-Words representation 

b) Weighted Word2Vec representation, and  

c) Sentiment lexicon based representation 
 

 

3. Methodology and approach 

 

Sentiment Classification techniques are classified 

in to lexicon based, machine language approach, 

lexicon based and hybrid approach. The Machine 

learning(ML) approach uses some common ML 

algorithms and linguistic features. Lexicon based 

approach makes use sentiment lexicons. This 

technique is sub-classified corpus based and 

dictionary based method that uses statistical 

approach to determine the sentiment of the 

sentence. Hybrid approach is a combination of 

both lexicon based and ML based approach. 

 

The Machine Learning based approach can be 

classified into supervised and unsupervised 

learning approach. Supervised learning approach 

use a labeled training documents for training the 

model. In unsupervised learning approach it is 

difficult to identify label in training documents to 

train the model. 

 

The lexicon based approach is subdivided into 

two approach dictionaries based and corpus based 

approach. Dictionary based approach find the 

keyword and then search for synonyms and 

antonyms for that keyword. The lexicon based 

approach begins with tokenization of the 

document and extracting the sentence which 

holds some sentiment value by neglecting the 

stop word from the document. 

 

3.1. Machine learning approach 

 

Machine learning is the one of the approach of 

the sentiment analysis which relies on some 

famous machine learning algorithm to classify 

the text based on its polarity with help of 

syntactic and(or) linguistic features.  

 

Text classification problem: Given a suitably 

annotated collection of document. The 

classification model relate the feature in to give 

document to any of the classification label. Such 

labels can be either nominal (like positive, 
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negative, happy, anger or neutral) or real valued 

(like 0.5 sad and 0.8 anger). Then given a 

suitably unannotated collection of document, the 

model predict a classification label for it.   

3.1.1. Supervised Learning algorithm 

 

The supervised learning algorithm depends on the 

labeled training data. The training data contain a 

collection training examples. Each example in 

supervised learning to consist of an input object 

and output value. In the following subsection we 

are presenting a brief explain some of the most 

commonly used classification algorithms for 

Sentiment Analysis. 

 

3.1.1.1. Probabilistic classification algorithm 

 

Probabilistic classifier[18] is a classifier that 

predict, given an input, a probability distribution 

over a set of classes and output the class that‟s 

most likely to the given input observation. This 

classifier type of classifier is also called as 

generative classifiers.  

𝑦 = 𝑓 𝑥  
 

3.1.1.2 Decision tree classifier 

 

Decision tree classifier a method which is 

commonly used in data mining. The main idea 

behind the decision tree is to predict the outcome 

based on input variables. Decision tree 

classifiers[17] train itself by decomposing the 

data with help of condition on the attribute 

values. The decomposition of the data will be 

continued until the leaf nodes of the tree contain 

certain minimum number of records which can be 

later used for classification.  

 

3.1.1.3 Rule based classifiers 

 

In rule based classification the data model is 

trained based on rules. The left-hand side holds 

the condition of the rule and right-hand side holds 

the class label.  

 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 →  𝑦  

Where y is the class label, LHS rule antecedent or 

condition and RHS: rule consequence. There are 

various criteria availability to generate rules, The 

two most common criteria are confidence and 

support. The support represents the number of 

instance which are relevant to rules present in the 

training datasets. The confidence refers to 

probability that the RHS of the rule satisfies the 

LHS. DT has strict hierarchical partitioning, but 

in rule based classifies allow overlapping the 

decision space. Quinlan[3] has studied the 

decision rules and decision tree within a single 

framework; some branches of DT can be 

considered as a rule for classifying the text 

instance.  

 

Fig 3.1. Sentiment Classification Techniques 

 

3.1.1.4 Liner classification algorithm 

 

Linear classifier are statistical classifiers, which 

use an object characteristics to predict the which 

group or class it belongs to. It performs 

classification decision base on combination of 

linear characteristics. Linear predictor𝑝 = 𝐴 ⋅

𝑋 + 𝑏, where 𝑋is the document frequency of the 

words, 𝐴is the vectors of linear coefficients. 

SVM[15] is one of the most preferred algorithm 

for document classification or SA due to it 

accuracy and ease of training to model. In the 

below subsection we discussed two line 

classification algorithms which are famous. 

 

3.1.2 Unsupervised Learning Algorithms 
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Unsupervised learning method use a different 

approach for sentiment analysis. They don‟t use 

the labeled documents unlike supervised learning. 

Instead, they make use of the document‟s 

statistical properties such as word co-occurrence, 

Natural Language Processing, existing lexicons 

with emotional (or) polarized words. Lin and 

He[12]  have proposed a method that makes use 

of latent dirichlet allocation[5] to identify the 

sentiment of a document simultaneously. The 

proposed method has an accuracy close to 

supervised methods. 

 

There are also methods in unsupervised learning 

that depend only on lexicons for finding the 

average sentiment (or) emotion present in a 

document, These methods starts with a set of 

opinion words with known orientation and 

expand that set by using a known thesaurus for 

synonyms. These methods also make use of 

structural elements and syntactic patterns present 

in the text by using NLP Processes like 

lemmatization and POS tagging[14]. Turney[13] 

has proposed an unsupervised method that 

classifies reviews as negative (or) positive by 

calculating the semantic orientation of phrases by 

linking them with only two words namely poor 

and excellent. Heerschop et al [4]. have studied 

aspect based knowledge extracted which to 

increase the performance of sentiment analysis. 

Oiu et al.[16] has used a rule base method 

combining syntactic parsing and lexicon to 

extract opinion sentences with negative sentiment 

and also identify sentence topics. Saif, He, 

fernandez and Alani[6] have proposed a new 

lexicon based approach known as senticirles. It 

captures latent semantics from their co-

occurrence patterns to update the sentiment 

orientation of words. 

 

3.2. Lexicon based classification 

 

The lexicon based sentiment analysis[19] is based 

on the available sentiment lexicon. Generally 

sentiment lexicon are document which consist of 

set of teams which is carrying some emotional 

weights along with some dimensional 

information. The dimension can be scored by 

either a specific rating scales or in binary manner 

(e.g either positive or negative). There are three 

key techniques in order to extract feature words 

list. Manual approaches is very time-consuming 

and it can‟t be used separately. There two 

automated approaches are availability they are 

Dictionary based approach and corpus based 

approach. The corpus based approach as be 

further classified into statistical approach and 

semantic approach.  

 

4. Proposed architecture 
 

The Figure 4.1 shows the overall architecture for 

the proposed hybrid sentiment analysis technique 

which combines both word embedding based and 

lexicon-based approach. 

 

4.1. Preprocessing of input documents 

 

Before feeding the data input the sentiment 

analysis algorithm for sentiment prediction there 

are a number of preprocessing step as mentioned 

below: 

1. Tokenization: This is the method of 

splitting the document in to words or 

sentence based on requirement. 

2. Contractions: Replace replacing the 

contents with two tokens, e.g., don‟t is 

replaced by do and not.  

3. Stop-word Removal: In this step 

common words such as “a”, “an”, “the”, 

etc. are removed which contain no 

sentiment or semantic. 
 

4.2. Bag-of-Words representation 
 

The BoW representation is a collection of all 

words present in the document after removing the 

stop words. All words are turned in to lowercase 

but no lemmatization or stemming was applied. 

We use TF-IDF[9] representation of documents 

where the term frequency are forced to be binary 

which give the word is present or not in the 

document and only the document frequency will 

vary. 
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Fig 4.1. Proposed Architecture 
 

4.3. WW2V representation 

 

The Word2Vec model embeds semantic 

information in a vector space representation of 

words. The main idea of this model is to capture 

the words with help of some machine learning 

algorithm such as neural networks. Word2Vec 

has the ability to predict the occurrence of a word 

when the window of previous and next words. 

Word2Vec follows two different approaches for 

representation of words for large datasets: 

a) Continuous Bag-of-Words model 

(CBOW): when the surrounding words 

are give we can predict the center word. 

This approach of word2vec is much faster 

and accurate than Skip-gram model. 

b) Skip-Gram model (SG): when the single 

word is given we can predict surround 

window in a document. This model works 

well with small number of training dataset 

and represent accurately even a word 

which is rarely used or a phrase. 

 

The learned vector use have many linguistic 

patterns, for example the vector of the two similar 

words will occupy the space with minimum 

Euclidean space between each other. These 

patterns can be represented as linear transactions. 

The following these successful techniques, 

research interested to develop a model that goes 

beyond word level to achieve sentence level 

representations. Doc2Vec[10] is a more complex 

approach, which modifies the word2vec 

algorithm to a unsupervised learning of large 

blocks of text, such as sentences, phrases, or 

entire documents. 

 

Proposed approach: The Weighted Word2Vec 

is a modifies version of Mean Word2Vec, here 

we represent the model in the terms of weighted 

average of the representation of all the words 

obtained from Word2Vec model. For each word 

„i‟ in the document we compute Vi, where Vi  is a 

vector representation by using Continuous Bag of 

words model, and we construct a dictionary 

matrix 

𝑉 ∈ ℝ𝑁×𝐵  

Where N is the word representation dimension 

and B is the dictionary size. Each term weight 

depict the significance of a word in a document, 

thus Term Frequency(TF) is normalized with 

Inverse Document Frequency(IDF). We are 

gonna calculate TF-IDF for a word „i‟ in the 

document „j‟ as 

𝑤𝑖𝑗 = 𝑓𝑖𝑗 𝑙𝑜𝑔  
𝐷

𝐷𝑖
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Where the frequency „fij‟ is the number of 

occurrence of a i
th 

 word in the document j, D is 

the number of documents in the corpus and Di is 

the document with the i
th 

word in the documents.  

The vector representation of the j
th 

document the 

sum of words appear in it weighted by their TD-

IDF values: 

𝑆𝑗 = 𝑤𝑖𝑗

𝑖

𝑣𝑖  

 

 

 

 

Example: 

Text Sentiment Vector Positive Objective Negative  Unknown 

- 1 0 0 0 1 

. 1 0 0 0 1 

bad 1 0 0.2 0.8 0 

Between 1 0 1 0 0 

Dead 1 0.1 0.3 0.6 0 

Man 1 0 1 0 0 

Room 1 0 1 0 0 

Smell 1 0.2 0.6 0.2 0 

Smt 1 0 0 0 1 

So 2 0 1 0 0 

Towels 1 0 1 0 0 

Wardrobe 1 0.1 0.9 0 0 

Wet 1 0.1 0.8 0.1 0 

Table 4.1 BoW representation of sentence and respective sentiments polarity and objective values from 

SentiWordNet 

 

 1 1 1 1 1 1 1 1 1 2 1 1 1 

 

 
 
 
 
 
 
 
 
 
 

0 0 0 1
0 0 0 1
0 0.2 0.8 0
0 1 0 0
0.1 0.3 0.6 0
0 1 0 0
0 1 0 0
0.2 0.6 0.2 0
0 0 0 1
0 1 0 0
0 1 0 0
0.1 0.9 0 0
0.1 0.8 0.1 0 

 
 
 
 
 
 
 
 
 
 

=  0.036 0.671 0.121 0.171  
 

Positive Objective Negative Unknown 

0.036 0.671 0.121 0.171 

Table 4.2 The vector representation of the text 
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4.4. Lexicon based representation 

 

The Word2Vec based representation described in 

the previous section doesn‟t contain any 

sentiment information about the give input 

document. We can study the represented by 

adding the semantic structure of words based on a 

lexicon that associated a set of terms with 

sentiment polarity with numeric values. This 

approach also consider the semantic orientation 

of the words based on lexicon that associate a set 

of values with their semantic polarity expressed 

in terms of numeric values. Actually this 

approach consider the semantic structure of the 

document independent of its context. These 

lexicons can be created either manually or by 

using semi-automatically by untiling resources 

like WordNet. In our approacher we use a semi-

automatic sentiment lexicon called 

SentiWordNet[11] which is widely used in 

various sentiment analysis applications.  

 

SentiWordNet is an extension of WordNet 

lexicon of synonyms adding sentiment vales for 

each syn set in the collection by means of 

combining linguistic and statistical classifiers. 

SentiWordNet set three sentiment scores for each 

synset of WordNet, based on its polarity and 

objectivity, accordingly, the sum of these scores 

will be always 1. 

 

In the model we implemented uses 

SentiWordNet, to get the values of polarity and 

objective scores for each word present in the 

corpus, by averaging the values of synsets in 

SentiWordNet that has same text representation. 

To indicate the word which are not present in the 

dictionary, a fourth feature was added, represent 

unknown sentiment. The sentiment scores for all 

words are represented in a sentiment matrix.  

 

Since a token generally does not pass its 

sentiment in another sentence, we split the 

reviews input sentences. Vector of each sentence 

is generated using BoW model, and we can find 

the overall sentiment of the document by 

performing dot product between the sentence 

vector and the sentiment matrix. To find the 

sentiment for entire document we calculate the 

mean sentiment representation across all the 

sentence of the document. For each document 

four features are extracted: 

1. Positive sentiment value, 

2. Negative sentiment value, 

3. Object sentiment value, and  

4. A flag to represent word which is not 

present or not included in the 

SentiWordNet. 

 

5. Conclution  
 

In project, We propose a hybrid method that 

combines the method TF-IDF WW2V 

representation and Bag-of-Words representation 

with sentiment lexicon based sentiment values for 

unstructured text. The word embedding 

representation, based on Word2Vec, which 

provides the syntactic and semantic 

representation, this approach can be refined in 

further by combining the weighted Word2Vec 

with TF-IDF weight which gives us the frequent 

words. We used the sentiment Lexicon based 

representation that provides emotional and 

sentiment information for inspection of 

document. The hybrid approach combines the 

merits of both the approaches, and this approach 

can be modified for any language as long as 

sentiment lexicons are available. 
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