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Abstract
We prove that independent families of permutation invariant random matrices
are asymptotically free over the diagonal, both in probability and in expectation,
under a uniform boundedness assumption on the operator norm. We can relax
the operator norm assumption to an estimate on sums associated to graphs of
matrices, further extending the range of applications (for example, to Wigner
matrices with exploding moments and so the sparse regime of the Erdős-Rényi
model). The result still holds even if the matrices are multiplied entrywise
by bounded random variables (for example, as in the case of matrices with a
variance profile and percolation models).

1 Introduction
Non-commutative probability is a generalization of classical probability that extends
the probabilistic perspective to non-commuting random variables. Following the sem-
inal work of Voiculescu [26], this setting provides a robust framework for studying the
spectral theory of random multi-matrix models in the large N limit. We outline the
basic approach of this program as follows.

1. In the non-commutative framework, Voiculescu’s notion of free independence
plays the role of classical independence. This simple parallel yields a surprisingly
rich theory, with free analogues of many classical concepts (e.g., the free CLT,
free cumulants, free entropy, and conditional expectations). The scope of free
probability further benefits from a robust analytic framework, allowing for the
free harmonic analysis [24].
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2. Free independence describes the large N limit behavior of independent random
matrices in many generic situations: for example, unitarily invariant random
matrices [26] and Wigner matrices [11]. The free probability machinery allows
for tractable computations. In particular, we can compute the limiting spectral
distributions of rational functions in these random matrices.

Yet, many random matrix models of interest lie beyond the scope of free probabil-
ity. One can accommodate such models by defining a new framework. This is the
perspective of traffic probability [2, 10, 12, 13, 14, 16, 17, 18].

1. The traffic framework enlarges the non-commutative probability framework.
The notion of traffic distribution is richer and allows to consider a notion of
independence which encodes the non-commutative notions of independences.

2. Permutation invariant random matrices provide a canonical model of traffic
independence in the large N limit.

The purpose of this article is to demonstrate that Voiculescu’s notion of conditional
expectation provides an analytic tool for traffic independence, in the context of large
random matrices.

1.1 Background
We first recall the notion of freeness with amalgamation [25].

Definition 1.1. • An operator-valued probability space is a triple pA,B, Eq con-
sisting of a unital algebra A, a unital subalgebra B Ă A and a conditional ex-
pectation E : A Ñ B, i.e. a unit-preserving linear map such that Epb1ab2q “
b1Epaqb2 for any a P A and b1, b2 P B.

• Let K be an arbitrary index set. We write BxXk : k P Ky for the algebra gener-
ated by freely noncommuting indeterminates pXkqkPK and B. For a monomial
P “ b0Xk1b1Xk2 ¨ ¨ ¨Xknbn P BxXk : k P Ky, the degree of P is n and its coeffi-
cients are b0, . . . , bn. The operator-valued distribution, or E-distribution, of a
family A “ pApkqqkPK of elements in A is the map of operator-valued moments

EA : P P BxXk : k P Ky ÞÑ E
“

P pAq
‰

P B.

• Sub-families A1 “ pA
pkq
1 qkPK , . . . ,AL “ pA

pkq
L qkPK of A are called free with

amalgamation over B (in short, free over B) whenever for any n ě 2, any
`1 ‰ `2 ‰ ¨ ¨ ¨ ‰ `n and any monomials P1, . . . , Pn P BxXk : k P Ky, one has

E
”´

P1pA`1q ´ E
“

P1pA`1q
‰

¯

¨ ¨ ¨

´

PnpA`nq ´ E
“

PnpA`nq
‰

¯ı

“ 0.

Ordinary freeness is the special case of operator-valued freeness when the algebra
B equals C. Operator-valued freeness works mostly like the ordinary one, and the
freeness with amalgamation of A1, . . . ,AL allows to compute the operator-valued
distribution of A1 Y . . .YAL from the separate operator-valued distributions.

For N P N, the set of N ˆN matrices is denoted byMN . We define the diagonal
map ∆ onMN by ∆A “ pδi,jApi, jqqNi,j“1 for any A “ pApi, jqqNi,j“1. The set of NˆN
diagonal matrices is denoted by DN . Note that pMN ,DN ,∆q is an operator-valued
non-commutative probability space.

For random matrices, freeness with amalgamation over the diagonal first appeared
in the work of Shlyakhtenko [22] on Gaussian Wigner matrices with variance profile.
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Our motivation to consider this question for permutation invariant matrices is a recent
result by Boedihardjo and Dykema [7]. They proved that certain random Vander-
monde matrices based on i.i.d. random variables are asymptotically R-diagonal over
the diagonal matrices. These random matrices are invariant by right multiplication
by permutation matrices. If this symmetry was with respect to multiplication by any
unitary matrices, then we would have obtained convergence to ordinary R-diagonal
elements [21, Theorem 15.10]. This then suggests a link between permutation invari-
ance and freeness with amalgamation over the diagonal.

1.2 Asymptotic freeness with amalgamation over the diagonal
In the sequel, when we speak about a family AN of N ˆ N random matrices, we
implicitly refer to a whole sequence pAN qNPN of families of N ˆN random matrices
AN “ pA

pkq
N qkPK , where K is independent of N . The family AN is said to be permu-

tation invariant if for any permutation σ of the set rN s :“ t1, . . . , Nu, the following
two families of random variables have the same distribution:

´

A
pkq
N pi, jq

¯

kPK,1ďi,jďN

Law
“

´

A
pkq
N pσpiq, σpjqq

¯

kPK,1ďi,jďN
.

Equivalently, for any permutation matrix S of size N ,
´

A
pkq
N

¯

kPK

Law
“

´

SA
pkq
N S´1

¯

kPK
.

The following result is a simplified version of our main result (Theorem 2.2).

Theorem 1.2. Let AN,1 “ pA
pkq
N,1qkPK , . . . ,AN,L “ pA

pkq
N,LqkPK be independent fam-

ilies of random matrices which are uniformly bounded in operator norm. Assume
moreover that each family is permutation invariant.

Then AN,1, . . . ,AN,L are asymptotically free with amalgamation over DN in the
following sense. For any n ě 2, any `1 ‰ `2 ‰ ¨ ¨ ¨ ‰ `n and any monomials
PN,1, . . . , PN,n P DN xXk : k P Ky such that their degrees and the norms of their
coefficients are bounded uniformly in N , the matrix

εN :“ ∆
“`

PN,1pAN,`1q ´∆PN,1pAN,`1q
˘

¨ ¨ ¨
`

PN,npAN,`nq ´∆PN,npAN,`nq
˘‰

converges to zero in Schatten p-norm for all p ě 1. Namely, for any p ě 1, we have

E
„

1
N

Tr
“

pεNε
˚
N q

p
‰



ÝÑ
NÑ8

0.

This convergence implies the convergence to zero in probability of the Schatten
p-norms of εN as N tends to infinity. Thus, independent large permutation invariant
matrices are asymptotically free over the diagonal in probability in pMN ,DN ,∆q:
for a typical realization of AN,1, . . . ,AN,L, the operator-valued distribution AN,1 Y
. . .YAN,L is close to the distribution of copies of AN,1, . . . ,AN,L which are free with
amalgamation over DN .

In Theorem 2.2 we first strengthen this result for the operator-valued space of
random matrices generated by the AN,`. In Section 3 we also weaken the assump-
tion of invariance by permutations: our results also apply if each matrix of ApNq

` is
multiplied entrywise by bounded random variables.
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1.3 Numerical validation
Free harmonic analysis in operator-valued spaces and Theorem 2.2 introduce new
perspectives for the analysis of large random matrices. In particular one can use the
numerical method of Belinschi, Mai and Speicher [4] to calculate the limiting empirical
spectral distribution of rational functions random matrices.

We illustrate our result by computing the limiting distribution of the sum of
two independent Hermitian matrices of various models: GUE matrices with variance
profile, adjacency matrices of Erdős-Rényi graphs, adjacency matrices of percolation
on the cycle, diagonal matrices conjugated by a unitary Brownian motion or by the
Fast Fourier Transform matrix.

The rest of the article is organized as follows. In Section 2, we state our main
results: Theorem 2.2 and its generalizations Proposition 2.3 and Proposition 2.4. In
Section 3, we present an algorithm to compute the eigenvalue distribution of the
sum of independent permutation invariant random matrices, and apply it to various
models. Finally, Section 4 contains the proofs of the different results of Section 2.

2 Statements of results
2.1 Freeness with amalgamation of large random matrices
We now consider the operator-valued probability space of random matrices over a
probability space. We denote it pMN pL

8q,DN pL8q,∆q, whereMN pL
8q is the space

of N ˆN matrices of bounded random variables, and DN pL8q is the space of N ˆN
diagonal matrices of bounded random variables. In this context, DN pL8qxXk : k P Ky
is the space of monomials of random diagonal matrices.

The minimal setting in order to formalize Theorem 1.2 in pMN pL
8q,DN pL8q,∆q

requires the following definition.

Definition 2.1. Let AN be a family of random matrices. We define AN to be the
smallest unital subalgebra containing the matrices of AN that is closed under ∆, and
we denote BN “ ∆pAN q.

Remark that AN “ BN xAN y, and BN is the smallest subalgebra of DN pL8q such
that ∆

`

BN xAN y
˘

Ă BN . The triplet pAN ,BN ,∆q is an operator-valued probability
space. In order to formulate a notion of asymptotic freeness with amalgamation
over BN , the coefficients of the polynomials should be consistent as the dimension N
grows. The way we shall encode the coefficients independently of the dimension is by
the following notion of graph monomial.

In this article, a graph monomial g is the data of a finite, bi-rooted, connected
and directed graph G “ pV,E, vin, voutq and edge labels ` : E Ñ t1, . . . , Lu and
k : E Ñ K. We allow multiplicity of edges and loops in our graphs. The roots
vin, vout, are elements of the vertex set V , which we term the input and the output
respectively. The roots are allowed to be equal. The labels ` and k allows to assign
a matrix ApkpeqqN,`peq to each edge e P E.

The evaluation of the graph monomial g in the family of matrices AN “ AN,1 Y
¨ ¨ ¨ YAN,L is the N ˆN matrix gpAN q PMN pL

8q given by

gpAN qpi, jq :“
ÿ

φ:VÑrNs
φpvinq“j,φpvoutq“i

ź

e“pv,wqPE

A
pkpeqq
N,`peqpφpwq, φpvqq.
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Figure 1: A graph mononial

In Lemma 4.3, we prove that BN is spanned by the matrices gpAN q where the graph
of g is a so-called cactus-type monomial, i.e. a graph monomial whose underlying
graph is a cactus and whose input and output are equal.

Theorem 2.2. Let AN,1 “ pA
pkq
N,1qkPK , . . . ,AN,L “ pA

pkq
N,LqkPK be independent fam-

ilies of random matrices that are uniformly bounded in operator norm. Assume
moreover that each family, except possibly one, is permutation invariant. We write
AN “ AN,1 Y ¨ ¨ ¨ YAN,L for the union of the families of matrices.

Then AN,1, . . . ,AN,L are asymptotically free with amalgamation in the operator-
valued probability space pAN ,BN ,∆q in the following sense. Let n ě 2, `1 ‰ `2 ‰
¨ ¨ ¨ ‰ `n and PN,1, . . . , PN,n P BN xXk : k P Ky which are explicitly given by

PN,i “ g0,ipAN qXkip1qg1,ipAN q ¨ ¨ ¨Xkipdiqgdi,ipAN q,

where each gj,i is a cactus-type monomial (which does not depend on N). Then, the
matrix

εN :“ ∆
“`

PN,1pAN,`1q ´∆PN,1pAN,`1q
˘

¨ ¨ ¨
`

PN,npAN,`nq ´∆PN,npAN,`nq
˘‰

converges to zero in Schatten p-norm for all p ě 1. Namely, for any p ě 1, we have

E
„

1
N

Tr
“

pεNε
˚
N q

p
‰



ÝÑ
NÑ8

0.

Note that there is no assumption of convergence of the ∆-distribution of the
matrices, as it is commonly assumed in the context of deterministic equivalents [20,
Chapter 10].

2.2 Generalizations
In this section, we present some generalizations of Theorem 2.2. First, we relax the
bounded operator norm assumption.

Proposition 2.3. The conclusion of Theorem 2.2 remains valid if the operator norm
bound assumption is replaced by the following weaker assumption: for any ` P t1, ..., Lu,
any graph monomials g1, . . . , gn with equal input and output,

E

«

n
ź

i“1
Tr
`

gipAN,`q
˘

ff

“ O
`

N
řn
i“1 fpgiq{2

˘

, (2.1)

where fpgiq ě 2 is determined from the forest F of two-edge connected components of
the graph underlying gi (Definition 4.8).
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In particular, the conclusion of Proposition 2.3 holds if

E

«

n
ź

i“1
Tr
`

gipAN,`q
˘

ff

“ O
`

Nn
˘

,

which is the boundedness of the so-called traffic distribution [17]. For example, this
holds for Wigner matrices with exploding moments as the matrix of the Erdős-Rényi
graph (see for instance [18, Proposition 4.1]), which do not satisfy the bounded oper-
ator norm property [27, Proposition 12].

The integer fpgq appearing in the above theorem has been considered by Mingo and
Speicher in [19], where they proved that (2.1) is true if AN,1, . . . ,AN,L are uniformly
bounded in operator norms (see Section 4.4).

Proposition 2.4. Let AN,1, . . . ,AN,L be independent families of random matrices
that are uniformly bounded in operator norms, or which satisfies the bound (2.1).
Assume moreover that each family is permutation invariant. Let

`

Γpkq`
˘

`,k
be a family

of random matrices with uniformly bounded entries, independent of pAN,1, . . . ,AN,Lq.
Then the conclusion of Theorem 1.2 and the conclusion of Theorem 2.2 remains true
for the family ÃN,1, . . . , ÃN,L, where

ÃN,` “

´

A
pkq
N,` ˝ Γpkq`

¯

kPK
,

and ˝ denotes the entrywise product.

Let us emphasize that the families of matrices
`

Γpkq1
˘

k
, . . . ,

`

ΓpkqL
˘

k
are not as-

sumed to be neither independent nor permutation invariant, and so too for the
ÃN,1, . . . , ÃN,L. In particular, Proposition 2.4 can be applied to Wigner random
matrices with variance profile [22].

3 Examples and numerical validation
In this section, we consider various models of independent permutation invariant
random random matrices XN and YN . On the one hand, we construct the empirical
spectral distribution ofXN`YN . One the other hand, we use the fixed point algorithm
of Belinschi, Mai and Speicher [4] to compute the spectral distribution of the free
convolution with amalgamation over the diagonal of XN and YN . This depends only
on the separated ∆-distributions of XN and YN . Our main theorem guarantees that
the difference between this two pictures becomes negligible in the limit in expectation
and in probability. We actually obtain the numerical evidence for realizations of large
matrices that asymptotic freeness over the diagonal holds.

3.1 Amalgamated subordination property
We need the following notion to explain the fixed point algorithm. Let pA,D,∆q be an
operator-valued probability space such that A is a C˚-algebra. The operator-valued
Stieltjes transform of a self-adjoint element X of A is the map

GX : Λ P D` ÞÑ ∆
“

pΛ´Xq´1‰,

where D` is the set of elements Λ P D such that =pΛq :“ Λ´Λ˚
2i ą 0. We also write

HX for the map H : Λ ÞÑ GXpΛq´1 ´ Λ.

6



For random matrices, this map is then the diagonal of the resolvent of the matrices.
Let us remark that this object was known to be an important tool in the analysis
of large random matrices, for instance for random matrices with heavy tailed entries
[9, 5, 8, 3], for adjacency matrices of random graphs [15], or more recently for the
local analysis of Wigner matrices with variance profile [1].

Theorem 3.1 (Theorem 2.2 of [4]). Two self-adjoint operator-valued random vari-
ables X and Y free with amalgamation over D satisfy the following subordination
property. For all Λ P D`, we have GX`Y pΛq “ GX

`

ΩpΛq
˘

, where the subordi-
nation function Ω : D` Ñ D` is the unique solution of the fixed point equation
ΩpΛq “ FΛ

´

ΩpΛq
¯

, where

FΛpΩq “ HY

`

HXpΩq ` Λ
˘

` Λ.

Moreover, it is the limit of the sequence Ωn given by Ωn`1 “ FΛpΩnq for any Ω0 P D`.

Let X and Y be two self-adjoint operator valued random variables, free with
amalgamation. Assume that the ∆-distributions of X and Y are those of our matrices
XN and YN respectively. The following algorithm generates an approximation of the
value of the spectral density gX`Y pxq of X ` Y at x P R when it exists.

Step 1 Simulate a realization of XN and a realization of YN .

Step 2 Set Λ “ px ` iyqIN where y ą 0 is small. Compute the terms of the sequence
Ω1pΛq :“ Λ, Ωn`1pΛq :“ HYN pHXN pΩnpΛqq`Λq`Λ, @n ě 1, until the difference
between Ωn and Ωn`1 is under a threshold.

Step 3 The value of the density gX`Y pxq is then close to

1
π
=
ˆ

1
N

Tr
“

pΩnpΛq ´XN q
´1‰

˙

provided y is small enough and the distribution admits a density at x.

Remark 3.2. Let us mention two strengthening of this method.

1. The amalgamated R-transform of Y is the map D` Ñ D` characterized by
GY pΛq “

`

Λ ´ RY
`

GY pΛq
˘˘´1. The function ΩpΛq of Theorem 3.1 actually

equals Λ ´ RY
`

GX`Y pΛq
˘

. The knowledge of the amalgamated R-function of
X and/or Y provides faster algorithms [20, Theorem 11 of Chapter 9] which do
not require the simulation of the matrices X and/or Y .

2. Thanks to a linearization trick, the fixed point algorithm described by Belinschi,
Mai and Speicher can be extended in order to compute the distribution of any
non-commuting rational function in X and Y , see [4, Theorem 2.2].

3.2 Matrix models
In the rest of the section, we will present examples of different models to illustrate of
our results.

1. We write GUEvppηq for the matrix with variance profile decomposed in blocks

GUEvppηq “

c

8
5η ` 3

ˆ ?
ηX11 X12
X21

?
ηX22

˙

,

7



where η ą 0 is a parameter, X11 has size N{4 ˆN{4 and
ˆ

X11 X12
X21 X22

˙

is a

GUE matrix.

2. We write ERpdq for the standardized adjacency matrix of a sparse Erdős-Rényi
graph, namely

ERpdq “
YN ´ dJN

a

dp1´ d{pN ´ 1qq
,

where

• YN is a real symmetric random matrix, with null diagonal, and such that
the strict subdiagonal entries are i.i.d. Bernoulli random variables with
parameter d{pN ´ 1q,
• JN is the matrix whose non diagonal entries are all 1{pN ´1q and diagonal
entries are zero,
• d ą 0 is a parameter.

3. We write Perm for the matrix 1?
2 pV ` V 1 ´ 2JN q, where V is a uniform per-

mutation matrix, and Permppq for the matrix 1?
pPerm ˝ Γppq, where Γppq is a

symmetric matrix, with null diagonal, and whose strict subdiagonal entries are
i.d.d. Bernoulli random variables with parameter p.

4. For a given diagonal matrixD, we write FFTD for the matrix V UDU˚V ˚ where
V is a uniform permutation matrix and U is the Fast Fourier Transform uni-
tary matrix

` 1?
N
ωe

´i2πpn´1qpm´1q
N

˘

nm
. We also denote FFTDppq for the matrix

1?
pFFTD ˝ Γppq, where Γppq is as in the definition of Permppq.

5. For a given diagonal matrix D, we write UMBDptq for the matrix Ut,NDU˚t,N ,
where Ut,N is a unitary Brownian motion starting from a uniform permutation
matrix at time t. We refer to [6] for the definition of the unitary Brownian
motion and the related notion of t-freeness.

6. We also define the three following diagonal matrix:

D1 :“ diagp1,´1, 1,´1, . . . , 1,´1q,
D2 :“ diag

`

´1, . . . ,´1
looooomooooon

N{2

, 1, . . . , 1
loomoon

N{2

˘

,

D3 :“
c

3
14diag

´

´ 2,´2` 2
N
,´2` 4

N
, . . . ,´2` N ´ 1

N
, 1` 2

N
, 1` 4

N
, . . . , 2

¯

.

3.3 Experiment framework and comments
Figure 2 reports the result of 8 numerical simulations, for different models for XN

and YN indicated in the legend of the pictures.
In each case, we represent

• the histogram of the eigenvalues of one realization of 1?
2 pXN `YN q for matrices

of size N “ 1000,

• in blue, the density of the spectral distribution of 1?
2 pX ` Y q, where X and Y

are free over the diagonal and such that their ∆-distribution is the one of XN

and YN

8



(a) GUE(0.03125) and ER(1) (b) GUE(0.03125) and Perm(0.5)

(c) FFTD2(0.5) and ER(1) (d) FFTD2(0.5) and Perm(0.5)

(e) UBMD2(0.125) and ER(1) (f) UBMD2(0.125) and Perm(0.5)

(g) UBMD1(0.125) and UBMD3(0.125) (h) UBMD2(0.125) and FFTD1(0.5)

Figure 2: Results of the numerical simulations.
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• in red, the density of the free convolution of the empirical eigenvalues distribu-
tions of XN and YN .

In the algorithm, the small parameter y equals 0.001. We stop the fixed point
process at the threshold }Ωn ´ Ωn`1}8 ď 0.001.

The prediction by asymptotic freeness over the diagonal fits accurately the his-
togram in all situations we have investigated numerically. In Picture (a) to (d) we
see that the deviation between the free case and the free with amalgamation case is
mainly at the center of the spectrum. In Picture (e) to (h), the time of the Brownian
motion is quite small and so the difference between the red and the blue line is more
important.

4 Proof of the theorems
4.1 Algebras of graph polynomials
We first make precise the notion of cacti mentioned previously.

Definition 4.1. A connected graph is a cactus if every edge belongs to exactly one
simple cycle. An oriented cactus is a cactus such that each simple cycle is directed.

Figure 3: Cactus with four simple cycles

We define C to be the set of cactus-type monomials, that is such that the underlying
graph is an oriented cactus and the input and output are equal. We denote by CN
the vector space generated by pgpAN qqgPC . More generally we define F to be the set
of graph monomials obtained by considering a directed simple path oriented from the
right to the left and by attaching oriented cacti on the vertices of the path. The input
is the far right vertex of the path, the output is the far left. We then denote by FN
the vector space generated by pgpAN qqgPF . It is clear that C Ă F and so CN Ă FN .
Moreover, note that FN “ CN xAN y, namely it is the vector space generated by
elements of the form

P “ g0pAN qA
pk1q
N,`1

g1pAN q ¨ ¨ ¨A
pkdq
N,`d

gdpAN q, (4.1)

where, for i P t0, ..., du, gi is in C.

Lemma 4.2. The spaces CN and FN are unital algebras and ∆pFN q “ CN .

Proof. For any graph monomials g1 and g2, the product of matrices g1pAN qg2pAN q

is equal to gpAN q, where g is obtained by identifying the input of g1 with the output
of g2. It follows that CN is an algebra, and so is FN . Both are unital by considering
the trivial graph with a single isolated vertex.

10



For any graph monomial g, the matrix ∆
`

gpAN q
˘

is equal to ∆pgqpAN q, where
∆pgq is obtained by identifying the input with the output of g. It follows that
∆pFN q “ CN .

Lemma 4.3. One has FN “ AN and consequently CN “ BN .

Proof. Recall that AN is the smallest unital algebra containing AN stable under ∆.
It is clear that AN Ă FN since AN Ă FN and ∆pFN q Ă FN by Lemma 4.2.

We now prove the reverse inclusion by induction on the number of edges. If g has
a single edge then gpAN q P AN Y∆pAN q Ă AN .

Assume that for some n ě 2, every gpAN q P FN whose graph has fewer than n
edges belongs to AN . Let gpAN q P FN for some graph with n edges. If the input
and the output of g are not equal, or if they are equal but belong to more than one
cycle, then we can write gpAN q “ g1pAN qg2pAN q, where g1 and g2 have fewer than
n edges. Since AN is an algebra, then gpAN q P AN .

Assume that the input and the output are equal to a vertex v and belong to exactly
one cycle. Then one can split the vertex v into two vertices vin and vout, allowing
one to exhibit a product P of the form (4.1) such that ∆ pP q “ gpAN q. Now we
can factorize P “ g1pAN qg2pAN q as in the previous case, where g1pAN q and g2pAN q

belong to AN by the induction hypothesis. Hence gpAN q “ ∆
`

g1pAN qg2pAN q
˘

belongs to AN .

4.2 Preliminary lemmas
We start by considering arbitrary families AN,1, . . . ,AN,L of random matrices. By
enlarging them if necessary, we can assume that the families are closed under ˚.

Lemma 4.4. If

E
„

1
N

Tr εN


ÝÑ
NÑ8

0

for every εN as in Theorem 2.2, i.e.

εN :“
`

PN,1pAN,`1q ´∆PN,1pAN,`1q
˘

¨ ¨ ¨
`

PN,npAN,`nq ´∆PN,npAN,`nq
˘

where n ě 2, `1 ‰ `2 ‰ ¨ ¨ ¨ ‰ `n and PN,1, . . . , PN,n P BN xXk : k P Ky are explic-
itly given by PN,i “ g0,ipAN qXkip1qg1,ipAN q ¨ ¨ ¨Xkipdiqgdi,ipAN q, with gj,i cactus-type
monomials (which does not depend on N), then, we also have

E
„

1
N

TrpεNε˚N qp


ÝÑ
NÑ8

0

for any such εN .

Proof. Let us remark that pεNε˚N qp “ εNε
˚
N pεNε

˚
N q

p´1 can be written as:
`

PN,1pAN,`1q ´∆PN,1pAN,`1q
˘

¨ ¨ ¨
`

PN,npAN,`nq ´∆PN,npAN,`nq
˘

ε˚N pεNε
˚
N q

p´1.

Moreover, ε˚N pεNε˚N qp´1 is an element of BN , that we denote gpAN q. Since ∆ is a
conditional expectation, one has ∆

`

PN,npAN,`nq
˘

gpAN q “ ∆
`

PN,npAN,`nqgpAN q
˘

.
Hence one can update the last coefficient of the polynomial PN,n in order to include
the factor ε˚N pεNε˚N qp´1. More precisely, writing

PN,n “ g0,npAN qXknp1qg1,npAN q ¨ ¨ ¨Xknpdnqgdn,npAN q,
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we can replace this polynomial by

P̃N,n “ g0,npAN qXknp1qg1,npAN q ¨ ¨ ¨Xknpdnqg̃dn,npAN q,

where g̃dn,npAN q “ gdn,npAN qgpAN q. Hence we are left to prove that E
“ 1
NTr εN

‰

converges to zero.

For any i P t1, ..., nu, let PN,i P BN xXk : k P Ky. We define Mi :“ PN,ipAN,`iq

and
˝

Mi :“Mi´∆pMiq. In order to compute the quantity E
“ 1
NTrp

˝

M1 . . .
˝

Mnq
‰

, we use
the moment method, involving sums over unrooted labeled graphs that we introduce
now.

In this article, a test graph T is the data of a finite, directed and labeled graph
T “ pV,E,Kq. Note that the graphs are possibly disconnected. The labelling map
K : E Ñ AN corresponds to an assignment of matrices e ÞÑ Ke. We define the
quantities

τN
“

T
‰

“ E
„

1
N cpT q

ÿ

φ:VÑrNs

ź

e“pv,wqPE

Ke

`

φpwq, φpvq
˘



(4.2)

τ0
N

“

T
‰

“ E
„

1
N cpT q

ÿ

φ:VÑrNs
injective

ź

e“pv,wqPE

Ke

`

φpwq, φpvq
˘



, (4.3)

where cpT q is the number of connected components of T .
For any partition π of V , we define Tπ “ pV π, Eπ,Kπq as the graph obtained

from T by identifying vertices in the same block of π. More precisely, the vertices of
Tπ are the blocks of π, each edge e “ pv, wq induces an edge eπ “ pBv, Bwq where
Bv and Bw are the blocks of π containing v and w respectively. The label Kπ

eπ is
the same as the label Ke. We say that Tπ is a quotient of T . We then have the two
relations [17, Lemma 2.6]

τN
“

T
‰

“
ÿ

πPPpV q

N cpTπq´cpT qτ0
N

“

Tπ
‰

(4.4)

τ0
N

“

T
‰

“
ÿ

πPPpV q

N cpTπq´cpT qMobp0, πq τN
“

Tπ
‰

, (4.5)

where Mobp0, πq “
´

ś

BPπp´1q|B|p|B| ´ 1q!
¯

is the Möbius function on the poset of
partitions [23, Example 3.10.4].

We writeMi “ g0,ipAN qAkip1qg1,ipAN q ¨ ¨ ¨Akipdiqgdi,ipAN q, and consider the graph
monomial ti P F such that tipAN q “Mi. It is explicitly given by

ti :“
˜

g0,i
_
¨
p`i,kip1qq
ÐÝ

g1,i
_
¨
p`i,kip2qq
ÐÝ

g2,i
_
¨ . . .

gdi´1,i
_
¨

p`i,kipdiqq
ÐÝ

gdi,i
_
¨

¸

,

obtained by considering a directed simple path oriented from the right to the left
whose edges are labelled by p`i, kipdiqq, . . . , p`i, kip1qq and attaching, following the
decreasing order on j “ di, ..., 0, the root of the graph monomial gj,i on the vertices
of the path.

Let T “ pV,E,Kq be the test graph obtained by identifying the output vertex of
ti with the input vertex of ti´1 for i P t1, . . . , nu (with notation modulo n for the
index i). It inherits the edge labels from the ti. Note that as an unrooted graph, T
equals ∆pt1 ¨ ¨ ¨ tnq. One can easily verify that E

“ 1
NTrrM1 . . .Mns

‰

“ τN
“

T
‰

.

12



For each i “ 1, . . . , n, the graph ti can be seen as a subgraph of T . We denote by
vi the vertex of T corresponding to the input of ti with the convention v0 “ vn. The
following lemma describes the cancellations in Formula (4.4) when one replaces Mi

by
˝

Mi “Mi ´∆pMiq.

Lemma 4.5. With above notations for the test graph T we have

E
„

1
N

Tr
“
˝

M1 . . .
˝

Mn

‰



“
ÿ

πPPpV q s.t.
viπvi´1, @i

τ0
N

“

Tπ
‰

.

Proof. Let us consider I Ă t1, . . . , nu. Denote by TI the test graph obtained form T
by identifying, for each i P I, the input and output of ti. Then we have

E
„

1
N

Tr
“
˝

M1 . . .
˝

Mn

‰



“
ÿ

IĂt1,...,nu
p´1q|I|τN

“

TI
‰

.

For each i “ 1, . . . , n, we denote by Vi the vertex set of ti, seen in the graph T .

E
„

1
N

Tr
“
˝

M1 . . .
˝

Mn

‰



“
ÿ

IĂt1,...,nu
p´1q|I|

ÿ

πPPpV q
s.t. vi´1„πvi, @iPI

τ0
N

“

Tπ
‰

For any π P PpV q, denote by Jπ the set of indices i P t1, . . . , nu such that vi´1 „π vi.
Then, exchanging the order of the sums, we get

E
„

1
N

Tr
“
˝

M1 . . .
˝

Mn

‰



“
ÿ

πPPpV q

´

ÿ

IĂJπ

p´1q|I|
¯

τ0
N

“

Tπ
‰

.

Since the sum in the parentheses vanishes as soon as the index set Jπ is nonempty,
we get the expected result.

Our analysis of each term τ0
N

“

Tπ
‰

relies on the geometry of a graph we introduce
now. In this article, we call colored component of Tπ a connected maximal subgraph
of Tπ whose edges are labelled in one of the sets t1u ˆK, . . . , tLu ˆK. We denote
by CCpTπq the set of colored components. Hence a colored component has labels
corresponding to only one of the families AN,1, . . . ,AN,L. We call graph of colored
components of Tπ the undirected bipartite graph GCCpTπq “ pVπ, Eπq, where Vπ “
CCpTπq \ Vπ and there is an edge between each vertex and the colored components
it belongs to. The definition is slightly different from the one in [17] where Vπ is the
union of the colored components and the vertices of Tπ that belong to more than one
colored component.

Lemma 4.6. There is no partition π in the sum of Lemma 4.5 such that GCC
`

Tπ
˘

is a tree.

Proof. Consider the simple cycle c of T that visits the edges of t1, . . . , tn labeled with
b in

Ů

`A`. For any partition π of PpV q, the cycle induces a cycle cπ (non simple
in general) on the graph of colored components of Tπ. If this graph is a tree, then
eventually cπ backtracks and π must identify vi with vi´1 for some i P t1, . . . , nu.

The conclusion so far is that to prove the converge to zero of any εN as in
Lemma 4.4, it suffices to prove the convergence to zero of τ0

N rT
πs, as in Lemma 4.5,

for any Tπ such that GCCpTπq is not a tree.
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4.3 Proof of Proposition 2.3
Henceforth, we assume that the families of matrices AN,2, . . . ,AN,L are permutation
invariant and we are operating under the assumptions of Proposition 2.3. Notations
are those of the previous section.

We first prove that, without loss of generality, we can assume that AN,1 is also
permutation invariant. By Lemma 4.2, the quantity E

“ 1
NTr εN

‰

is a linear combi-
nation of terms of the form E

“ 1
NTr gpAN q

‰

, for some graph monomials g. Let U be
a uniform permutation matrix, independent of AN . By [17, Lemma 1.4], for any
graph monomial g one has E

“ 1
NTr gpAN q

‰

“ E
“ 1
NTr gpUANU

tq
‰

. Since the families
of matrices are independent, we have equality in distribution

`

UAN,1U
t, . . . , UAN,LU

t
˘ Law
“

`

UAN,1U
t,AN,2, . . . ,AN,L

˘

.

This proves that we can replace AN,1 by the permutation invariant family UAN,1U
t.

Lemma 4.7. For any partition π of V such that GCCpTπq is not a tree, we have
τ0
N

“

Tπ
‰

“ OpN´1q.

Proof. Let φ be an arbitrary injective function from V π to rN s. By permutation
invariance, we have [17, Lemma 4.1]

τ0
N

“

Tπ
‰

“
1
N

N !
pN ´ |V π|q!E

»

–

ź

e“pv,wqPEπ

Kπ
e

`

φpwq, φpvq
˘

fi

fl . (4.6)

For any 1 ď ` ď L, we denote by Tπ` “ pV`, E`q the test graph which is composed of
the colored components of Tπ labelled by the matrices AN,`. Then, by independence
of the families of matrices:

E

«

ź

e“pv,wqPEπ

Kπ
e

`

φpwq, φpvq
˘

ff

“

L
ź

`“1
E

«

ź

e“pv,wqPE`

Kπ
e

`

φpwq, φpvq
˘

ff

.

Hence, using again (4.6) for each graph Tπ` we get

τ0
N

“

Tπ
‰

“
1
N

N !
pN ´ |V π|q!

´

L
ź

`“1

pN ´ |V`|q!
N !

¯

N |CCpTπq| ˆ

L
ź

`“1
τ0
N

“

Tπ`
‰

“ N´1`|V π |´
ř

` |V`|`|CCpTπq|
´

1`O
` 1
N

˘

¯

ˆ

L
ź

`“1
τ0
N

“

Tπ`
‰

,

where |CCpTπq| is the number of colored components of Tπ. Note that the cardinals
of the vertex and edge sets of GCCpTπq are |Vπ| “ |CCpTπq| ` |Vπ| and |Eπ| “

ř

` |V`|,
so that

τ0
N

“

Tπ
‰

“ N |Vπ |´1´|Eπ |
´

1`O
` 1
N

˘

¯

ˆ

L
ź

`“1
τ0
N

“

Tπ`
‰

.

A bound for
śL
`“1 τ

0
N

“

Tπ`
‰

is obtained from the growth condition (2.1), for which we
need the following definition.

Definition 4.8. 1. Recall that a cut edge of a finite graph is an edge whose dele-
tion increases the number of connected components.
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2. A two-edge connected graph is a connected graph that does not contain a cut
edge. A two-edge connected component of a graph is a maximal two-edge con-
nected subgraph.

3. For a finite graph G, we define F pGq to be the graph whose vertices are the
two-edge connected components of G and whose edges are the cut edges linking
the two-edge components that contain its adjacent vertices. Note that F pGq is
always a forest: we call it the forest of two-edge connected components of G.

4. We define fpGq to be the number of leaves of F pGq, with the convention that the
trees of F pGq that consist only of one vertex have two leaves.

Lemma 4.9. We have the following estimate

L
ź

`“1
τ0
N

“

Tπ`
‰

“ O
´

N
ř

` fpT
π
` q{2´|CCpTπq|

¯

.

Proof. Let T̂ “ pV̂ , Êq be a test graph. By (4.5), we have

τ0
N rT̂ s “

ÿ

σPPpV̂ q

N cpT̂σq´cpT̂ qMobp0, σq τN rT̂σs.

Under the assumption of Proposition 2.3, we have τN rT̂σs “ OpN fpT̂σq{2´cpT̂σqq. But
fpT̂σq ď fpT̂ q, so we get τ0

N rT̂ s “ OpN fpT̂ q{2´cpT̂ qq. Applying this fact for each Tπ`
provides the expected result.

Thus, we have the estimate

τ0
N

“

Tπ
‰

“ O
`

N |Vπ |´1´|Eπ |`
ř

` fpT
π
` q{2´|CCpTπq|˘. (4.7)

Let us recall that, for a finite and undirected graph G “ pV, Eq, denoting by degGpvq
the degree of a vertex v P V, we have

|E | ´ |V| “
ÿ

vPV

´degGpvq

2 ´ 1
¯

.

Assume GCCpTπq is not a tree. Let G̃π “ pṼπ, Ẽπq be the graph obtained pruning
GCCpTπq, by removing the vertices of GCCpTπq that are of degree one (as well as
the edges attached to these vertices), and iterating this procedure until it does not
remain vertices of degree one. We denote by Ṽ1 and Ṽ2 the vertices of CCpTπq and Vπ
respectively that remain in G̃π after this process. Then we have

|Vπ| ´ |Eπ| ´ 1`
L
ÿ

`“1

fpTπ` q

2 ´ |CCpTπq|

“ |Ṽπ| ´ |Ẽπ| ´ 1`
ÿ

SPCCpTπq

´ fpSq

2 ´ 1
¯

“ ´1´
ÿ

SPṼ1

´degG̃π pSq

2 ´ 1
¯

´
ÿ

vPṼ2

´degG̃π pvq

2 ´ 1
¯

`
ÿ

SPCCpTπq

´ fpSq

2 ´ 1
¯

.

Note that since Tπ is two-edge connected, the colored components S such that fpSq ě
3 remain in G̃π. Indeed, since Tπ is two-edge connected, each leaf of the tree of two-
edge connected components of S corresponds to at least one vertex v P Ṽπ. So the
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components S that have been removed have necessarily fpSq “ 2. Moreover, for the
same reason, we have fpSq ď degG̃π pSq. Hence, since degG̃π pvq ě 2 for each v P Ṽ2,
the last equality yields

|Vπ| ´ |Eπ| ´ 1`
ÿ

`

fpTπ` q

2 ´ |CCpTπq| ď ´1´
ÿ

vPṼ2

´degG̃π pvq

2 ´ 1
¯

ď ´1.

By Formula (4.7), we get as expected τ0
N rT

πs ÝÑ
NÑ8

0.

4.4 Proof of Theorem 2.2
Theorem 6 of [19] ensures that

Tr
`

gpAN,`q
˘

ď N fpgq{2
ź

ePE

}A
kpeq
N,`peq}

for any graph monomial g with set of edges E and equal input and output. Because
the norm of our matrix are uniformly bounded, the matrices satisfies the growth
assumption (2.1) of Proposition 2.3, and all the results of the previous section are
valid.

4.5 Proof of Theorem 1.2
Let AN,1, . . . ,AN,L and εN be as in Theorem 1.2. By enlarging the index set K if
necessary, let us denote by AN,L`1 the family of the coefficients Di,` of the polynomial
PN,` defining εN . We apply Theorem 2.2 to the family AN,1, . . . ,AN,L`1, specified
for the polynomials

P̃N,` “ D0,`Xkip1qD1,` ¨ ¨ ¨Xkipd`qDd`,`.

Note that each Di,` can indeed be written as gi,`pAN q for gi,` a graph monomial
consisting in a single loop labeled by the matrix Di,` of AN,L`1. This proves the
assertion of Theorem 1.2 for any PN,` with fixed degree and bounded coefficients,
which is sufficient to ensure the validity of the theorem in full generality.

4.6 Proof of Proposition 2.4
Let us consider the families of random matrices ÃN,1, ..., ÃN,L, where we recall that
ÃN,` :“

`

A
pkq
N,` ˝ Γpkq`

˘

kPK
, and Γ “

`

Γpkq`
˘

`,k
is a family of random matrices, with

uniformly bounded entries, independent of the matrices pAN,1, ...,AN,Lq.
According to Section 4.2, in order to have the conclusion of Theorem 2.2, it suffices

to prove that τ0
N

“

TπpÃN q
‰

converges to 0 for all test graph T and partition π such
that GCCpTπq is not a tree. Using (4.6), we have

τ0
N

“

TπpÃN q
‰

“
1
N

ÿ

φ:VÑrNs
injective

E
”

ź

e“pv,wqPE

A
kpeq
`peq

`

φpwq, φpvq
ı

ˆ E
”

ź

e“pv,wqPE

Γkpeq`peq

`

φpwq, φpvq
ı

“ τ0
N

“

TπpAN q
‰

¨
pN ´ |V π|q!

N !
ÿ

φ:VÑrNs
injective

E
”

ź

e“pv,wqPE

Γkpeq`peq

`

φpwq, φpvq
ı

.
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The term τ0
N

“

TπpAN q
‰

tends to 0 thanks to Section 4.3 and Section 4.4, and the
rightmost term is bounded, since the entries of the matrices Γpkq` are bounded. Thus
the conclusion of Theorem 2.2 are true for ÃN,1, ..., ÃN,L.

Reasoning as in Section 4.5, in order to have the conclusion of Theorem 1.2
true for ÃN,1, ..., ÃN,L, it suffices to have the conclusion of Theorem 2.2 true for
ÃN,1, ..., ÃN,L, ÃN,L`1, where ÃN,L`1 is a family of bounded determistic diago-
nal matrices. We can write ÃN,L`1 as

`

A
pkq
N,` ˝ Γpkq`

˘

kPK
with A

pkq
N,L`1 “ IN and

ΓpkqL`1 “ Ã
pkq
N,L`1, in such a way that AN,L`1 “ pA

pkq
N,L`1qkPK is permutation invariant.

Then we have proved that the conclusion of Theorem 2.2 is true for ÃN,1, ..., ÃN,L`1.
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