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! UMR MIA-Paris, AgroParisTech, INRA, University of Paris-Saclay, 75005 Paris,
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Abstract. In complex domains, users need to be able to find causal
relations between the different attributes that compose them. Our work
offers a way to help users to uncover such relations by combining the
representativity of ontologies and the flexibility of probabilistic relational
models, and provides them with an interactive and iterative process in
order to validate or modify the obtained results.
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1 Introduction

While analyzing complex domains (e.g. in biology), users® might need to be
able to draw dependencies between the different attributes of these domains.
More specifically, they might want to be able to formulate and verify hypothesis
such as the influence of one parameter on another (e.g. to check if a person’s
birthplace has a causal influence on his/her place of study).

In this paper we present a new approach for discovering causal relations
between data in a knowledge base guided by expert knowledge, represented by
an ontology and an assumption about the possible causal links that exist.

We present an interactive and iterative method to help the user who has
formulated such hypothesis. It guides him through three different steps: a first,
based on gathering the information present in the knowledge base; a second, that
learns the probabilistic dependencies between the selected data; and a third that
helps analyzing the causal relations that have emerged from this information.

We propose to combine ontologies with probabilistic relational models (PRMs)
and their essential graphs (EGs). PRMs extend Bayesian networks (BNs) with
the notion of class of relational databases [15]. They allow to better express the
relations between the different attributes and offer to the user a better readabil-
ity during the verification of the results. An EG is a semi-directed graph to which
multiple BNs can correspond that allows to identify arcs between variables. An
EG allows the user to deduce causal dependencies between the attributes.

3 In this article we denote by user all experts on the domain of study.



The paper is structured as follows. Sect. 2 presents the background on PRM
and related works. Sect. 3 presents our approach to learn a PRM from an ontol-
ogy. Sect. 4 presents our experiments on DBPedia. Sect. 5 concludes this paper.

2 Background

2.1 BNs and PRMs

PRMs extend BNs with the notion of class of relational databases. A BN is
the representation of a joint probability over a set of random variables that
uses a Directed Acyclic Graph (DAG) to encode probabilistic relations between
variables. However, in the case of numerous random variables with repetitive
patterns, it cannot efficiently represent every probabilistic relations.

PRMs extend the BN representation with a relational structure between
potentially repeated fragments of BN called classes [15]. They define the high-
level, qualitative description of the structure of the domain and the quantitative
information given by the probability distribution over the different attributes [5].
A class is defined as a DAG over a set of attributes. These can be inner attributes
or attributes from other classes referenced by so-called reference slots. The
high level structure of a PRM (i.e. its relational schema) describes a set of
classes C, associated with attributes A(C) and reference slots R(C). A slot
chain is defined as a sequence of reference slots that allows one to put in relation
attributes of objects that are indirectly related. The probabilistic models are
defined on the low level structure (i.e. at the class level) over the set of inner
attributes, conditionally to the set of outer attributes and represent generic
probabilistic relations inside the classes. This is the relational model of the
PRM. Classes can be instantiated for each specific situation. A system in a
PRM provides a probability distribution over a set of instances of a relational
schema [16] and, once instantiated, is equivalent to a BN.

2.2 Learning PRMs

Learning a PRM consists of two tasks: (1) defining the relational schema
that represents the high level layer where all the classes are defined and their
attributes without any probabilistic dependencies; (2) defining the relational
model that represents the probabilistic dependencies over the previously defined
relational schema. Due to these multiple layers, the number of free parameters is
high and the target model is not unique: selecting one requires making subjective
choices.

If learning both the relational schema and the relational model is a complex
problem, it can be eased by learning the PRM with a given relational schema.
This can be compared to learn a BN since we only have to learn the probabilistic
dependencies [5]. Learning the relational model can be achieved by different BN
learning algorithms such as Greedy Hill Climbing?. In our approach we focus on

4 This is a standard well known method for learning BN. It is described alongside
other methods in [11].



statistical methods based on the frequency evaluation of the different values: the
more an attribute presents a value in the database, the more likely this value is.

As for the first task, the construction of the relational schema can be guided
by an ontology and its semantic knowledge, which reduces the number of free
parameters for the learning. A PRM can then be learned combining the semantic
knowledge of the ontology and a statistical learning method [10].

2.3 Essential Graph

An instantiated system of a PRM is equivalent to a BN. As a consequence,
alongside the construction of the PRM, we also learn an Essential Graph (EG)
An EG is a semi-directed graph associated to a BN and composed of edges
and oriented arcs. They both share the same skeleton, but the orientation of
the EG’s edges can vary. If the orientation of an edge is the same for all the
Markov equivalent graphs of the BN, this edge is also oriented in the EG; if not,
the edge remains unoriented. All directed edges in the EG are called essential
arcs [8]. The EG expresses whether an orientation between two nodes can be
reversed without modifying the probabilistic relations encoded in the graph. It
is useful when presenting results to the user as it helps him visualizing the causal
relations learned: since the model has been learned with causal constraints, if an
edge is oriented in the EG, it means that it represents a causal dependence.

(a) (b) (c)

Fig.1. Example of an essential graph (a) and two BNs (a) and (b) representing
possible interpretations.

2.4 Related works

Our goal is to build a PRM’s relational schema from an ontology and expert
knowledge in order to learn a model expressing the probabilistic dependencies be-
tween the attributes. Related works have established that using constraints while
learning BNs brings more efficient and accurate results. Parameters learning
can be improved by allowing users to specify their knowledge through constraints
estimations and priors [12]. In [2] an exact structure learning algorithm that
uses data and expert’s knowledge is presented by defining two types of con-
straints. In particular one of those identifies where arcs may or may not be



included. In [6] it is argued that combining analogical generalization and struc-
ture mapping with statistical machine learning methods allows state-of-the-art
performances on standards tasks.

Using knowledge from both experts and ontologies to guide this structure
learning, is, thus, possible to construct a BN closer to the studied domain than
one learnt directly from data. Four main frameworks have already been defined
(BayesOwl [3], PR-OWL [1], HyProb-Ontology [9] and OntoBayes [17]). It is also
possible to build a BN guided by a specific task or need [7]. In [4] the authors
present a method for automating the BN construction with ontologies. This
method addresses four tasks: (i) identification of variables of interest, (ii) speci-
fication of the possible values for these variables, (iii) definition of the relations
between them and (iv) determination of the conditional probability distribution.

In our approach we chose to work with PRM as they allow both a better
expression of the probabilistic relations and a good information visualization. To
the best of our knowledge, no method for a semi-automatic approach combining
the knowledge of ontologies and experts has been proposed yet for PRM learning.

3 Learning a PRM from an ontology

Guided by a knowledge base and an assumption about causal links between data
formulated by the user, our approach allows to build a valid model representing
these causal relations. In order to do so we propose to use a PRM to help users
check their assumptions and find new causal relations. This model is constructed
through an iterative approach. First, the knowledge base and the assumption
allow us to build a PRM where the attributes are semi-automatically classified
in two distinct classes (the explaining and the consequence attributes). Then,
the essential graph is proposed for validation through an interactive approach
to the user who can modify the attributes classification. This confrontation helps
the user, as he becomes often more aware of his preferences when the proposed
solution violates them [13]. If not satisfied, a new PRM is generated and proposed
for another confrontation. The iteration is repeated till complete satisfaction of
the user.

3.1 Definition of a relational schema

In order to construct and select a PRM as close as possible to the assumption
provided by the user, we define a general relational schema composed of two
distinct classes, the explaining and the consequence. This will serves as a
guide during the construction of our relational schema. The explaining class
contains the attributes (called explaining attributes) whose values are defined
beforehand and are always known by the user. The consequence class contains
the attributes (called consequence attributes) whose values are determined
after the problem resolution, they are often result attributes.

Distinguishing between explaining and consequence attributes influences the
causal dependencies detection: if a relation is found between an explaining and



a consequence attribute, the causality is automatically determined from the ex-
plaining attributes to the consequence ones. To respect this order during the
PRM learning, we impose the constraint that if an inter-class link is found be-
tween two attributes, the source of the arrow must be in the explaining class.

The probabilistic dependencies of the relational model are learned using a
classical Bayesian learning method we denote M. Bayesian learning methods
are based on statistical evaluation. In order to be able to find causal relations
between attributes using a PRM, the values of the attributes in a given database
have to respect some constraints: if all values are identical or, on the contrary,
all different (e.g. an ID), or cannot be discretized in a reasonable number of
categories, they are not pertinent for the learning.

Definition 1. Useful learning attribute. Let B be a database containing the
values of an attributes a. a is a useful learning attribute for B if:

its values are quantitative or qualitative;

there exist in B at least two different values for it;

there is in B at least one of its values being repeated at least once;

each of its values can be discretized in mazimum e categories (€ being exper-
imentally fized).

B oo~

3.2 Definitions of the expert knowledge

Let us first formalize the user’s assumption H on causal links between the data
used in the PRM’s construction. It can be represented by the following pattern:

H: En, ..., E, have a causal influence on C7, ..., C)

with E, ..., E, the explaining attributes and Ci, ..., C}, the consequence ones
whose causal relations we want to model with a PRM. We denote the sets of the
attributes of # by A% = {E1, ..., E,} and A% = {C4, ..., C,}.

Ezample 1. In a knowledge base about students, an user’s assumption could be:
”H1: One’s birthplace and social standing have a causal influence on the univer-
sity where a student studies”. Where P = "birthplace”, S = ”social standing”
and U = "university”, A% = {P, S} and A% = {U}.

Let us now introduce our definition of a knowledge base. We consider a
knowledge base KB where the ontology is represented in OWL® and the data in
RDFS. KB is defined by the couple (O, F), where:

— the ontology O = (¢,DP,OP, A) is defined by a set of classes &, a set
of owl:DataTypeProperty DP in ¢ x Tp with Tp being a set of primitive
datatypes (e.g. integer, string), a set of owl:ObjectProperty OP in € x €,
and a set of axioms A (e.g. property’s domains and ranges, subsumption).

® https://www.w3.org/OWL/
5 https://www.w3.org/RDF/



— a collection of triples F = (s,p,0), called instances, where s is the subject
of the triple, p is a property that belongs to DPUOP and o is the object of
the triple; for a triple (s, p,0), we note domain(p) = s and range(p) = o.

Ezample 2. Fig. 2 gives an excerpt of an ontology about students and universi-
ties: Student € €, Name € Tp, isRegisteredin € OP, hasForName € DP.

Sex

Place of Birth , T Year of Birth

AL hasForSex - hYear
r&rt/zP/,ZCe \ W

Social Standing Student Name

hasForSocialStanding hasForName
isAttendinV \'jgisteredln

Name hasForName Courses < ' : University hasForName Name

bject isOffering 4
For o %Fbrp
hos Ces
Subject Fees

Fig. 2. An excerpt of an ontology about students and their universities

In order to construct a PRM from an ontology, we need to find in the ontology
to what correspond the useful learning attributes of Def. 1. We chose to consider
datatype properties p € DP whose range are literal values.

Definition 2. Useful datatype property for a knowledge base. A datatype
property p € DP is a useful datatype property for the knowledge base KB=(O,
F) if the set of all its values v; in KB respects the constraints of Def. 1 where
v; 1s a literal value s.t. range(p) = v;.

Ezample 3. The datatype property hasForSex is a useful one: its literal val-
ues are different, repeated and can be instantiated in a reasonable number of
categories. On the contrary, the datatype property hasForName for the class
Student cannot be a useful one, because its different literal values can be hard
to discretize.

3.3 Attributes identification from the causal links assumption

Let us first look at the attributes of the user’s assumption H. We denote the
set of all ontology’s entities corresponding to an attribute a € Al* as S¢, with
i € {C,E} and A" = A% U A¥%. Alg. 1, detailed below, allows one to con-
struct SXB: the set of all S¢ grouping the datatype properties of the ontology O

corresponding to the explaining and the consequence attributes of .



Algorithm 1: Construction of the set S5° = &5 U SKP

Input : KB=(0, F) a knowledge base, A¥ and A% the sets of the attributes
of a causal links assumption H
Output: the sets S&Z and SK§Z of the datatype properties defined in the
ontology O that correspond to the attributes of A¥ and A%
SEE =0, SKE =0 ;
# Step 1: Selection of the different attributes of H
— the sets S% for each attribute a € A%,
the sets S& for each attribute a € A¥ ;
# Step 2: Automatic validation of the attributes
— the updated sets S% and S& that checks Def. 2;
If 3a € A™ s.t. S¢ = () then Exit ;
# Step 3: user validation of the attributes
— the sets S and S¢& validated by the user;
If 3a € A™ s.t. S¢ = () then Exit ;
# Step 4: Integrity verification of the attributes ;
12 — boolean bool;
13 If bool = True then Vi € {E, C}, S8 = Usear S¢

© 0N O A W N
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If one of the sets S% or S¢ is empty at the end of Alg. 1 then there is no
possible answer to the assumption in the knowledge base: all attributes of H
have to be represented in the ontology by at least one datatype property.

Step 1. For each attribute a € A¥, its set S¢ with the classes and properties
that correspond to it in B is built. Using a similarity measure (e.g. Jaccard
measure) and « an experimentally fixed value in [0,1], if the similarity between
an attribute’s name and an entity’s label in ICB is higher than «, we have: (i) if
the entity is a class or a datatype property, it is added to S?; (ii) if the entity is
an object property, its range and domain classes are added to S;'.

Ezample 4. Following H; and the university ontology, we determine SE£ ={data-
type property hasForBirthPlace}, Sg ={datatype property hasForSocialStand-
ing} and S ={class University}.

Step 2. The validity of each attribute a € A* for KB is checked. An attribute
is valid if the set of its corresponding entities in 5 respects three conditions:
first, they all must have a sufficient number of instances (otherwise the learning
would not be possible, as there would be too much missing values); second, all
the datatype properties that compose it must be useful ones for KCB; finally, all
the classes that compose it must be the domain of at least one useful datatype
property. If an entity does not respect those conditions, it is removed from S¢.
If the set becomes empty, then the algorithm ends. Moreover, all classes of S
are replaced by their datatype properties. At the end, the sets S% and Sg are
only composed of datatype properties.

Ezxample 5. The datatype properties hasForBirthPlace and hasForSocialStand-
ing can be discretized by creating large categories (e.g. the region of the birth-



place). The class University has two useful datatype properties, hasForName
and hasForFees. The attributes P, S and U are therefore valid.

Step 3. For each valid attribute a € A" its set S¢ of corresponding datatype
properties in CB is presented to the user who made the assumption. The user
can then choose to remove the properties he judges inadequate. An attribute
can be invalidated if all of its properties have been removed: the algorithms then
ends.

Ezample 6. Let’s consider the assumption Ho: ”One’s social standing has an
influence over their university name.”. We would have A% = {social standing
S} and A¥ = {university name U}. During the construction of SY, we could
select the three datatype properties hasForName of the university ontology (see
Fig. 2). However, the only one interesting for the problem is the one about the
University.

Step 4. The consistency of the set of entities in A™ is checked: there must
exist enough instances linking the entities in A”. From any datatype property
p1 of the set of all selected datatype properties, we start by looking at its do-
main class ¢;. First, we look at ¢; datatype properties: if one of them has been
selected, it means that it is linked to p;. Then, we continue by looking at its
object properties and their other classes if they have enough instantiations (for
instance, if there exists an object property p, with enough instantiations such
that domain(p,) = ¢1), we look at range(p,). By successive iterations over the
newly encountered class, the exploration continue until all selected entities have
been linked to p;. However, in case not all the entities have been linked, the
assumption H cannot be answered and the step returns False.

If all verifications have been successful, we note S5 = Usean Sy and SKB =
Usea® S¢ with a € AM, S¢ = (), the set of all datatype properties in KB that
correspond to the explaining and consequence attributes of H.

Most of the time the attributes expressed in the user’s assumption H are not
enough to find causal relations between data and it is necessary to find other
meaningful attributes in order to improve the model that we want to build.

3.4 Enriching the set of PRM attributes

Thanks to the user’s assumption H, the datatype properties corresponding to
attributes of a PRM can be “classified” as explaining or consequence attributes.
However, this determination is more complex when analyzing the datatype prop-
erties added during the enrichment step, as there is no indication of their be-
longing. These datatype properties are considered as explaining by default.
Linking a set of concepts in a given context to explain them is similar to a
connection graph problem [14]. The method we introduce is based on successive
iterations on the ontology’s graph over the properties, starting from the entities
found previously, and following them to find new potential properties to enhance
our set. We first set s = SKP U SKB, meaning that we start by looking at the



datatype properties that we know are relevant both to the user and the problem,
as well as to the learning of the PRM. For each entity of s, depending on its
nature, different scenarios are possible:

— if it is a class, we add all its datatype and object properties in s;

— if it is an object property, we add its domain and range to s;.

— if it is a datatype property that is useful and approved by the user, we
keep it; if the user can determine if it is an explaining or a consequence
attribute, it is added to its rightful set, otherwise it is added to SgB .

Once there are no more classes or properties to look at in s, we stop. At the
end, S&P and SgB are the sets of all datatype properties that can be used to
help the user checking H, each of them corresponding to a PRM class.

3.5 PRM construction

Two ways of bringing information are proposed to the user: first the knowledge
brought during the construction of the PRM relational schema creates causal
constraints, which reduces the number of free parameters and helps to learn
a model closer to what he intends; second the EG used to criticize the learned
model helps to express causal dependences, meaning that if an edge has a certain
orientation given the causal constraints, it is probably causal.

In order for the user to check the different relations and their validity, we
propose an interactive and iterative method based on the study of the EG and its
comparison with the learned PRM. Considering that the PRM has been learned
under causality constraints (given by the user and the ontology), the EG helps
to determine causal relations: if an edge is oriented in the EG, then it is certainly
causal. Two verifications are to be made: a first one for the inter-class relations,
and a second one for the intra-class relations.

First, the EG inter-class relations are presented to the user. We usually start
by them as they are the one he had direct control over: if one of them appears
to be wrongly oriented, it means that the relational schema (RS) has been
badly constructed. It, thus, needs to be modified by moving one or several nodes
between the consequence and explaining classes. If no problem has been detected,
the intra-class relations are studied. If the relation is non oriented in the EG,
it means that both cases are possible: the user can choose to keep this relation
as it is in the learned PRM or inverse it. If it is inversed, a new PRM has to
be learned. In order to do so, the user needs to specify RS by creating a new
class. If the relation is oriented, it means that if the orientation between the
two attributes is wrong according to the user, the RS needs to be modified. Two
cases are possible: if one of the node only needs to change class, then we keep
two classes in the RS’s structure. Otherwise, if this change is not possible, the
RS needs to be modified by introducing new classes.

Our method is interactive since it is supervised by the user. It is iterative
since whenever the RS is modified, a new PRM has to be learned and a new
set of verifications has to be done. The advantage of learning a PRM is that
it allows a better constraint on the relations during the learning and eases the
user’s task of verification by structuring the result into classes.



4 Application

To illustrate our approach we have chosen to use the DBPedia ontology part
dedicated to films. As experts, we have formulated the following hypothesis H.:
The origin country of a film has an influence on the number of awards it has
won.

The database used is composed of instances of movies selected from DBPedia,
completed with other data from the website Internet Movie Database, IMDb.

4.1 Attributes selection

Two attributes are represented in ., the origin country O and the number
of awards won W. Using text mining methods, we have determined that SE
is composed by the datatype property imdb:hasForOriginCountry, and that SgV
is composed by the datatype property imdb:hasFor WonAwards. Both datatype
properties are instantiated a sufficient number of times and are useful datatype
properties. Plus, both have for domain the same Film class, so the set SY USY
is consistent.

In order to enrich S EB and SgB , we have selected other datatype properties.
We have added in the explaining group the runtime (how long a film lasts), the
budget and the release year, since they describe the film before its release; in
the consequence class the number of nominations, the IMDb note (average
notation of the film given by the users of the website) and the gross, since they
describe how the public reacted to the film after its release. Some attributes were
refused because they could not be efficiently discretized (such as the different
actors, directors, producers); other because they were not involved in the problem
(such as the Wikipedia ID page). All of these properties are also directly linked
to the Film class.

Once everything selected, this gave us a database of 10,000 films to study,
composed of 90,000 RDF triplets.

4.2 PRM learning

First iteration. A PRM is learned and a EG corresponding to its instantiated
system is presented (Fig. 3 (a)). Only one of its inter-class relation is oriented (i.e.
budget has an impact on nomination); however, the two other are easily oriented,
since they have been distributed in two different classes: their orientation has
been constraint by the user. The study of the explaining inter-class relations is
also pretty straight-forward, as they are all already oriented. On the contrary,
none of the explaining relation are oriented: it means that all of the possibilities
are Markov equivalent. However, as experts, it appeared to us that it seems
inconsistent to consider the release year and the budget to have an influence on
the country. As a consequence we split the explaining class into two new classes,

" http://www.imdb.com/



F4 in which we put the Country attribute and Es in which we put the rest of
the explaining class attributes.

Second iteration. A second PRM and its associated EG (Fig. 3 (b)) are learned
with the new relational schema which adds the constraint that the country at-
tribute must have an influence over the release year and the budget. This modifies
greatly the relations inside the explaining class, as now they are all oriented.

- Countr
S Yy
24
g Runtime -
. Release Year
& =
e Runtime
[ 4 D
o
£ 8
- g
2 g
CO) IMDb score é IMDb
k score
a
(a) (b)

Fig. 3. First (a) and second (b) learned GE represented with their relational schema.

As a conclusion, the assumption has been verified: according to our database
and expert knowledge, the country has an (indirect) influence over the number
of awards won, through its attributes budget and gross.

5 Conclusion

Combining ontologies and PRMs is efficient when learning a model to represent
and explain a complex domain. However, in order to fully represent the depen-
dencies between data, an expert knowledge is often required. In this article, we
present a generic interactive and iterative method, suitable for any ontology,
that helps a user to find causal relations between data. Given H an hypothesis
on the domain to impose a research context, our method (i) selects the interest-
ing attributes of #, (ii) enriches this selection by adding other attributes and
(iii) learns a probabilistic model to capture the dependencies and identify causal
relations.

In a short-term perspective, we want to extend our method on temporal on-
tology (e.g. an ontology of transformation processs) relying on the assumption
that the temporal relations can be considered as constraints to classify the at-
tributes in explainig or consequence PRM classes. On future works, we want to
study in more details the validation and introspection of the learned model in
order to improve our help to the user.
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