N

N

Asymptotic preserving discretisation of a Jin—Xin model
with implicit equilibrium manifold on a bounded domain

Nicolas Seguin, Magali Tournus

» To cite this version:

Nicolas Seguin, Magali Tournus. Asymptotic preserving discretisation of a Jin—Xin model with implicit
equilibrium manifold on a bounded domain. IMA Journal of Numerical Analysis, 2020, 40 (1), pp.530-
562. 10.1093/imanum/dry089 . hal-01819256

HAL Id: hal-01819256
https://hal.science/hal-01819256
Submitted on 20 Jun 2018

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://hal.science/hal-01819256
https://hal.archives-ouvertes.fr

Asymptotic preserving discretisation of a Jin—Xin model with
implicit equilibrium manifold on a bounded domain

Nicolas Seguin * Magali Tournus

Abstract

In this paper, we design and analyze a numerical scheme which approximates a Jin—Xin
linear system with implicit equilibrium on a bounded domain. This scheme relaxes toward the
asymptotic limit of the linear system. The main properties of the limiting scheme are that it
does no require to invert the implicit function defining the manifold, and that it provides an
accurate discretization of the boundary conditions.

Key-words: Asymptotic Preserving scheme, Hyperbolic Relaxation, Boundary layer.
Subject Classifications: 66N08, 66N12, 35L10, 35L65.

1 Introduction

The Jin—Xin model, introduced in [11], is a 2x 2 linear hyperbolic system with a nonlinear dissipative
source term which writes
Oyse + Ozwe = 0,

1
Oywe + 018 = g(f(ss) - ws)'

When the source term becomes infinitely sharp, i.e. when € — 0, the conservation law

Op + 0:f(p) = 0.

is obtained, under the subcharacteristic condition |f’| < 1. Then, the system can be viewed as
a dissipative approximation of entropy weak solutions of conservation laws. A large literature is
dedicated to this convergence, see for instance [14], [16], [I], [I8]...In its usual formulation, the
equilibrium manifold is explicit, and is given by {w = f(s)}.

In [19, 20], a model is introduced and analyzed for the evolution of the concentration of chemical
species dissolved in a fluid moving along the loop of Henle in the human kidney. It corresponds to
a countercurrent exchanger, i.e. a U-shaped circuit, made of two parallel tubes in which a fluid is
flowing in opposite directions, connected at one of their ends. In the first tube, fluid moves with
positive velocity 1 and has a concentration denoted by wu.(x,t), whereas in the other tube, fluid
moves with negative velocity —1 and has a concentration denoted by v.(z,t). The positive constant
¢ is the characteristic time associated with the chemical exchanges between the two tubes through

*Université de Rennes, Irmar, UMR CNRS 6625, 35042 Rennes Cedex, France. Email: nicolas.seguin@
univ-rennesl.fr

TAix Marseille Université, CNRS, Centrale Marseille, I2M UMR 7373, 13453, Marseille, France. Email: magali.
tournus@centrale-marseille.fr.


nicolas.seguin@univ-rennes1.fr
nicolas.seguin@univ-rennes1.fr
magali.tournus@centrale-marseille.fr
magali.tournus@centrale-marseille.fr

the medullary interstitial region. A nonlinear function h encodes the dynamics of the exchange.
The governing equations finally are

Opue + Opue = —(h(ve) — ue),

(ue - h(vs))'

(1)

Opve — Opv: =

Ol=m |-

This system also admits the alternative form, by defining s = u. + v and w. = u. — v,

01Se + Opwe = 0,

Owe + Oys. = § (h(sa —we) (s w5)> ' (2)

2 2

Formally, this system converges when € — 0 towards the conservation law
O(h(v) +v) + 0z (h(v) —v) = 0. (3)

This implicit equation is well-posed as soon as the flux h(v) —v can be uniquely defined as a function
of the unknown h(v)+wv, following the Kruzhkov’s theory [13]. This will be the case in our study, see
assumptions below. However, from the numerical point of view, it is not straightforward to obtain
a convergent and conservative numerical scheme for equation starting with a classical scheme
for and letting € go to 0, without inverting the flux h(v) — v (with respect to v or h(v) + v).
This will be the first goal of our study.

As mentioned above, the countercurrent exchanger model is completed by specific boundary
conditions. Denoting the domain by [0, L], with L > 0, the initial-boundary value problem (IBVP)
writes

@%+&w€:§@@Q—ug, £>0, z€0,L],

e — Oyve = ~ (ue — h(ux), >0, z€0,L] (s.)
ue(0,t) = up, ve(L,t) = au(L,t), t>0,

(UE?UE)(xvo) = (UO’UO)(:L,>7 HANS [OvL]a

where the reflection capacity « is assumed to be in (0, 1), u, € R and initial conditions (u’,v°) are

of bounded variations
u’ e BV([0,L]), v”eBV([0,L]). (4)

Some results of this paper are stated under the additional technical assumption that the initial
conditions are at equilibrium
uO(z) = h(v°(z)), z €0, L]. (5)

The IBVP for the Jin—Xin model has been studied by several authors, see [1], [5], [22], [23]. .. More
specifically, the well-posedness and the asymptotic analysis of the IBVP are given in [I7].

In order to understand the IBVP when € — 0, let us provide the assumptions on function h:
there exists two positive constant 5 < p such that

1<B<h(w) <u, and h(0)=0. (6)

As a consequence, the function
f:h(v)+v— h(v) —v (7)



is increasing. Following the classical theory of IBVP for conservation laws provided in [2], only the
boundary condition at x = 0 persists, and the limit IBVP is thus

O(h(v) +v) 4+ 0z(h(v) —v) =0, t>0, z€]0,L],
h(v(0,t)) = uy, t>0, (So)
(h(v) +v)(z,0) = (A(v°) +0°)(z), = €[0,L].

The convergence of solutions of to solutions of is provided in [I7]. We complement in the
present paper the analysis of [I7] showing the existence of a relaxation boundary layer at = = L if
the intersection between the equilibrium manifold

My = {(u,v) € R | u= h(v)}

and the boundary manifold
My, = {(u,v) € R* | v = au}

is empty. In this paper, the goal is to obtain and analyze a numerical scheme which fits with the
limit and which is a accurate discretization of the boundary conditions of , using three-
point schemes. At z = 0, the approximation of the boundary condition is classical, using a ghost
cell and imposing inside the Dirichlet value. At x = L, in order to avoid any numerical boundary
layer, the easiest way is to obtain the upwind scheme when € — 0, which does not depends on any
ghost cell since f’ > 0. We also show by numerical tests that this numerical treatment also provides
an accurate approximation of the relaxation boundary layer on coarse mesh.
Let us sum up the requirements we presented on the approximation of the IBVP (|S.)):

1. Provide a first-order approximation of the relaxation system (|S¢)) without any nonlinear in-
version of the function h.

2. When € — 0, obtain a first-order approximation of the IBVP ,

e without the use of any nonlinear inversion of the function f defined by ,

e with an upwind discretisation of the flux f.

An asymptotic preserving scheme is usually defined as a convergent scheme for the system
, which tends to become a convergent scheme for the limiting equation as € goes to zero.
In other words, an asymptotic preserving scheme is a scheme (S, ) such that the following diagram
is commutative.

(Se) (S0
- e—0

(1]A =0 [4]A =0

(BEN) (5
- 6%0



In the specific context of time-explicit numerical schemes, a necessary condition is that the CFL
condition for is uniform in e.

A first idea to build an asymptotic preserving scheme is to use a splitting method [6]. The
scheme ([SA|) we obtain at the limit is highly diffusive, and generates a numerical boundary layer
at x = L. The alternative method we use in the present paper is based on the use of well-balanced
schemes, introduced by [§] and developed in [7] for the sake of asympptotic preserving scheme. The
main idea is to cleverly approximate the source term in order to end up with the wanted discretized
version of the flux at the limit. In our context, let us point out that

t
— as Ax goes to zero,
€

At
the term Az behaves like (8)

A—; as € goes to zero.

This work fits into the more general problem of building AP schemes with constraint on the limiting
scheme (S). After the pionneering work [12], the authors of [3] developed a somewhat generic method
to make optional the choice of the numerical scheme in the asymptotic regime ¢ = 0. Properties
of stability and convergence are automatically given by the construction provided in [3], as the
scheme they obtain at the limit can be seen as a convex combination of well-known schemes. Our
specific problem cannot be directly solved using their method since it provides us with a scheme
that requires to invert h. Since the scheme is built by hand and does not correspond to any classical
scheme at the limit, we are left with analyzing its basic properties by hand as well.

The oultline of the paper is the following. In Section we provide the definitions of the
solutions of the IBVP’s and and the associated well-posedness and asymptotic results.
We also describe the relaxation boundary layer which appears as soon as M¢qN M, = (). In Section
we design a numerical scheme which fulfills all the above-mentioned requirements, and state the
main results of convergence, showing the asymptotic compatibility of the approach (the so-called
asymptotic preserving property [10]). Sections {4] and [5| are dedicated to the proofs of convergence
of the scheme, respectively when ¢ > 0 and when € = 0. The last section contains numerical results
including comparison with the classical splitting method.

2 Well-posedness, zero-relaxation limit, and relaxation boundary
layer

In all the following, we assume that assumption @ is fulfilled, so that function f defined by
exists and is increasing.

2.1 Definitions and existing results

Let us provide the definition of weak solutions of the relaxation IBVP ([SJ), regardless of their
smoothness.

Definition 1. Consider any initial data (u°,v°) satisfying , and € > 0. A weak solution of the
IBVP is a couple of functions (u,v:) € C ((0,T);L'[0,L]) N L* ([0, T); BV[0,L]) such that
for all (®,¥) € CL([0,T] x [0,L))? satisfying ®(z,T) = U(x,T) = 0 and ¥(0,t) = 0, the following



equality holds

T (L 1 (T L
/ / [u58t<1> + 000V + u.0,P — v88x\11] dx dt = —8/ / h(ve) —ug) (& — W) dx dt
o Jo o Jo
T T L
- / up®(0,t) dt — / us(L,t) [a¥(L,t) — ®(L,t)] dt — / [@(z,0)u’(z) + ¥(z,0)0°(z)]dz.
0 0 0

(9)

The first result is the well-posedness of the relaxation IBVP (|S.)).

Theorem 1 (Well-posedness of the relaxation IBVP [19]). Under assumption (6)), there is a unique
weak solution to the relaxation IBVP , in the sense of Definition .

Now, let us define the entropy weak solutions of the zero-relaxation limit, following the theories
provided in [13] and [2].

Definition 2. Consider u°,v° satisfying and (@ and vy € R. An entropy weak solution to
s a function v € C ((0, T); L0, L]) NL*> ([0, T]; BV[0, L]) such that

1. for all non negative ® € C1([0,T) x (0, L)), and for all k € R,
T (L
/0 /O [1(0) + v — (h(k) + £)|0:® + [h(v) — v — (h(k) — k)|0,] d dt
L
—I—/O |h(°(z)) +0°(x) — (h(k) + k)|®(z,0) dz >0, (10)

2. for all k in the interval I(v(0,t),up)
sign (h(v((), £)) +0(0,) — (h(up) + u,,)) (h(v(O, £)) — v(0,1) — (h(k) — k)) <0. (1)
Existence and uniqueness of such entropy solution follows from the theory developed in [2]. We

state the following result of convergence partially proved in [17].

Theorem 2 (Convergence [17]). We assume , @ and (@) Consider a family of solutions
(Ue,Ve)eso to the relazation IBVP . Then there exists a function v which is an entropy weak
solution to in the sense of Deﬁmtion@ such that

1
Ug E:; h(v), Ve ;; v, L ([0, L] x [0,T7]).

The outline of the proof is as follows. First, a dissipative formulation for is obtained.
Combined with L estimates for u. and v, this proves that (u. — h(v:)) goes to zero in L([0, T] x
[0, L]) (see [9]). The dissipative formulation also implies that the weak solution (u.,v:) to the linear
system (|S.)) satisfies the following entropy formulation: for all non negative ® € C*([0,T] x [0, L])
such that <I>(.,T) =0, and for all k¥ € R,

T L
/0 / [(Jue — h(E)| + |ve — K))3® + (Jue — h(k)| — |ve — k|)0,.®] da dt

L
/ / e — h(ve)|®(x, t) d:):dt—i—/o )|+|U() kHCI)(:B,O)dx
T
+/O [[up — h(K)| — |ve(0,) — k[]®(0, ) dt—/o [l (L, t) — h(k)| — |aus (L, t) — k|| ®(L, t)dt
>0. (12)



The non-linear formulation is then passed to the limit: non linear-quantities |u. — h(k)| and
|ve — k| converges towards |h(v) — h(k)| and |v — k| for some v € L* ([0, 7] x [0, L]) using BV
estimates obtained in [I7]. By considering test functions ® satisfying ®(0,t) = ®(L,t) = 0, and
letting € go to zero in , we obtain that v satisfies the first item of Definition [2| Then, we use
the same method as in [I5], i.e. we consider for any g € C*([0,7]) sequences of test functions ®,,
such that 9,®,,(x,t) converges toward g(t)d(z = 0) and we let m go to infinity, which proves that
v satisfies the second item of Definition [21

2.2 Study of the relaxation boundary layer

This section is devoted to the existence of the boundary layer in the framework of continuous
solutions. We first state that the solution (u.,v:) to is uniformly bounded from above and
below.

Proposition 1 (Uniform L* bounds). We assume and (@ Then, there exists Wmin, Vmin, Umaz
and Vmaz which depend on uy, u®,v°, a, B and p such that the solution (u.,v.) to satisfies the
following estimates

0 < Umin < Ue(t, ) < Umaz, 0 < Vmin < Ve(t,2) < Vmaz, a.e.(x,t) € [0, L] x [0,T].

We prove here Proposition [I} For U, > 0, we introduce the stationary system

dU, 1
(@) = < |(Vel@) — V(o)
dVe 1
~Z2 (@) = 2 |UL(@) — h(Ve@))] (13)

U.(0) =0, Vi(L) = al(L).

It was proved in [19] that admits a unique solution and that this solution is continuously
differentiable and non-negative. The proof of Proposition [I|is based on the following Lemma.

Lemma 1. We assume (@ Then, there are four scalar numbers Umin, Umaz, Vmin ONA Upmasr de-
pending on Uy, o, B, wu such that the solution (Ug, Vz) to satisfies

0 < Umin < Ua(x) < Umaz, 0 < vmin < ‘/:3(55) < Umazs T c [O) L], e > 0. (14)
Let us prove Lemmal [T

Proof. First Step. A bound from below for U, — V..
d
We add the two lines of 1} and obtain %(UE —V.)(x) = 0 which implies that U (z)—V:(z) does
not depend on z. Then, since U.(0)—V;(0) = Up—V(0) < Up and U.(L)—V-(L) = (1—a)U(L) > 0,

we have
0< U, — V. <Uy. (15)

We now here that U, — V; is uniformly bounded from below by some k,;, > 0. Let us assume
by contradiction that Veg > 0, Vd > 0, de < g such that U, — V. < §. We pick 0 < § <

—1
min {B Up, (1— a)Ub} and g9 > 0. Consider ¢ < g such that U, — V; < §. Then, for € < &,
1

we have

(1= a)U:(L) = U(L) — Ve(L) < 6.



We also have

dU, 1 1 .
d; (0) = Z {h(Vz(0) = Ue(0)} > — {h (Ve(0)) = V(0) =0} using U(0) — Ve(0) <4
1
2 = {(B—1)V(0) — 6}, using (EI)
1 , B-1
>g{(5—1)(Ub—5)—5}>0 since § < 5 Uy.
. . . 0 dU. .
The function U, is continuous, U.(L) < 1o < Uy, U (0) = Uy and %(O) > 0, then, there exists

dU:
U (zz) = 0, and the first line of 1}
x

ze € (0,L) such that Ue(z.) = max,ep,j{Us(z)}. Then 7
implies h (Vz(z:)) = Uz(z:). Then we have

Us(te) — Velee) = h (Va(e)) — Ve(e) > (B — DVi(we) = (8 — DA~ (Ue(ze)) > 01

Ub7

B-1

which contradicts Ue (ze)—Vz(x.) < d for 6 <
such that

Up. Then, by contradiction, there is kyin > 0

kmin < Us — Ve, e>0. (16)

We denote K, := U, — V..
Second Step. Uniform bounds for U, and V..

Existence of 4. We have U.(0) = Up, and from 1) we deduce that U.(L) < .

assume that U, reaches its maximal value at x. € (0, L), then,

dU. 1
0= e (.TE) = g(h(Ua(Jf'a) - K&) - U5($5)>,

and thus, using @ and K. < Uy,

Ua(xa) = h(UE(xE) - Ka) > f (Ua(xa) - Ke) P BUE(:BE) - BUbv

B
8—1

kmin
Existence of u,;,. Using we have U (L) > 1

1
which is U (z.) < Up. Then in any case we can set Upqy = max{ B } Up.

l1—-a’ -1

If the minimum of U, is reached at

ze € (0,L), equation gives again directly Ug(x.) - h(Us(ze) — K.) < pU(x2) — pkmin, and
Ue(ze) > jkmm' We also recall that U.(0) = Up. Then, in any case, we can then set upin =

min , ,
l—a pu-1

Existence of vy4,. Ve(2) = Us(2) — Ko < Umae and we can set Vpar = Umaz-

Existence of v,,;,. We have VZ(L) = aU.(L) > qumin. If we assume that V; reaches its minimum

at x = 0, then, V; is increasing at x = 0. Equation then implies h(V-(0)) — Uy > 0, and then

a

V-(0) > %. Now if we assume that V. reaches its minimum at z. € (0, L), we have d—Vg(a:E) =0
1 x

and then h(Vi(z:)) = U:(z:) which implies V.(zc) > Ymin 1) any case, we can set Umi, =
. Umin Up .
min { ——, —, QUmin ¢- Lhis ends the proof of Lemma (1 O
oo

7



The comparison principle in [19] gives that 0 < u%(z) < U.(z) and 0 < v°(z) < Vi(z) implies
0 < ue(t,r) < Us(z) and 0 < ve(t,z) < Vo(x).

The choice U, = max{up, ||u®||Lx, [[v°||L=} ends the proof of Proposition

The solution u, v, is then uniformly contained in the rectangle [Umin, Umaz] X [Vmin, Vmaz)- AS
depicted on Figure depending on uy, u%,v°, «, B, pu but not on €, either M, N M., =0, or
there exists (ur,vr) € [Umin, Umaz] X [VUmin, Umaz| such that My N Mg = {(ur,vr)}. In the first case,
a boundary layer appears.

Vo{max} oo s ) v_{max}

v_{min} | e V_{Min} | e e

0 u_{min} u {max}

MbﬂMqu(Z) MbﬂMeq :{(UI,U])}

Figure 1: Plot of the two equilibrium manifolds. Either M, (blue) intersects M; (red) inside
[Umin, Umaz] X [Umin, Umaz] (right), either it does not (left).

Proposition 2 (Existence of the boundary layer). We assume (@) Assuming that My N Meg = 0,
and that the solution (ug,ve) to is continuous with respect to x, then there exists D > 0,
independent of €, and n(e) > 0 such that

|h(ve(z,t)) — ue(z,t)| > D, tel0, 7], xe€[L—-ne),Ll.

Proof. Proposition shows that M and M., are the graphs of two continuous functions, respectively
v = au and v = h~!(u), defined on the compact set [tmin, Umaz] and which do not intersect. Then
there exists m > 0 which does not depend on ¢ such that

V(ZL‘(), yb) € My, v(xOvyeq) € Meq’ |yeq - yb| > m.
Thus for all ¢ € [0, 7], we have
[us(L, 1) = h(ve(L, 1))| = [us(L, 1) — h(aue (L, 1)| = BIh~" (ue(L, 1)) — aue(L,t)| = Bm,

since (ue(r 4y, h ™ (ue(L,1))) € Meq and (ue (L, t), aus (L, t)) € Mp. Since ue, ve and h are continuous,
this implies that there exists 7 that may depend on ¢ such that |h(ve —uc)| > fm/2 for |z — L| < n,
and Proposition [2 holds for D = fm/2. O

3 Construction of an Asymptotic Preserving scheme and main
results

In the context of the finite volume schemes framework, we consider a mesh of N disjoint cells
Ck, k € [1,N]. Let Az be the size of each cell and let At be the time step. The final time is
denoted by T', and the number of iterations is denoted by ny, so that nyAt = T'. The approximated
value of the function p(x,t) for x € Cj and t € [(n — 1)At, nAt] is denoted by py.



3.1 Construction of the scheme
We detail here the requirements we impose on the numerical schemes.
R-1. For simplicity, the scheme ({S¢ Al is explicit, and its stencil contains 3 points.

R-2. The scheme (S, A) is upwind in the sense that the fluxes u and —v are computed using only
a one-sided approximation to the derivative.

R-3. The scheme ([Sa)) is upwind in the sense that at each time step, the updated value of the
conservative quantity pzﬂ only depends on {p}, ¢ < k}.

Based on remark , we consider a class of schemes of the form

At At

1

“?: =uly — Ar {U?k - U?,kq} + msu(unavn% o
n+1 n At n n At v noon ( )
Ve k :Ua,k_ﬂ[_va,k—&—l"f'va,k} - e+AxS (u™,v"),

where S* and S are two ways to discretize the source term. Both S* and S should be consistent
with A(v) — u. The sum of the equations of fore =0 1is

at
Ax

The condition R-3 then leads us to impose that the discretization of the flux is

n+1 n+1

_ n n n n n n u v
Ug g TV = Ugp + Vg — [us,k — UL T UL — Ve — O+ S (18)

Ul — Ul g+l = Vg — S+ ST = h(vlg) — vl — (h(vlg_1) — V0 k_1)-

Since we restricted ourselves to linear upwind schemes with a three-point stencil, there exists 3 real
numbers a, b, ¢ such that

S =h(vl 1) —ul g1 — avlpyq 00 —cvly g,
SY=h(vlg) —ulp+ (1 —a)vlpq +(b—2)vl + (1 —c)vly_y.
Among the class of numerical schemes which satisfy , one can check that the ones which

are stable in L°° N BV are those where a, b and ¢ satisfy a =0, b = ¢, 1 < b < . The schemes we
select are then written for 1 < b < 3

(19)

um ity u, —u” 1
k ek k k—1
€ N + € Axf — T As (h(vg,k—l) — u?,k—l + bv?,k — bv?,k—l)?
o n SA—L 1
k &k k k1
. At + . Axa = _E + Az (h(v?,k) - u?,k; + U?,k—&-l + (b - 2)”2]{: + (]‘ - b)vgk—l)’
ug = up, vl = h (), VN = Qujy.
(20)
For simplicity, we focus on the case b = 1 and define the scheme for k € [1, N] and n € N
+1
Ulp Ul U Ul 1 n n n n
At + Az - e+ Ax h(vs,kfl) - us,kfl + vs,k - ,Us,kfl ’
+1
Ul TV, U — Vi B 1 b n n n (Se,a)
At + Az T e+ Ax <v5”€) T Ugp T Vo gy — Uek )
uy =up,  vg =hTHw), Uiy = auf.

The scheme (|S; al) satisfy R-1, R-2 and R-3. The sequence of following results states that the
AP diagram is commutative.



3.2 Convergence results

For all € > 0, let us define the following functions

uea(z,t) =Y Y ul Lparmranxcy (T, 1),

neN k€[1,N]

UaA x, t Z Z 5k1nAt (n+l)At)><Ck ([I? t)
neN ke[1,N]

(21)

where the sequence (us a,ve ) is given by the scheme ([S; al).

Theorem 3. Assuming , (@, and the CFL condition pAt < Az, the approximate solution
(ue,A,Ve,A) defined in satisfies

l[ue,a — uellL(( (O.T)x[0.L) 2, 0, |lve,a — vellro,1)x0,1)) A_—>>00

where (ue,v:) is the unique solution of (SJ).

The scheme (Sa|) is obtained by setting € = 0 in (S A)), and enables us to build a sequence
(up,vp), k€[0,N], n> 0. Let us define

Z Z g LAt (n+1)a0) xCy (T, 1),

neN ke[1,N

=2 Z ”kl[nAt (DA xCy (@5 D).

neN ke[1,N

(22)

Theorem 4. Assuming , (@, (@, and the CFL condition uAt < Ax, the approrimate solution
(ua,va) defined in (29) satisfies

lua = b))y 2,0 Ioa =vllzomxo.my 2,0

where v is the unique solution of .

We prove in the next section that the schemes (|S: A]) are convergent for all € > 0, and that they
relax toward an upwind convergent scheme when € goes to zero. In Section [2] we stated the results

that justify the arrow of the diagram. We focus here on arrows , and .

4 Convergence of the relaxation scheme (S A) as A — 0

This section is devoted to the proof of Theorem To avoid cumbersome notations, we drop the
indices ¢ in the quantities u, and v”,. Throughout Propositions E|, and [5] we prove uniform
estimates on the functions u. A and v, A that enables us to pass to the limit using strong compact-
ness.

Proposition 3 (Conservation, monotonicity and positivity).
We assume , (@) Then the sequence scheme satisfies the following properties:

i) The quantity u}! + v} is preserved, i.e. there exists a numerical flur (G

k1 )in such that

At
uptt ot = o — Ar (GZJr2 Z_%), k=Fke[l,N], neN.

10



ii) Under the Courant-Friedrichs-Levy condition

At < Aw, (23)
1

the scheme 18 momnotone in the sense that we can write

n+1 __ n n ,n n
{ Uy, - G(uk—l’uka Uk—l?vk)

n+1 __ n ,n n o ,n
v = H(ug, vi_y, U, Vp41),

where G and H are non-decreasing functions with respect to each of their variables.
iit) The scheme preserves positivity:

if Vk€[1,N], ul>0, vp>0, then VYn>0,Vke[l,N], u} >0, vf>0.

Proof. We first write the scheme in a conservative form:

“k“ U A, [Uk — Ut m((h(vk) —up + vy — ) — (h(vg_y) —up_q + v — Uk—l))}
Ax n n n n n n
+ 2Drte) [h(%) + h(vg_y) — (u + ug_1) + vy — Uk—l}a
ka = Uk_?x [Uk —Vpy1 t m ((h(vk—l) —up_y + g —vp_q) — (h(vg) —up +vpyg — Uk))}
Ax n n n n n n
T 2Arto) [h(vk) + h(vg_y) — (ug +ug_1) + vy — 'Uk:—l}a
(24)
which proves (i). To prove the monotonicity property (ii), let us write the scheme under the form
At At At At
n+1 n n n n
uk+ - [1 B E}uk + [E  Ax+ Juk_l + Az +¢ [h(vk_l) B Uk_l]
At n n n n n
+ Azt elk = G (up_1, UL, Vi—_1, V)5 (25)
At At At At At At
n+1: ) — 7}71 [7_7}71 e n n
Uk { Aa:+Ax+£ Uk Axr  Az—+e¢ Vk+1 Az +¢ (vie) Ax+suk

o —_— n n n n
= H(ukavk—lavkavk—i-l)'

For any Az > 0, At > 0, it is clear from the assumptions on h that G is non-decreasing with
respect to uy_,, vy, vy, and that H is non-decreasing with respect to vy, vi', |, vy. By the CFL
condition (23)) and since p > 1, we have At < Az, which also implies that G is non-decreasing with
u and

k

OH (1 n 4 n)_i[_ﬁ+i}n_ih(n)
ooy Uk y V15 Vs Uk 1 _81),’; Ar  Ax-+e Uk Az +e¢ Yk
>[1—ﬁ+ 2 At}
z Ar " Az+e MAryel
t
>1—/~LE>O‘

In conclusion the scheme is monotone provided that the stability condition ([23)) is satisfied.
Finally, we notice that G(0,0,0,0,0,0) = H(0,0,0,0,0,0) = 0, and the positivity (iii) follows
directly from the monotonicity (ii). O
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We first prove L estimates that are useful to prove BV estimates.

Proposition 4 (L™ estimate). We assume ({)), (6), the CFL condition and Az < (1 — a)e.
Then there exists a function M such that the solution (u},v}) to the scheme satisfies

Vn >0, Vk € [LN], i < M(e, [ullle, [0°llne),  of < Mg, [u”fluee, [00]le).-

We start with the following lemma which states the existence of a super-solution.

Lemma 2 (Existence of a super-solution). We assume () and we fix Az < (1 — a)e. For any
§ > 0, there exists U, > wy, depending on §, a pair of vectors (U, V) € RN*L x RN*2 which may
depend on e, and a function M : RT x RT — R™ such that

Az
Uk = Ukt = ooz [M(Vie) = Ukoa + Vi = Vi |, k€ [1LNV],
B Az (26)
Vi Ve = 50 [ ~ h(Vi) + Ug — Visr + Vk}, k e [0, N,
Uo = Uy, Vi1 2 aUp,
and B B
§<Uw < M(S,¢), §<Vi<M(@,e), kelLN]. (27)

Proof of Lemma[3. We denote by r = Ax/(Az + ¢). We have 0 < r < 1 — . To prove Lemma
we are decoupling the difficulties. We first prove the existence of solutions for the system

Uk = Ukt =7 [A(Ver) = Upoy + Ve = Vi |, k€ [1, N,
Vk_Vk—i-l:T[_h(vk)+Uk_Vk+1+Vk}7 k € [0, N], (28)
UO - Ub7 VN+1 == %7

where V, € R and U, € RT are given, using a fixed point argument. Then, we use a shooting
method to prove that there is at least one value for V; for which the solution to satisfies
Vi1 2 aUp, which makes it a solution to as well. In the last step, we prove that we can
always find Uy (0) the estimates (27)).

Step 1. Existence of a solution for (28). We fix U, > u, and V, € RT. We build here a
solution (U, V) to by defining U as a fixed point of the following operator & : RV*+1 — RN+1
(once the vector U is defined, the vector V' is directly deduced from the second line of ) Given
U € RN+ we define U := ®[U] as the unique solution of the system

Uy — Up_q = r[h(vk_l) Uy + Vi — Vk_l}, ke [1, N,
Vi — Vies = r[— h(Vi) + Up, — Viepr + Vk}, k€ [0, N], (29)
Uy = Uy, Uo = Uy, Vil =W

We prove here that for any M such that U, < h(M) and V;, < M, we have @([O,h(M)]NH) C

[0, h(M)]N+1. Indeed, let us assume U € [0, h(M)]VF!. We define (Vo, ..., Vy) as the unique vector
satisfying the second line of and Vy41 = V. Let us assume that for some &k € [0, N], we have
0 < Viy1 < M (true for k = N), then the second line of gives us

(rh+ (1 =r)Id)Viy =rUi + (1 —1r)Viy1, k€ [0,N],

12



which implies
0< Vi < M, (30)
since (rh 4+ (1 — r)Id) is invertible and monotone. By induction, estimate holds for any

k € [0, N]. We now define U by the first line of and Uy = Uy,. For k = 0, we have the estimate
0 < Uy < h(M). The first line of gives for any k € [0, N]

Ugr1 =1 —=7r)Ug +r(h—Id)Vi + 1Viy1. (31)
By induction, this directly implies, for all £ € [0, N — 1],
0 < Upyr < h(M).

We can now apply the Brouwer fixed point theorem to conclude that ® admits at least one fixed
point U. We notice that for any of these fixed points U, the couple (U, V') where V is defined by
the second line of , is a solution to , which guarantees the existence of a solution to (128)).
This solution satisfies

0< Uy <h(M), 0<Vp<M, (32)

for any M such as U, < h(M) and V, < M, and, moreover,
Vk+1 — Vk = Uk+1 — Uk7 ke [[O,N - 1]]. (33)

From now on, for each U, > up, V, € RT, we choose a solution to obtained through the
process described in Step 1 and denote it by (U, V).
Step 2. An intermediate estimate on the solution. We prove here an estimate on the

solution to defined in Step 1. We have

Vir = Vit ——h(Vi) - —— T < kf#v,ﬁ.
By direct induction,
1_, N+1-k

Vi 2 (Her) VN1 (34)

Since 1—p \NVti-k m N+1-k m N+1 M
(H+7’M> = (1 + gAx) < (1 + gAx) < exp (g> , (35)

we conclude combining and that

Vi > exp (—g) Vi, ke [0,N]. (36)

Step 3. The shooting method. We fix Uy, > u;. We define the shooting function P as
P :Vy— aUyn —Vp, where Uy is defined as the IN-th component of the vector U selected in Step 1.
We prove here that there exists V, € RT such that P(V;) < 0, i.e. such that the (selected) solution
to is a solution to as well. We have

P(VE,) =aUny —Vyy1 =aUny —Un+Uny — VN + VN — VNt
Using and , we obtain
P(Vy) = (@ = 1) Uy +Up = Vo = T—h(Vi) + T—Un

A
= (Oz—l—i-x)UN—FUO—VE)—Th(VN)-
€ 1—r

13



Ax

Since _l%rh(VN) < 0, and since <a -1+ > Uy <0 for Az < e(1 — «), we have P(V}) < 0

€
as soon as Uy — Vj; < 0, i.e. as soon as

V> Upexp (£,

using 1} As a conclusion, for any U, > u; and V, satisfying Vi > Up exp (E>, any solution to
€

is a solution to (126]).

Step 4. Estimates from below and from above for the super-solution. We fix U, > uy
and V, = Upexp <H> + 1 and denote by (U, V) the solution to we selected in Step 1. We prove
€

now that if we choose U, large enough so that

« <Li€>26>{p (—g) Uy =9,

then is guaranteed. Indeed, using the first line of , we obtain by direct induction
Up> (1 -nr)*U, = 1 -nr)Nwy, ke[l N], (37)
and using (36)) we have

VN+1 2 aUng1, Vi > exp <—g) VN1, k€ [0,N]. (38)

Combining and , we deduce, since a < 1 and exp <—ﬁ> <1,
€

min{ min Uy, min Vk} > aexp <_ﬁ) (1— T)NHUb.
ke[1,N] ke[1,N+1] €

Using NAz = L, we have

A N+1 N N+1
(1= = (1- =2 =+ ,
Ax +¢ L+ Ne

N+1
) is increasing, we have

a-vs (12)

Ne
L+ Ne¢

and since N — (

L+¢

and thus

min{ min U, min Vk} > 0.
ke[1,N] ke[1,N+1]
According to Step 1, for M such that V, < M and U, < h(M), we have

0< U, <h(M), 0<Vi<M, kel[l,N]. (39)

2
M(8,e) =1+ <L:€> exp (2;) J.

This ends the proof of Lemma [2} O

Then, estimate holds for
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Proof of Proposition[j Consider the approximations (u}), and (v))k, given by (Sz A)). We denote
by (Uk)ke[o ~) and (Vk)ke[l) ~N+1) the vectors of RN given by Lemma [2| and correspondmg to § :=
max{||u’||pee, [|0||L}. Let us assume that for some n > 0, we have for all k € [1, N], u} < Uy and
vy < V. This is true for n = 0 since uk = u’(kAr) < 6 < U, and vk = v9(kAz) < § < V. Since
the scheme is monotone, we have

uZJrl = G(uz—la u’gv U]:;l—la Ug) < G(Uk—la Uk‘7 Vk‘—la Vk) (40)
ZJrl = H(UZ, Ul?fla U]Tglv U]?Jrl) < H(Uk’7 Vk’—la Vk‘a Vk+1)7
where GG and H are defined in . Since Uy, Vi, satisfy , we have
G(Ug—1,Uk, Vi1, Vi) < Uy (41)
H(Ug, Vi—1, Vi, Vier1) < Vi

The combination of and leads to
uptt < Uy, vt <V, k€ [1,N].
By induction on n, we have then
up < Ug, vy < Vi, kEe[l,N], n=>=0,

and thus the result follows from Lemmawith M (e, ||u®||pee, [0 || ) = M (max{||u®||pe, [[v°||Le}, €)-
U

We define
N—

>_A

N—

H

|Uk+1 |Uk+1
k=0 k=0

Proposition 5 (spatial BV estimate). We assume (I) and (@ Under the CFL condition (29 (m and
assuming Az < (1 — a)e, for u and v} given by the scheme , there exists K such that

TV (™) + TV (") < TV(@u®) + TV (@) + T K (e, |u®||ne, [[°]|Lee).

Proof. We first write

N-1 N—-1 N—
it — +Z ity ot =D i -t Z i -
k=0 k=1 k=1 ,
Mzk
+ ug”rl - ub‘ + ‘U?H - vo‘

Mo

We consider separately the terms My~ and M.
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Step 1: My~ . Using the numerical scheme (S; A for 1 <k < N — 1, we have

. AN, . o (A AN, . At
it} =t < [ (1= 50 ) e )]+ (55 = s ) o~ vkl + g ok —of
At n n n n
+ 7Ax+€‘h(vk) = h(vg_y) — (v — qu)‘

" At At n n At " n
”kill - Uk+1| ‘ (1 YN A:B+€> (Uk;+1 - Uk;) - 7(’1(”%1) - h(vk))

Ax+e
( At At At

N Ax+€> ”Ul?+2 - Ul?—i—l’ + m’“ZH — ug|.

Under the CFL condition which guarantees the positivity of the coefficients, the terms of My,
can be reorganized the following way

A <N‘1 At . At . .
zk\’; 1—5 Am~|— Ul — Uk|+z Ax T Artc U1 — U

At
+; (1—+ @) g ) ks =

=2
N

At At AN,
+ O(M—l)A p Vi1 — ”k|+Z<A$ W>|Uk+1_vk'

>
Il

which is
N—-2 N-2
At At
<X W~ + ek okl (5 g ) of
=1 k=2
+ -

t At At
R L MR (S e I Y

At At At At
+ (1+<1—M>M+E) o = R+ (= gl — ol + (5 - 5o ) lawk — aRl.

Step 2: Mjy. The term corresponding to k = 0 is treated the following way

At At At At At
My=|[1-———)ul —_—— - "
0 ’( Ax) vt (A:c Am—i—a) ub+Aa:+E[h(v0) UO]+Ax+€vl o

n 1_&_ At "—I—(ﬁ— At 0 At h(u?)
Ax Ax+e 1 Ax Ax+e 2 Az +¢ 1

we rearrange the terms and plug the equality up = h(vp)

At N At At N " At "
My = 1—5 |ul — up| + |v] — vo| + A Arie |vg _U1’+m‘ul — up
At

#] (1 25) 07 = ) = op (bloD) — h) |

Az +¢
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and thus A A A A
t t t t
M0<<1—+>|u1 ub|+( >]U§‘—v?

A A Az A
x xr+e x Tr+e (43)
4 (1 At +a ) At o |
- — — p)——— ) |} — vp].
Ax K Ax +e ! 0
We combine now and to obtain
N-1 N-1
[luptd =t ot = o] <3 [l — ]+ ot = o] + K (e, 0 foe, 100 fee) At
k=0 k=0
(44)
where K (e, ||[u®||Le, [[v°||L=) = (@+1)M (g, [|u®||L, ||v°] L), since Propositionimplies +€A |ovw
€ T

o] < (o + 1)M(e, ||[u®||Le, ||[v°|lL). Proposition |5 follows by immediate induction.
O

Proof. (of Theorem [3)) We use the following lemma.

Lemma 3 (Theorem 2.4. [4]). Consider a sequence of functions ua : [0,+00) x [0,1] — R with the
following properties:

1. TV(ua(t,.)) < C, lua(t,z)| < M, V(t,z) € [0,T] x [0, L]
2. / lua(t,z) —ua(s, z)|de < Li|t — s| + L2 A, Vs, t =0
[0,L]

then, there exists a function u € L>°([0,T] x [0, L)) NC((0,T); L1([0, L])), such that TV (u(t,.)) < C
and
lim ua = u, L'([0,T] x [0, L]).

A—0

In [4], Theorem 2.4 is stated for Ly = 0, but the proof can be easily adapted for La # 0. We
now prove Theorem Consider the sequence of functions (ua,va) defined in (21f). Using the

first item of Lemma [ is satisfied. Fix t < s. There exists n and m natural numbers such that
t € [nAt, (n+ 1)At) and s € [mAt, (m + 1)At). Then, using (S: al) and Proposition [5, we have

N m—1 N
/ lua(t, z) —ua(s,z)|dz = ZA:L’WZ —up'| < Z ZACL’|U£+1 — k|
[0,2] k=1 t=n k=1
m—1 N Az
< At Z{|uk_uk 1|+7‘hvk 1)—U1f1+7vk—1’1€ 1‘}
{=n k=1
m—1
< At TV (ul) + TV (@°) + TK (e, ||u°||Lee, |[0°||Le~)
{=n
3+p
+ TM( ) ||UOHL°°7 HUOHLOO)}

< Lt — s| + Ab),

with 54
JM(

L=TV(u’) + TV (0’) + TK(e, [u’|[re, [0°]L) + &, [lu®luee, 07 [Lee)-
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Thus, the second item of Lemma [3|is satisfied as well, which guarantees the existence of u. and
ve in L°([0, T] x [0, L]) NC((0,T); L1([0, L))), such that TV (u-(t,.)) and TV (ve(t,.)) are finite, and
such that

li = li = L'([0,T] x [0, L)).
Alinoua,A Ue, Alinova,A Ve, ([ ) ] X [ ) ])

We do not detail the fact that the limit (us,v) is a weak solution to the linear system ,
but similar (and easier) arguments developed in next section when proving that (u,v) is the unique
entropy solution to (Sp|) can be applied.

O

5 Convergence of the equilibrium scheme (S|

In this section, we focus on the equilibrium scheme. The goal is to prove Theorem 4} It is allowed
to allocate the value 0 to the parameter ¢ in the scheme . The scheme obtained for € = 0 gives
us two sequences uj and vy. We prove here that the sequences obtained are a good discretization
of the solution to the system . We denote by

At

The scheme we obtain at the limit can be written, for k € [1, N] and n > 0, as

ot = o = A(h() — ),
uZ+1 = uy — )\(uz —vp — (h(vg_y) — ”Z—l))’ (5)

h(’Ug) = ugv ke [LN]v ug = Up, h(vg) = Up,

or equivalently, using the intermediate variable s} := uy + v}, as

s = st = A(hR) = ot = (h(u) = Vi), (45)
vt = o = MA(}) — ), (46)
uZ'H = SZH - UZH, (47)
h(v)) =u?, ke[l,N], ug =up, h(vy) =ugy, n=0. (48)

The scheme provides a solver for the system S which does not require to invert the non-
linear function h at each time step. The scheme can be interpreted the following way. Let us assume
that the quantities ujy, vy are given for a time step n and recall that s; = uy + v}’. The variable
it is updated using (45)), which discretizes the scalar equation 8 (u+v)+ 0y (h(v) —v) = 0. Then,
we aim to define UZJFI := h~(u}) without inverting h. This is approximately done with step ,
that may be seen as an approximation of the first iteration of the Newton iteration scheme solving
h(xz) = up with the inital guess = v}’. Note that this would be exactly the first iteration of the
Newton iteration scheme in the case where A = (h/(v}))~1.

Let us now prove that the solution to the scheme converges toward the entropy solution
of S. To do so, we first prove monotonicity and a priori BV bounds on ua,va to guarantee the
convergence of the sequence toward a couple (u,v) using Helly theorem. To make sure that the
limit is the entropy solution to S, we then adapt the proof of the Lax—Wendroff theorem to our
case.

18



Let us define the functions

Ur(u,v,v) =u — Au—v — h(v) + 0), (49)
Wi(u,v) = v — A(h(v) —u), (50)

so that the numerical scheme (Sal) can be rewritten

UZJrl = UA(UZLWZ—MUZ), (51)
U;erl = VA(UZ’ U?) (52)

Lemma 4 (Monotonicity of the numerical scheme). We assume and (6). Under the CFL
condition , the numerical scheme 18 monotone, in the sense that

1. It preserves constant solutions at equilibrium: for all v € RT,
h(U) = M)\(h(v)a v, U)a
U= V)\(h(v), U)'
2. The functions Uy and V) are nondecreasing with respect to each variable.

Proof. The first item of Lemma [4]is clear. To prove the second item, we rewrite Uy and V) as

Un(u, v,v) = u(l —X) + Av + A(h(D) — D), (54)

Va(u,v) = Au+ (v — Ah(v)). (55)

Clearly A > 0, (h — Id)by assumption and the CFL condition can be written as 1 — A > 0.
This implies that Uy, is increasing. Besides, assuming (23)), one has (Id—Ah)' = 1—AW > 1—Au > 0,

then w(Id — A\h) is increasing. This implies that V) is increasing.
O

Lemma 5 (A priori bounds). We assume , @ and the CFL condition . Then the following
estimates are satisfied for the sequences (uy) and (vy) defined by .

1. L bounds. Forn >0 and k € [1, N],

m < 1)2 <M m < vy <M
= (56)
h(m) < u) < h(M) h(m) < u}l < h(M).
2. BV bounds. Forn >0,
TV (u™ + ™) < TV (u™) + TV (") < TV (u®) + TV (). (57)

Proof. The L* bounds follow directly from the monotonicity of the scheme. Indeed, assuming
m < v) < M and h(m) < u) < h(M), we have

h(m) = Z/{)\(h(m),m,m) < uk(ugavlg—lvvlg) < Z’I)\(h(M)’Mv M) = h(M)
and

m = Vx(h(m), m) < Vx(ul,v)) < V\(h(M), M) = M.
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The property is then true for n = 1 since u, = Uy (ud,v?_;,v9), v}l = Vi(ud,v?), and is easily

generalized by induction. To obtain the BV bounds we notice that we have directly from the
definition of the total variation and using a triangle inequality and that

Tv(un+1)
TV (™)

(1=XN)TV@™)+ ATV ("),
ATV (u") 4+ (1= Ap) TV (0"™).

NN

Summing the two lines, we get
TV (™) + TV ("™ < TV (u") + TV (v™),
which proves Lemma O

Lemma 6 (Discrete entropy inequalities). We assume , (@ and the CFL condition . Then
there exists C' > 0 such that the numerical approrimations u; and v obtained by the scheme
satisfiy the following discrete entropy inequality for n > 0 and k € [1, N]

[l ™+ op ™t = (h(w) + K)] = |ui + v = (A(8) + K)|] + A[Gyryp = Gioyp] SO (58)

where
Gryr2 = MogTr) —vp T — (h(vp L k) — v L k) (59)

Proof. We recall that
aThb=max(a,b), a L b=min(a,b), |a—b=aTb—a Lb.
We have
(W™ + o YT (k) + &) < uf T Th(k) +op T Tr

and the monotonicity of Uy and V) implies that

up T Th(k) + o Te S UN(u Th(k), vi_, Tr, v Tr) + VA (up Th(k), vp Tk). (60)
Rearranging the terms of leads to

(uZJrl + UIZH)T(h(/i) + k) <upTh(k) +vp T — Mh(vpTr) —vp Tk — (h(vi_1 TK) —vp_1 TK)}
(61)

and for the same reason we have

(W™ + 0Pty L (h(k) + &) = uf L h(k) +op Lk —Mh(p Lk)—of Le—(h(vp_y LK) —viq LK)}

(62)
The subtraction of to gives
[t op = (A(w) + w)] = [uf + o = (A(8) + &)|] + A[GR o — Gy o] <O,
The result of Lemma [6] thus holds. O
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We define for all vector (ug)iez

N
lully = Az fugl.
k=1

Lemma 7 (Control of the deviation with respect to equilibrium). We assume , (@ and the CFL
condition . Then there is C < 1 such that the discrepancy to equilibrium for the numerical
approzimations uy and vy obtained by the scheme is controlled in the L' norm by

L= ap V™ +20m). (63)

[h(u™) —v"[lL < C™|h(u®) =0l + (b — 1) Az
1—-C o<m<n—1

1
In particular, since A < — and pu > 1, we have —1 < C' < 1.
7

Proof. The Rolle’s theorem gives us the existence of £} € (vk,vZH) such that
h(vp™) = h(vp) + W(&F) (op Tt = o), (64)
Combinig with gives us
h(op™) — ™ = {1 = AL+ ()} (h(vg) —ui) + A {h(v}) — h(vi_y) — (v —vi_y)}
We use a triangle inequality, multiply by Az and sum from 1 to N to get
IR (™) = u™*Hly < Of|A(0") = w1 + (b — DAz (TV(0") + [of —vg]),

which implies the estimate by induction on n.
O

Proposition 6 (Convergence of the numerical scheme). We assume , (@, (@ and the CFL
condition , then the sequence of numerical approzimations (up, vy )k, obtained through Scheme
(-) converges towards (u,v) € C ((0,T); L0, L]) NL> ([0, T]; BV[0, L]) in L;,, when At — 0, up

to a subsequence.

Proof. of Proposition @ We apply the same method used for Theorem The sequences (ua)a
and (va)a satisfy the estimate 1 required for applying Lemma (see Lemma and we have, using

and Lemma

N m—1 N
/ |sa(t,x) — sa(T, x)|dx = ZAJE\SZ — sy < Z ZA$|8£+1
[0,L] k=1 (=n k=1

ZAtZ{h Id)(vf) — (h — Id)(vp_y)}
l=n k=1

<(p—-1) (TVE) + TV (v ZAt

< L(|t — 7]+ At),
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with Ly = (u— 1) (TV(u®) + TV (¢")) . We also have using and Lemma

N m—1 N

/ loa(t,z) — va(r,2)lde =D Azfop — o[ < )0 > Azfott — vy
[0,L]

k=1 l=n k=1

with L, = ~ 2
pl-—=C
estimate for ua and Lemma [3| guarantees the existence of w and v belonging to L>°([0,7] x [0, L]) N
C((0,T); L([0, L)), such that TV (u(t,.)) < C, TV (v(t,.)) < C and such that

(TV (u®) + TV (v")). Thus, since ua = sa — va, we have the same type of

li = li = L'([0,T] x [0, L]).
AILHOUA u, AlglovA v, ([0, 7] x [0, L])

We prove now that the limit v is an entropy solution to ([So|) and that u = h(v) almost everywhere.
To do so, we assume first that the problem is posed on the whole space line, i.e. that x € R. We
begin by rewriting the discrete entropy inequality we proved on Lemma [f]

Azflug™ + ot = (b(k) + K)| = [uf + vf — (h(k) + 5)|] + At[GR ri1j2 = Gii] < 0. (65)

Let us consider a nonnegative test function ¢ € C2°([0,7] x R), with 7" > 0. We introduce
i+1/2
or = A/ o(nAt, ) dx.
i—1/2

We multiply by ¢} and sum over n € N and k € [1, N|. Therefore, if we define

Aae = D2 > N [luptt ot = (k) + 8)| = |uf 4+ vf — (h(k) + 5)]] 0}, (66)
neN kez

Bar = Aty Y [Ghyy o — Gy o) ek (67)
neN kez

the discrete inequality entropy becomes
Apr+ Bar < 0. (68)

The goal is to pass inequality to the limit as At goes to zero and to check that v satisfies the
classical continuous entropy inequality associated with (Sp|). Let us begin with proving that

AAt—>A0::—/

/ |h(v)+v—(h(Kk)+K)|Owp dx dt—/ [u® 400 —(h(k)4r)|@(0, 2) dr when At — 0.
R+ JR R

First, we split Aa; into two parts: Aas = Aar + flAt, with

Ane = Az Y [Ih0pt) +optt = (A(k) + £)| = [B(o) + o} — (h(k) + &)[] ¢,
neN kezZ

Aar =20 ST (RO, 0+ k) — R(up, of 1) o

neN keZ
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with
R(u,v,k) = |u+v — (h(k) + k)| — |h(v) + v = (h(K) + K)|.

The convergence of Aa; is classical. Indeed, using the Abel rule (discrete integration by part),

Ape= -0z [Ih(vg) +of = (h(r) + &)h + D (o) + o = (A(r) + 1)|(o T = @p)
keZ neN

— —/R [|h(vm(0,x)) + va(0,2) — (h(K) + &)|@(0,z) dz

—// h(u(t + AL 2)) + 0(t + AL 2) — (h(r) + p)| PETAED) Z0(b2) 4y o
R JR+ At

Since the two terms converge strongly, we obtain
Ape — —/ / Ih(w) + v — (h(s) + 5)|Orp da dt — / (W) +0° — (h(k) + #)|(0,2) da
Rt JR R

when At — 0. We obtain for Ax; by similar calculations

Anr = =Dz R(ud, o, k)@ — Az > R(up ™ op L m) (0p T = op)
keZ keZ neN

which is equal to

- /R R(uat(0,2),va¢(0, ), k) (0, z)dx — /R /R+ R(uat(t + At),vae(t + At), k) plt + At,zi —elt2) dt dz.

It is straightforward that
—/ R(uat(0,2),va(0,2), )p(0, z)dx — —/ [0+ = (h(k)+r)|—[h(v°)+0° = (h(k)+r)|] (0, ) dz
R R

while for the last term, we have

p(t+ At x) — o(t, x)
At

< [0epllLoe xRy (0 + 1)T sup luatr — h(var)lLiry(t),

dt dx

/ R(uai(t + At),va(t + At), k)
RJR+

which tends to 0 when At — 0 using Lemma [7] Gathering all these results gives us Aa; — Ao.
Let us now focus on Ba¢. One may first remark that

Gri1y2 = Mog TR) — v Tr — (h(vy L k) — v LK)
since h is increasing. Therefore, we have

Bar=—At Y Y Groip (9 — o)
neN kez
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which is equal to

_ /R+ /R {(h(vAt(nAt,x)T/i) —var(nAt, ) Tr—(h(var(nAt, x) L k) — var(nAt, z) L k)

e(nAt, ) — p(nAt,x — Azx)
Az

}dm dt
and tends toward

—/ /(h(vm—l—m) —ovat Tk — (h(var L k) —var L g)(t,x) Ox0(t,x) dz dt.
R+ JR

As this stage, we have proved that any limit of the numerical scheme satisfies the entropy
inequalities , restricting the support of ¢ to [0,7) x (0,L). Concerning the second point of
Definition [2, one can use the Otto’s formalism and invoke a more general result of convergence, see
for instance [21]. O

This ends the proof to Theorem [

6 Numerical illustrations

We now present some numerical results which illustrate the good behavior of our numerical scheme.
We only focus on the case of a linear source term

h(v) = pw,
with 4 = 3, and the boundary conditions are
ue(0,t) =1 and ve(L,t) = aus(L, 1),
with « = 0.1 and L = 1. We choose the same initial data for all experiments:
Ve € (0,L), wue(z,0)=uc(x,0)=1.

Let us note that this initial data is neither compatible with the left boundary condition, nor with
the equilibrium u = h(v). As a result, we expect to see a right-going wave initiated by the left
boundary condition and also a boundary layer at the right boundary.

We compare our numerical scheme (called the AP scheme in the sequel) with the classical
splitting method, using an implicit Euler method for the source term:

wp P = = A =)
UZH/Z = v + Avi, —vp)
{UZH _ UZ+1/2 + %(h(vgﬂ) — )

= R = h(t)

(69)

Vi k

where the second part can be explicitly solved since the source term is linear. In all the numerical

tests, we used
At = Az/3.
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Figure 2: Comparison of the AP scheme and of the splitting method with a reference solution for
several mesh sizes: 50 (up), 200 (center), 800 (bottom) — u + v vs. space.



6.1 Different mesh sizes for the relaxation model

The first test illustrates the accuracy of both schemes according to the number of cells: we use
successively 50, 200 and 800 cells, while ¢ = 1072 and T = 1.

In Figure [2, one can check that both schemes seem to converge towards the same profile, the
reference solution, which has been computed using the AP scheme with 3000 cells. The splitting
method is clearly more diffusive than the AP scheme, in particular when the number of cells is
small. The wave and the boundary layer are better approximated by the AP scheme.

6.2 Behavior of the relaxation boundary layer

In this test, we study how the numerical schemes approximate the boundary layer at the right
boundary. To do so, we use a final time T equal to 5 which corresponds to a stationary solution.
Three values of € are used: 107!, 1072 and 107°. The number of cells is 100 for all the tests, so
that when € = 1075, one may expect an under-resolved boundary layer.

In Figure (3|, we have plotted the results provided by the schemes, and a reference solution
computed by the AP scheme with 1000 cells. Let us mention that we represent only the right part
of the domain in order to better see the differences. For ¢ = 10~!, the profiles provided by the
two numerical schemes are similar but one can note that the point at the right boundary given by
the AP scheme is significantly greater than the points obtained by the splitting method and the
reference solution. When ¢ is equal to 1072, this difference increases. However, the shape of the
boundary layer is much better approximated by the AP scheme than by the splitting method. The
case of € = 107° leads to much larger discrepancies. The boundary layer of the reference solution
is so tiny that it cannot be seen, so that in the figure, one can only see a constant state. The AP
scheme provides the same constant state, this is due to its upwind nature when ¢ is very small. On
the contrary, the splitting method leads to a large numerical boundary layer, which would remain
even for ¢ = 0. The only way to make it disappear would be to let the number of cells tend to
infinity.

6.3 Numerical results for the equilibrium case

We now investigate the behavior of both schemes when ¢ = 0, using different numbers of cells.
Results are plotted at time T' = 1. Up and at the center of Figure |4 the results of the splitting
method and of the AP scheme are shown, for the unknown « 4 v. One can check that no boundary
layer is present with the AP scheme. The splitting method, which still suffer from a dependence of
the right boundary condition, provides a numerical boundary layer at the right, which reduces when
the number of cells increases. Moreover, since the AP scheme is an upwind scheme when ¢ = 0, it
is less diffusive and more accurate that the splitting method.

The figure at the bottom represents |h(v) — u| in order to understand of the results are far from
the equilibrium. Since the AP scheme is fully explicit and do not use the inverse of function A, one
cannot expect to be exactly at the equilibrium. The gap from the equilibrium appears near the
discontinuity and disappears when the number of cells increases.
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Figure 3: Comparison of the AP scheme and of the splitting method with a reference solution for
several values of e: 1071 (up), 1072 (center), 10359 (bottom) — u + v vs. space.
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Figure 4: Results provided by the splitting method (left: u + v) and by AP scheme (center: u + v,
right: |h(v) — ul), for several mesh sizes: 50, 20030000, 5000 cells.
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