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The present booklet includes the abstracts for the 4 keynote lectures and
34 regular talks delivered during the 2nd Yet Another Discrete Element Workshop
Discrete-based modeling of multi-scale coupled problems that took place in Aix-en-
Provence (France), on April 26–27, 2018.

Following a first edition in Grenoble University in 2014, we hope this 2nd

YADE  workshop  starts  the  tradition  of  informal  scientific  events  dedicated  to
numerical modeling approaches that are based on the Discrete Element Method
(DEM). Gathering a very wide community of DEM users and developers, as shown
in  the  Figure  below,  we  also  hope  this  workshop  could  be  the  place  for  a
(respectful !) comparison of practices and that technical aspects will not be left over.

Figure DEM and FEM codes used by a sample of 40 participants to the workshop.
Each participant may use several codes, the count of code uses is depicted along a

logarithmic scale

Inspired by the free,  open-source, YADE code (https://yade-dem.org/),
the workshop has welcomed more than 70 international researchers and scientists
free of charge, thanks to the full support of the French research institute IRSTEA,
through  its  local  RECOVER  unit  (http://www.irstea.fr/en/research/research-
units/recover), in collaboration with the international research network GeoMech
(http://gdr-mege.univ-lr.fr/). In case of institutional GeoMech members, one night
accommodation in Aix-en-Provence also has been provided to the participants.

We trust this financial commitment enabled fruitful scientific discussions
and  will  foster  new  and  long-lasting  collaborations  in  various  fields  relying  on
DEM-based numerical simulations.

Lastly,  we would like  to  thank the  keynote  speakers  for  accepting our
invitation,  the  authors  for  accommodating  short  time  slots  for  their  oral
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presentations, and all participants for attending the workshop whether they came
directly from Aix-en-Provence, or from North and South America,  Australia and
South Korea.

Jérôme Duriez (IRSTEA) Chairman of the Organizing Committee
of the 2nd YADE workshop
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Organizing Committee:

• Jérôme Duriez (IRSTEA)
• Christophe Bouillon (IRSTEA)
• Stéphane Bonelli (IRSTEA)
• Dominique Breil (IRSTEA)
• Naim Chaouch (IRSTEA)
• Vincent Garnier (Aix-Marseille University)
• Olivier Millet (La Rochelle University)
• François Nicot (IRSTEA)
• Laurent Peyras (IRSTEA)
• Pierre Philippe (IRSTEA)

– 2 –

https://2ndyadeworkshop.sciencesconf.org/


2nd YADE Workshop  Aix-en-Provence, April 26th–27th, 2018 

Table of Contents 
 

Keynote lectures 
Hierarchical multiscale modeling of granular media: the good, the bad and the ugly 

J. Zhao ..........................................................................................................................................  5 
Collapse of a water-saturated granular column in air 

P. Aussillous and C. Nobili ...........................................................................................................  7 
Coupling DEM and fluids at the pore scale: recent advances and further issues 

B. Chareyre, Y. Chao, E.P. Montella, S. Salager and A. Gens .......................................................  8 
From discrete particle micromechanics towards continuum theory  

S. Luding ......................................................................................................................................  10 
 
 
DEM micro-mechanics of discrete materials 
Modelling of flexible composite structures in YADE with an example in rockfall protection  

K. Thoeni, A. Effeindzourou and A. Giacomini  ...........................................................................  11 
Multi-scale analysis of failure in highly porous cohesive granular materials 

T. Mede, G. Chambon, P. Hagenmuller and F. Nicot ..................................................................  13 
Discrete modeling of clay as a micro-granular assembly of platelets 

K. Lampoh, V. Richefeu, Y. F. Dafalias and F. Radjai ..................................................................  15 
Micro-mechanical investigation of the effect of fine content on mechanical behavior of gap 

graded granular materials using DEM 
N.-S. Nguyen, H. Taha, D. Marot, A. Hijazi and K. Abou-Saleh ..................................................  17 

Statistical Analysis of Stress in Wet Granular Materials 
R. Wan, M. Pouragha and J. Duriez .............................................................................................  19 

3D simulations of the granulation of wet granular materials 
T.-T. Vo, P. Mutabaruka, S. Nezamabadi, J.-Y. Delenne and F. Radjai .......................................  20 

Elasticity and decomposition of strain in granular materials 
M. Pouragha and R. Wan .............................................................................................................  22 

Microscopic features of liquefaction 
C. Thornton, E. Martin and S. Utili ..............................................................................................  23 

 

Grain crushing, and severe deformation, in DEM 
Evolution of strength and structure of crushable grain assemblies 

D. Cantor, E. Azéma, P. Sornay and F. Radjai .............................................................................  25 
Dynamic fragmentation of grains under impact 

L. F. Orozco, J.-Y. Delenne, P. Sornay and F. Radjai ...................................................................  26 
Experimental and numerical investigation of highly deformable particle systems 

T.-L. Vu, J. Barés, S. Nezamabadi and S. Mora  ..........................................................................  28 
Modeling deformable granular materials using Material Point Method 

S. Nezamabadi, T. H. Nguyen, J.-Y. Delenne and F. Radjai ........................................................  29 
 
Coupled DEM simulations 
Numerical and experimental modeling of cemented soils 

P. Philippe, F. Brunier-Coulin, Z. Benseghier, P. Cuéllar, J.-Y. Delenne and S. Bonelli .............  30 
Use of DEM-LBM modeling to prove the relevance of free jet model for soil erosion by 

impinging jet 
Z. Benseghier, P. Cuéllar, L.-H. Luu, J.-Y. Delenne, S. Bonelli and P. Philippe ..........................  32 

Multiscale numerical investigation of cover-collapse sinkhole in cohesive soils 
L.-H. Luu, P. Philippe and G. Noury ............................................................................................  34 

Micromechanical study of multiphase flow based on the lattice Boltzmann method 
E. P. Montellà, B. Chareyre, S. Salager and A. Gens ....................................................................  36 

– 3 –



2nd YADE Workshop  Aix-en-Provence, April 26th–27th, 2018 

DEM-RANS coupling with YADE: presentation and application to turbulent bedload 
transport 
R. Maurin, J. Chauchat and P. Frey .............................................................................................  38 

YADE simulations of vertical size-segregation in bedload sediment transport 
R. Chassagne, P. Frey, J. Chauchat and R. Maurin ......................................................................  40 

Simulation of Dense Granular Suspension 
L. Amarsid, J.-Y. Delenne, Y. Monerie, F. Perales and F. Radjai ................................................  42 

Suffusion micro-mechanisms through DEM/PFV simulations 
A. Wautier, F. Nicot and S. Bonelli ..............................................................................................  43 

DEM model and Suffusion-like Simulations 
R. Aboul Hosn, L. Sibille, N. Benahmed and B. Chareyre ...........................................................  44 

Heat conduction in polydisperse granular media 
D. H. Nguyen, B. Collard, É. Azéma, P. Sornay and F. Radjai .....................................................  45 

Combined DEM-FEM Modeling of Shot Peening Process 
D. Bobba, P. Ramaprabhu and H. P. Cherukuri ..........................................................................  46 

 
DEM hydro-mechanical modeling of rock and concrete 
DFNFlow Engine: Hydraulic fracturing and progressive failure in saturated low permeability 

quasi brittle materials  
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Hierarchical multiscale modeling of granular media:  
the good, the bad and the ugly 

 
Jidong Zhao1,2 

1 Hong Kong University of Science and Technology 
2 HKUST Shenzhen Research Institute 

jzhao@ust.hk 
 
 
Keywords: Granular media; computational multiscale modeling; hierarchical coupling scheme; 

FEM×DEM; MPM×DEM  

 
 Hierarchical multiscale modeling provides a viable computational framework to solve 
engineering-scale boundary value problems (BVPs) for granular media without having to presume 
complex phenomenological constitutive models (Guo & Zhao, 2014, 2016a,b,c; Desrues et al., 
2015). The framework typically consists of a continuum simulation tool that can effectively tackle 
the macro domain of a BVP under complex boundary/initial conditions, and a discrete-based 
method that suits well for describing the discrete nature of granular particles at the grain scale and 
for solving a meso-scale representative assembly (RVE) of them. The hierarchical coupling between 
the macro and meso scales is furnished through two-way information passing mechanisms that 
feed necessary solutions from one scale to drive the computations of the other. A typical workflow 
for HMM is demonstrated in Figure 1 where the continuum simulation method can be the classic 
FEM (Finite Element Method) or popular recent ones such as MPM (Material Point Method), and 
the discrete-based tool can be DEM (Discrete Element Method) or Peridynamics. HMM has 
witnessed increasing popularity in the community of geomechanics in the past decade. A brief 
review is devoted in this paper to the developments and status quo of HMM in granular media 
studies.  The benefits one may gain from HMM of granular media and the pros and cons of specific 
coupling schemes in tackling different problems will be summarized. Special focuses will be placed 
on the major hurdles and challenges we have to address and related strategic directions we may 
strive to explore, in order to fully unleash the potentials of HMM to tackle a wider range of 
problems for a broader class of materials beyond geomechanics.  
  

 
Figure 1 Hierarchical multiscale modeling (HMM) of granular media  

based on coupled FEM or MPM with DEM 
 

  Discussion will encompass the following sub-topics on hierarchical multiscale modeling of 
granular media: (1) RVE characterization and selection (Shahin et al. 2016); (2) rigorous 
micromechanical modeling of fully and partially saturated granular media (Guo & Zhao, 2016a); 
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(3) grain morphology and crushing; (4) large deformation modeling (Liang & Zhao, 2018); (5) 
Integrated hierarchical/concurrent multiscale modeling for transition from continuum-
discontinuum transitions; (6) fully dynamic multiscale modeling of geomechanics problems; (7) 
data-driven multiscale modeling in geomechanics. For example, though the existing HMM based 

on coupled FEM×DEM (Guo & Zhao, 2014, 2016b) may partially account for large strain and large 

rotation, it has to resort to various remeshing and remapping techniques to solve the mesh 
distortion issue at very large deformation, e.g., in a footing problem (Figure 2a, Guo & Zhao, 

2016b). If a coupled MPM×DEM scheme is employed, HMM may capture the large 

deformation/distortion more effectively and robustly (Figure 2b, Liang & Zhao, 2018).   
   

 
(a) 

 
(b) 

Figure 2 Hierarchical multiscale modeling of general failure modes (per void ratio) of a footing on 

sand: (a) by FEM×DEM (Guo & Zhao, 2016b); (b) by MPM×DEM (Liang & Zhao, 2018). 
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Collapse of a water-saturated granular column in air

Pascale Aussillous1, Clément Nobili2

1 Aix Marseille Univ, CNRS, IUSTI, Marseille, France
2 Aix Marseille Univ, CNRS, IRPHE, Marseille, France

pascale.aussillous@univ-amu.fr

Keywords: granular media; fluid/particle flow

We  study  experimentally  the  collapse  of  a  granular  column  saturated  with  water.  The
granular  column  is  initially  stabilized  by  an  air  interface  with  an  imposed  Laplace  pressure
difference. We study the dynamics of the column when the Laplace pressure suddenly vanishes.
The collapse is  initiated either by a light knock, imposing the volume of water constant,  or  by
imposing a constant positive fluid pressure.

Figure 1 Collapse of an initially loose water-saturated granular column

Similarly to the collapse of a fully immersed granular column (Rondon et al.,  2011), the
morphology of the deposit is mainly controlled by the initial volume fraction of the granular mass.
Different  regimes  are  identified  according  to  the  initial  packing  and  the  way  the  collapse  is
initiated. The initial loose packed columns give long and thin deposits with a fast dynamic that do
not seem to depend on the collapse initiation (Figure 1). For dense packing, no motion is seen when
the volume of water is kept constant, whereas the slow dynamics seem to depend on the imposed
fluid pressure.

We  compare  the  results  to  a  depth-averaged  two-phase  continuum  model,  having  a
frictional rheology to describe particle-particle interactions (Ouriemi et  al.,  2009.;  Boyer et al.,
2011), and taking into account the mechanisms of dilatancy (Pailha et al., 2009), which can capture
most of the experimental observations for the collapse of fully submerged granular columns.

References

Boyer F. and Guazzelli E. (2011) Unifying suspension and granular rheology, Phys. Rev. Lett. 107,
188301.

Ouriemi, M., Aussillous P. and Guazzelli E. (2009) Sediment dynamics. Part 1. Bed-load transport
by laminar shearing flows, J. of Fluid Mech. 636, 295-319.

Pailha, M. and Pouliquen O. (2009) A two-phase flow description of the initiation of underwater
granular avalanches. J. Fluid Mech. 633, 115–135.

Rondon L., Aussillous P. and Pouliquen O. (2011) Granular collapse in a fluid: role of the initial
volume fraction, Phys. Fluids 23, 073301.
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Coupling DEM and fluids at the pore scale: recent
advances and further issues

Bruno Chareyre1
, Yuan Chao1, Eduard Puig Montella1,2, Simon Salager1, Antonio Gens2

1 Université Grenoble Alpes, Grenoble INP, 3SR lab., 38041, France
2 Technical University of Catalonia (UPC), 08034, Barcelona, Spain

bruno.chareyre@3sr-grenoble.fr

Keywords: seepage flow, capillarity, hydro-mechanical coupling, pore scale

Simulating  complex  hydro-mechanical  couplings  in  large  grain-fluid  systems  is  a  great
challenge for the discrete element methods (DEM). For materials saturated by only one pore fluid,
recent  advances  in  pore-scale  methods  in  which  the  porosity  is  discretized  as  a  network  of
connected pores (Chareyre et al. 2012) enabled the resolution of large coupled problems in three
dimensions. These methods can reflect the dominant viscous terms at the particle scale without
actually solving a Navier-Stokes problem (Marzougui et al. 2015). The computational cost is thus
reduced by orders of magnitudes, which opens up more realistic simulations - as illustrated by a
few recent examples. In this presentation the following question is examined: can the pore-scale
approach  be  extended  to  multiple  (two)  immiscible  pore  fluids  to  simulate  the  so-called
unsaturated materials?

Figure 1 (a) Distribution of the wetting phase (dark blue) and the non-wetting phase  (light blue)
during the primary drainage of a 3D sphere packing, simulated with the pore-scale model of Yuan

and Chareyre (2017); (b,c) the red arrows indicate the capillary forces on individual particles.

Numerical models of partially saturated granular materials based on the DEM have been
used extensively, yet the majority of them are strongly limited to the so-called pendular regime in
which the wetting phase is  present in such a little  amount that it  only forms pendular bridges
associated to pairs of particles. In the other saturation regimes one hardly avoid time consuming
surface minimization techniques or even the direct resolution of a 2-phase fluid dynamics problem
at the microscale to capture the geometry of phases and interfaces. The pore-scale approach of this
problem aims at a drastic decrease of this computational cost. We show how the movements of the
fluid phases and the fluid-solid interactions can be described by introducing relevant geometrical
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objects in a tetrahedrized granular domain, together with evolution laws. For a range of micro-scale
processes this approach is successful and for instance, the primary drainage of a saturated sample
can be reproduced accurately (Yuan et  al.  2016).  Unfortunately,  a number of  processes remain
which still  need significant efforts from both phenomenological and algorithmic points of view,
such as bubble entrapement, coalescence of wetting phases, or viscous effects leading to mixed
scenario of drainage-imbibition at the local scale.

A general framework is proposed in which the zoology of the pore-scale objects and their
behavior is improved with the help of direct simulations with the Lattice-Boltzman method (LBM –
see Montella et al. (2018)). Domain decomposition applied to a large granular specimen lets one
identify  relevant  elementary  units  of  the  micro-structure  made  of  less  than  a  dozen  particles
typically. The LBM responses of these elementary units under particular boundary conditions are
used to assemble a global two-phase flow problem to be solved by a pore-network solver,  in a
multiscale  coupling.  The  numerical  framework  is  evolutionary  in  the  sense  that  the  results  it
produces  may  help  developping  progressively  analytical  relationships  between  the  hydrostatic
properties  of  the  elementary  structures  (such as  the threshold  values  of  capillary  pressure  for
drainage/imbibition of one pore) and their geometrical parameters. Ultimately, the LBM resolution
may only be required for a selection of subdomains where the process is too complex, while the
evolution of the fluid phases in the most conventional subdomains would be entirely governed by
analytical laws.
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and induced forces in dense sphere packings. Transport in porous media, 94(2), 595-615.
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From discrete particle micromechanics
towards continuum theory

Stefan Luding
Multiscale Mechanics (MSM), Faculty of Engineering Technology (ET), MESA+

POBox 217, 7500 AE Enschede, Netherlands (http://www2.msm.ctw.utwente.nl/sluding/)
s.luding@utwente.nl

Keywords: Particle simulations; Micro-macro; continuum theory of powders & granular matter

The dynamic behavior of particulate and granular matter – like sand, powder, suspended
particles or molecules, often with a wide distribution of particle sizes – is of considerable interest in
a wide range of industries and research disciplines since they can behave both solid-like and fluid-
like.  The  related  mechanisms/processes  in  particle  systems are  active  at  multiple  scales  (from
nano-meters to meters), and finding the reasons for, e.g., natural disasters like avalanches or plant
problems like silo-failure, is an essential challenge for both academia and industry.

In order to understand the fundamental micro-mechanics one can use particle simulation
methods,  where  often  the  fluid  between  the  particles  is  important  too.  However,  large-scale
applications (due to their  enormous particle numbers) have to be addressed by coarse-grained
models or by continuum theory. In order to bridge the gap between the scales, so-called micro-
macro transition methods are necessary, which translate particle positions, velocities and forces
into density-, stress-, and strain-fields. These macroscopic quantities must be compatible with the
conservation equations for mass and momentum of continuum theory. Furthermore, non-classical
fields  are  needed  to  describe  the  micro-structure  (fabric,  force-chains)  or  the  statistical
fluctuations, e.g. of the kinetic energy, before one can reach the ultimate goal of solving application
problems.

Examples of multi-scale simulations, involving particle- and continuum-methods, are flows
of particles/fluids in narrow channels/pores, dosing of cohesive fine powders in vending machines,
avalanche flows on inclined slopes, segregation, rheology testing in ring-shear cells, as well as the
study of non-linear elasto-plastic material mechanics related to the stability/failure of cohesive,
frictional solids (Kumar et al., 2014 ; Singh et al., 2014, 2015 ; Roy et al., 2017).

References

N. Kumar,  S.  Luding and V.  Magnanimo (2014) Macroscopic  model  with anisotropy based on
micro-macro informations, Acta Mechanica 225:8, 2319–2343

S. Roy, S. Luding and T. Weinhart (2017) A general(ized) local rheology for wet granular materials,
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quasi-static granular material, Phys. Rev. E 90(2), 022202 
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Modelling of flexible composite structures in YADE with 
an example in rockfall protection 

 
Klaus Thoeni, Anna Effeindzourou, Anna Giacomini 

Centre for Geotechnical Science and Engineering 
The University of Newcastle, Callaghan, NSW 2308, Australia 

klaus.thoeni@newcastle.edu.au 
 
 
Keywords: Geosyntetics; Membrane; Wire mesh; Deformable element; Minkowski sum; 
 
 Flexible structures are very common in geotechnical engineering. For instance, geogrids and 
geomembranes are used for ground improvement whereas metallic wire meshes are usually used for 
slope stabilization and rockfall protection. In some cases, geotextiles are also combined with metallic 
wires to build elements (e.g., cylinders, cubes) that are filled with granular material. This work 
presents a framework for the modelling of such composite structures.  
 First, the classical approach for the discrete modelling of flexible structures is discussed. This 
consists of bonding spheres, where spheres can either be in contact or not. The latter is known as 
remote interaction approach and it is generally used to model wires (Thoeni et al., 2013). 
Nevertheless, the main drawback is that no physical element is representing the wire. This can be 
overcome by introducing cylinder elements which connect the physical nodes. An approach using 
the Minkowski sum of a line segment has been proposed by Bourrier et al. (2013) for the modelling 
of plant roots. The model was further extended by Effeindzourou et al. (2016) to account for grids or 
interconnected cylinders and membrane elements, so-called PFacets. This approach is discussed in 
detail and it is shown how it can be used to model a composite structure made of a wire mesh, steel 
rings and a geomembrane. Figure 1a shows the general concept where the wire mesh and the steel 
ring are represented by cylinders. In addition to the cylinder elements, Pfacet elements are generated 
in the mesh openings to represent the geotextile (Figure 1b). Finally, the cylindrical structure is filled 
with granular material (Figure 1c). 
 Experimental tests of an impacting boulder are used to calibrate the numerical model. Once 
calibrated, the capabilities of the model are presented and discussed in detail. 
 

 
Figure 1 Numerical representation of the composite rockfall protection structure: (a) wire mesh, 
(b) geotextile, and (c) with granular material filled composite structure (after Effeindzourou et al., 

2017). 
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Weak snow layers are thin layers of low density and cohesion that consist of a complex
network of sintered ice grains. Although the failure and collapse of these fragile layers is considered
to be the primary cause of dry slab snow avalanche release, their mechanical behavior remains
poorly understood.

The response of  these layers  to mechanical  loading has been modelled with an original
approach based on YADE software,  using x-ray tomographical  images of real  snow samples as
input data on the microstructure of the material  (Mede et al.  (2017),  Mede et  al.  (2018)).  The
method  enables  the  study  of  microscopic  mechanisms  of  failure  as  well  as  the  effect  of
microstructure on the macroscopic properties of the material.

Figure 1 Progressive collapse (from left to right) in a specimen during direct shear simulation with
imposed normal stress. The orange color represents damage in the form of broken cohesive bonds.

The  tomographical  image  of  snow  is  divided  into  individual  grains  by  detecting  weak
mechanical points i.e. neck regions in the snow matrix. Following the hypothesis of grain bond
fracturing being  the governing deformational  mechanism within  the material,  these  grains  are
modelled  as  the  basic  elements  of  the  simulation,  as  separate  unbreakable  entities,  which  are
sintered into the original matrix of intact snow. An original method for representing irregular grain
shapes in the DEM is then introduced. The method is based on utilizing the medial axis concept to
represent an arbitrary grain shape with an optimal set of overlapping spheres. A novel approach
was  also  developed to  connect  these  grains  into  the  snow matrix  via  cohesive  bonds  with  the
neighbouring grains. 

A thorough study of the effect of the grain approximating technique parameters on the key
geometrical features of the grains is then carried out.  Finally, the functionality of the model is
demonstrated by performing mechanical tests on an image of a real snow sample. Systematically
performing  the  mechanical  tests  with different  combinations  of  values  of  grain  approximating
parameters enabled us to find an optimal grain approximation that enabled accurate mechanical
results at a reasonable computational price. In addition, the effect of geometrical descriptors of
approximated grains on the mechanical simulations was observed.

In  conclusion  we  will  show  the  macroscopic  and  microscopic  features  of  sample
deformation and collapse that can be obtained with the presented DEM simulation. In addition to
macroscopic stress-strain curve, strain localization patterns, damage progression and the evolution
of force chain network in the specimen can be observed.
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The studies presented herein concern clay fabric evolution during deformation using DEM 
approach. The objective is to enrich existing rheological models considering clay fabric effect. At the 
nanoscale, clay particles interact through double-layer potential energy (Cygan et al, 2004), (Laird, 
2006). The key step in DEM simulations of the mechanical response of clay under deformation due 
to various loading paths is the choice of appropriate approximation of local interactions so that a 
representative volume element with large number of platy-shaped particles can be simulated. In 
other words, a trade-off is necessary between the accuracy of the physical model at the scale of 
particles and their interactions on one hand, and the number of particles, on the other hand. For this 
purpose, an analytical form of point-wise repulsive and attractive interaction potentials was used 
together with a numerically efficient integration scheme of forces acting between the particles. This 
trade-off is all the more crucial that, even in the absence of attraction forces, long-range correlations 
and nematic ordering is induced by anisometric shapes of the particles, the particles tending to align 
themselves along their longest axes. The inclusion of colloidal forces has profound effects on the 
structures by enhancing particles clustering into layers and aggregates (figure 1).  

This local ordering is used to define or identify the aggregates. The inter-aggregate fabric is 
then determined from the orientations of the aggregates and their interactions. The particles are 
modelled as chains of several sites each with an effective radius. These forms avoid complications of 
contact detection between non-spherical particles. The interaction potential between sites is of Gay-
Berne type with an attraction part reminiscent of the Lennard-Jones potential and a repulsive 
electric part. The numerical samples are prepared by isotropic compaction with different values of 
the consolidation stress. The clustering state of the sample, i.e. the proportion of bonded particles, 
and initial void ratio are controlled by this stress. Then different loading paths and directions are 
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Figure 1 Clustering of 2D platelets under 
shear loading. The colors indicate different 
platelet orientations. 

Figure 2 Shear loading for 3 different 
values of the confining dimensionless 
pressure (p=1,4,8). 
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applied to drive the material towards or away from the critical state (Figure 2), including loading 
directions different from fabric orientation. Fully periodic boundary conditions are used in order to 
avoid wall effects and shear localization (Radjai & Dubois, 2011). A parametric study is performed of 
the evolution of fabric parameters (intensity, orientation), void ratio and stress and strain 
parameters (stress ratios, principal directions, dilatancy) at different scales, identifying aggregates 
and their sizes and shapes, fabric differentiated according to the geometry of contact.  
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Granular materials are often used for construction of hydraulic structures such as dikes,
levees,  dams,  etc.  Under  the  action  of  the  fluid  flow,  widely  graded  granular  materials  are
susceptible to internal erosion, during which fine particles can be detached and transported with
the fluid flow through the pore space between coarse particles (Sail et al., 2011). The loss of fine
particles  can  impact  the  mechanical  behavior  of  eroded  materials,  and  then  the  stability  of
hydraulic structures. To predict this impact, it is important to deeply understand the effect of the
fine content on the mechanical behavior of granular materials and consequences of the loss of fine
particles on mechanical properties. 

Experimental tests performed by several authors have shown that the fine content affects
greatly the macroscopic behavior of granular materials (Thevanayagam et al., 2002). A loss of fine
particles leads to a significant reduction in shear strength of granular mixtures (Chen et al., 2016).
However, from a micro-mechanical point of view, this effect is not yet well understood. This is due
to the fact that it is difficult, experimentally, to get an insight into granular samples. In this study,
we  use  the  Discrete  Element  Method (DEM) implemented  in  the  open-source  software  YADE
(Šmilauer et al., 2015) to simulate triaxial loadings on gap graded granular samples. Gap-graded
granular samples with fine content f c varying from 0% to 40% are simulated. It is shown that a
low fine content f c ≤ 15% has a negligible effect, but when f c > 15%, the shear strength and
dilatancy  of  gap-graded  samples  increase  with  fine  content f c .  This  numerical  result  is
qualitatively in good agreement with the experimental finding shown by Salgado et al. (2000). A
micro-structural  study  shows  that,  at  low  fine  content  ( f c ≤  15%)  fine  particles  are  almost
floating within voids between coarse particles, but at high fine content ( f c  > 15%), they come
into contact with coarse particles. Two opposing effects are observed when adding fine particles
into a granular mixture: on one hand, fine particles weaken the granular skeleton by intercalating
between coarse particles, but on the other hand, strengthens the granular skeleton by surrounding
coarse particles. Fine particles carry almost zero-stress at low fine content, but they participate
significantly in carrying the applied stress at high fine content, and their participation increases
with fine content. In addition, the fine fraction plays a more important role in carrying the mean
stress than in carrying the stress deviator. It is also shown that the contribution of the fine fraction
to the macroscopic stress is not proportional to fine content. A fine content of 40% contributes
30.9% to the macroscopic mean stress and only 21.5% to the macroscopic stress deviator. 

In a gap-graded sample, we define a loose fraction composed of fine particles which do not
take part in the strong force chain. Therefore, particles in this loose fraction do not participate
significantly in carrying the applied stress and they are vulnerable to internal erosion. A certain
amount of fine particles in this loose fraction is then removed from the sample to mimic the loss of
fine particles due to internal erosion. It is shown that a significant loss of fine particles, although
they  are  in  the  loose  fraction,  leads  to  a  significant  reduction  in  shear  strength  of  granular
mixtures. A micro-mechanical study is also performed to explain this reduction in shear strength.
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Moreover, the results obtained with the proposed method are compared to those obtained with
other methods proposed in the literature (Scholtès et al., 2010).
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The micromechanics of wet granular materials encompasses complex microstructural and
capillary interconnects that can be readily described through a formal derivation of stress transport
in such a three-phase medium (Duriez & Wan, 2016 ; Duriez et al., 2017). In the quest for defining
an  appropriate  effective  stress  measure,  the  stress  tensor  expression  that  results  from
homogenization  of  such  a  medium  provides  theoretical  insights  necessary  to  extract  useful
information on the relationship between capillary effects and microforce interactions via several
small-scale parameters whose evaluation can be challenging (Duriez et al., 2018 ; Duriez & Wan,
2018).

Using  instead  a  statistical  approach  where  microvariable  distributions  are  described  by
probability  density  functions  (PDFs),  the  current  study  provides  simple  estimates  of  stress
components  in  terms of  only  a  few tractable  microvariables  such as  coordination number and
fabric anisotropy. In particular, the latter recognizes details of contacts such as force interactions
being either mechanical, capillary or distant. The developed expressions are in a good agreement
with Discrete Element Method (DEM) simulation results of the triaxial loading of a wet granular
assembly,  notably  for  hydrostatic  (mean)  pressure.  A  new set  of  dimensionless  groups  is  also
identified to characterize the significance of mechanical and capillary physics, which facilitates a
better understanding of the contribution of dominating elements to stress, while also providing the
opportunity  to  incorporate  important  capillary  effects  in  micromechanically-based  constitutive
formulations.
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 Agglomeration of fine particles is used in many industrial processes such as powder 
metallurgy (Nosrati et al. 2012), iron-making industry (Aguado et al. 2013), food and 
pharmaceutical industries (Chien et al. 2003). Fine granular materials are prepared and mixed in 
required proportions, compacted into a granule or tablet and finally sintered to acquire sufficient 
mechanical strength and toughness needed for subsequent operations. We present a numerical 
model for the agglomeration of wet particles. The particles interact through capillary liquid 
bridges, which are modeled by accounting for the cohesive and viscous forces expressed 
analytically as a function of different parameters such as the distance between primary particles, 
liquid volume and viscosity, surface tension and particle sizes (Richefeu et al. 2007). The model 
also assumes that the liquid is transported by the primary particles modeled as agglomerates of 
finer particles. We find that this model is able to simulate the agglomeration of particles in a 
rotating drum in which a given amount of liquid is homogeneously distributed. Our simulation 
show that the granule size increases exponentially with the number of drum rotations and in 
proportion to the amount of liquid. We investigate the effects of process parameters such as 
particle size distribution, friction coefficient between the primary particles and liquid viscosity. We 
also consider the effect of cohesion on different flow regimes as a function of Froude number. 

! !  
Figure 1 Industrial and numerical granulation drum. 

!  

Figure 2 Snapshots represent the agglomeration process of solid particles in a horizontal rotating 
drum, granular flow on the left and granule is formed and it grows with the number of rotations of 

drum on the right. 
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!  
Figure 3 The evolution of the size of the granule as a function of the number of rotations for 

different values of the size ratio. 

!  
Figure 4 The exponential increase function of accretion (continuous lines) and the nearly linear 

function of erosion (dash lines) for different values of friction coefficient. 
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The  origin  of  global  deformations  in  granular  media  stems  from  various  concurrent
mechanisms  at  the  microscopic  scale.  Recent  micromechanical  studies  have  pointed  out
inadequacies of traditional elasto-plastic theories with elastic nucleus to describe such materials. In
addition,  the  fundamentals  of  additive  decomposition  of  global  strain  into  mechanism-specific
contributions have also been questioned from a multiscale point  of  view due to appearance of
emergent nonlinearities in the global response. The current study addresses the decomposability of
strain  and the existence of  an elastic  zone by systematically  scrutinizing the energy aspects  of
granular deformation under quasi-static loading regime. The results show that the assumption of
an exclusively elastic nucleus can potentially introduce non-negligible errors, even at strain ranges
below 10-4. By relaxing commonly used assumptions which are often restrictive, a new constitutive
model for elastic deformations in granular materials is developed to capture material response as a
function of microstructure of the granular assembly (Pouragha & Wan, 2018). After verification
through comparisons with discrete elements simulations, the model has been used to investigate
the decomposability of strain. The results demonstrate that the elastic strain component can only
be extracted through numerical  simulations where the dissipative  mechanisms are  “artificially”
prohibited, which relegates the strain decomposition to an abstract concept.
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Microscopic features of liquefaction  
 

Colin Thornton1, Eduardo Martin2, Stefano Utili3 
1 University of Birmingham, B15 2TT, Birmingham, UK 

2 Universidad Nacional de San Juan, San Juan, Argentina 
3Newcastle University, NE1 7RU, Newcastle, UK 

c.thornton@bham.ac.uk 
 
 
Keywords: DEM; cyclic straining; liquefaction; isostaticity 
 
 Discrete element simulations of undrained axisymmetric compression have been applied to 
gravel-sand mixtures using the YADE code. Assemblies were subjected to cyclic straining in order to 
examine their liquefaction potential. Here, we focus on one assembly of 10000 particles with a 
relative density of 40% (porosity = 0.416), 25% sand content and initial confining pressure of 250 
kPa. Throughout cyclic loading the mechanical coordination number, Zm, the redundancy index, IR, 
and the cluster evolution were monitored. 
 

 
 

Figure 1 Evolution of the normalized pore pressure, the mechanical coordination number and the 
redundancy index 

 
 Figure 1 shows the evolution of the normalized pore pressure, the mechanical coordination 

number and the redundancy index. It can be seen that the normalized pore pressure first reaches 
unity after 5 million timesteps and that, at this point, the mechanical coordination number Zm = 3 
and the redundancy index IR = 1. Hence, at this point the system is isostatic.  

 

         
   

Figure 2 Evolution of maximum cluster size and number of clusters 
 

Figure 2 shows the evolution of the size of the maximum cluster and the number of clusters. 
It can be seen that with continued cyclic loading the maximum cluster size decreases and the number 
of clusters increases. 
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It is concluded that as the pore pressure increases (the mean effective stress decreases) the 

magnitude of the normal contact forces reduces. With continued decrease in the mean effective stress 
an increasing number of contact normal forces reduce to zero and contacts are lost. Interestingly, 
the figure suggests that the loss of contacts is uniformly distributed throughout the assembly and 
that there is no breakup of the large cluster into smaller clusters. It appears that, during degradation 
of the initial large cluster, only singlets are created increasing the number of ‘rattlers’. Figure 3 
illustrates the largest remaining cluster of 1229 particles when u/p0 first becomes unity. 
 
 

 
(a)                                                  (b)                                                     (c) 

 
Figure 3 Particle assembly details after 5 million timesteps (a) complete arrangement of particles 

(b) the largest remaining cluster and (c) the force chain network within the cluster 
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 By means of a discrete element approach to grain fragmentation in 3D, known as Bonded Cell 
Method (BCM) (Nguyen et al. 2015; Cantor et al. 2017), we studied the oedometric compression of 
assemblies of grains. This approach allows grains and fragments to evolve in diverse sizes and 
polyhedral shapes (see Fig. 1). Different assemblies, with varying grain strength, were built and 
tested. We analyzed the load-density relations, the grain size distribution and the grain shape 
evolution during the compaction. In particular, we find that the load-density evolution follows a 
logarithmic relation due to the grain rearrangement and fragmentation. Remarkably, the early stages 
of the compression, at relative low stress levels, seems to strongly determine the later evolution of 
the granular system. The grain size distribution is found to follow a well-defined power law with no 
characteristic size, and the grain shape, regardless of the grain strength, tends always to a self-similar 
aspect ratio. 
 

 
  

Figure 1 Examples of fragments shapes produced during the compaction. 
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 Many industrial granular processes involve desired or undesired fragmentation of grains. 
However, despite experimental measurements and numerical modelling approaches, the 
mechanisms of single grain fragmentation under dynamic conditions and its effects on the behaviour 
of granular materials are still poorly understood. In this work, we investigate the fracture and 
fragmentation of a single grain due to impact, using three dimensional DEM simulations by means 
of the contact dynamics method. The grains are assumed to be perfectly rigid but modelled as an 
assembly of glued polyhedral Voronoï cells. The cells are connected/glued to each other by means of 
a cohesive law that is defined by two resistance parameters: in the normal direction at the contact 
level the tensile strength (Cn) restrains the separation between cells and, in the tangential direction 
a shear resistance (Ct) is imposed. When the contact forces between cells divided by the contact 
surface reach Cn or Ct, a crack may start to develop, and the cohesive behaviour will be lost when the 
energy consumed by this process reach the free surface energy of the material g. 
 

 
Figure 1 Sequence of a single grain fragmentation impacting a rigid plane. Each of the 100 cells 

that conform the grain is presented with a unique colour. 
 
In order to understand how the model parameters influence the energy absorbed in the process, a 
set of tests have been performed varying the impact velocity, number of cells, g, among others. Both, 
the absorbed energy and the number of generated fragments regarding the impact velocity, presents 
an ‘S’ shaped curve, wherein the lower velocities produce almost no fragmentation; as it is increased 
a bigger amount of energy is absorbed reaching a saturation at high values of velocity. With regard 
to the fragmentation efficiency, defined as the ratio between the absorbed energy and the kinetic 
energy at the impact, the results evidence an optimal value. It means that is possible to find a force 
that will reduce the amount of energy lost in the process.  
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1 

– 26 –



2nd YADE Workshop  Aix-en-Provence, April 26th–27th, 2018 

Acknowledgements 
 
The authors would like to acknowledge the financial support from CEA to this investigation. 

– 27 –



2nd YADE Workshop  Aix-en-Provence, April 26th–27th, 2018 

Experimental and numerical investigation of highly 
deformable particle systems 

 
Thi Lo Vu, Jonathan Barés, Saeid Nezamabadi, Serge Mora 

LMGC, Univ.Montpellier, CNRS, Montpellier, France 
thi-lo.vu@umontpellier.fr 

 
 
Keywords: Hertz’s contact law; Large deformations; Digital Image; Finite element simulations 
 
 Granular materials composed of soft particles which can undergo large deformations are 
ubiquitous in pharmaceutical, food, cosmetic industries as well as in biological systems. The large 
deformations of the particles strongly affect the mechanical behavior of the system compared to hard 
particle granular materials more often considered in research on granular materials. In this work, 
we investigated and analyzed the rheological behavior of a model system of deformable particles 
subjected to uniaxial compression by means of experimental and numerical approaches. The 
experimental studies are carried out using an original apparatus capable of compressing the soft 
grains while imaging them. A Digital Image Correlation algorithm (Mora, 2017) is developed to 
measure the displacement field inside the particle. These experimental results are compared with 
finite element simulations (Figure 1) using the software LMGC90 (LMGC).  

 

Figure 1 Uniaxial compression of a system of deformable particles 
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This work concerns modeling of deformable granular materials in which the grains can 
change their shape by deforming elastically or inelastically. These materials can hence reach high 
packing fraction and flow by particle shape change as well as particle rearrangements. Most 
cosmetics, food products, pastes, many powders, emulsions and colloidal suspensions are such 
materials. Here, the rheological behavior of deformable granular systems are studied by means of 
two numerical approaches: (i) an implicit formulation of the Material Point Method (MPM) 
combined with the Contact Dynamics (CD) method to deal with contact interactions (Nezamabadi 
et al. 2015), and (ii) Bonded Particle Model (BPM), in which each deformable particle is modeled as 
an aggregate of rigid primary particles using the CD method (Nezamabadi et al. 2017). These two 
approaches allow us to investigate the compaction and shear behavior of an assembly of elastic or 
plastic grains by analyzing the effects of grain shape change on the stress-strain relationship and 
volume change behavior as well as the evolution of the microstructure. 
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 The present contribution reports a methodology to investigate, both experimentally and 
numerically, the resistance to fluid flow erosion of a so-called cemented soil, considered here as 
cohesive granular material whose particles are bonded by solid bridges. To this end, artificial 
granular systems are used, constituted of spherical grains interconnected by solid bonds with a 
yield strength 𝜏𝑌 that can be varied systematically. It is proposed to introduce a cohesion number 
Co comparing this bond yield strength to the buoyant weight of a particle, in order to implement a 
parametric analysis against this dimensionless group.  

In more details, the experimental system is made of borosilicate glass beads, bridged in 
pairs by solid bonds of resin, while a mixture of mineral oils is used as surrounding liquid phase so 
as to almost match optically all phases (solid spheres, solid bonds and liquid). Then, as illustrated 
in Figure 1, a combination with Planar Laser Induced Fluorescence allows probing non-intrusively 
the system and therefore observing locally soil erosion generated by an impinging jet (Brunier-
Coulin et al., 2017). Additionally, both micro-scale and sample-scale set-ups have been developed 
to determine the tensile strength of these artificial cemented materials.  

 
 

Figure 1 Typical image obtained by optical techniques for impinging jet erosion of an artificial 
cemented soil made of glass beads, resin bonds and mineral oil mixture as surrounding liquid. 

 
From a numerical point of view, a 2D modeling has been implemented, based on the 

coupling of Discrete Element Method (DEM) and Lattice Boltzmann Method (LBM) (Cuéllar et al., 
2015). As demonstrated by its increasingly widespread use, this technique is one of the best 
enabling to specify consistently the hydrodynamic interaction between a discrete solid phase and a 
surrounding fluid flow. The DEM part was further enriched by the introduction of a contact 
rheology where the yield condition of the solid bonds is prescribed by a paraboloid yield surface 
comprising traction, shear and rolling efforts (Delenne et al., 2004). A bond damage model is also 
included, thus introducing an internal time scale for contact bond failure (Silvani et al., 2009). A 
simple Couette flow configuration is investigated here (see Figure 2), much less complicated than 
jet’s impingement, in order to relate quantitatively the erodibility parameters, which quantify soil’s 
resistance to erosion at sample-scale, to the input microscopic parameters of the solid bonds.    
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Figure 2 DEM-LBM simulation of a cemented soil being eroded by a Couette fluid flow. 
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The surface erosion of a cohesive soil by an impinging jet is the principle behind the Jet 
Erosion Test (JET), a common experimental test which was first introduced by Hanson & Cook 
(2004) to characterize the resistance against erosion of cohesive soils. In this work, the JET is 
investigated numerically at the microscale by a coupled fluid-particle modeling (Cuéllar et al, 
2015). The methods chosen for the present simulation are the Lattice Boltzmann Method (LBM) 
for the fluid phase and the Discrete Element Method (DEM) proposed by Cundall & Strack (1979) 
for describing the motion of the solid particles. In addition, cohesion between particles is insured 
by a visco-elastic cohesive model with paraboloidal yield surface proposed by Delenne et al (2004). 
Here, we focus specifically on the determination of the flow characteristics of a vertical impinging 
jet on a fixed horizontal granular bed surface in order to assess the suitability and relevance of 
commonly used empirical estimations based on the free jet self-similar model (Figure 1). Then the 
erosion thresholds for both cohesive and cohesionless particles can be accurately determined and 
compared to previous experimental data (Figure 2). 

In the present contribution, we firstly introduce a 2D model of a laminar free jet which is 
validated against well-known theoretical solutions. Then, we present a parametric study of a frontal 
jet impingement, at first on a solid regular surface and afterwards on a fixed granular layer, while 
taking into account variations of particle sizes, of distance from the jet origin and of jet´s Reynolds 
number. This analysis helps us understand the hydrodynamics phenomenology and quantify the 
flow characteristics at the bed surface, including maximum velocity and wall shear stress which can 
be regarded as the main cause of particles detachment under hydrodynamic forces. We found that 
overall results obtained agree with the free jet self-similar model by introducing some simple 
empirical coefficients.  
 Finally, we perform series of jet erosion test on both cohesive and non-cohesive particles 
with varying particle size and inter-particle cohesion. The corresponding  erosion threshold values, 
at which the motion of particles start to initiate, are qualitatively in good agreement compared to 
both Shields diagram and previous experimental results (Badr et al, 2014; Brunier-Coulin et al, 
2017) for cohesionless particles and to the modified Shields parameter for cohesive granular 
materials proposed by Brunier-Coulin et al (2016). 
 

 
 

Figure 1 Simulations of: (a)  a jet impinging a granular sample and (b) the corresponding free jet.  
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(a) 

 
(b) 

 
     Figure 2 Jet Erosion Test simulation for: (a) non-cohesive and (b) cohesive particles. 
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Cover-collapse sinkholes severely damage agricultural sites, roads and buildings, leading to 
substantial engineering and environmental issues. This study aims to better understand how exces-
sive groundwater seeping can trigger hydro-mechanical instabilities in a cohesive soil overlying a 
finite size cavity, as for instance encountered within soluble bedrock in karstic context. To tackle this 
problem from a physical perspective, we propose to investigate the elementary mechanisms at the 
scale of the interaction between a fluid phase and an assembly of solid particles by using a numerical 
method which combines the Lattice Boltzmann Method and the Discrete Elements Method. This 
coupled LBM-DEM method has recently proved its relevance in dealing with complex geomechanical 
problems that involve water-flow erosion (Tran et al., 2017; Cuéllar et al., 2017). Here, a previously 
developed  two-dimensional coupled DEM-LBM code that includes a cohesion model is implemented 
to reproduce the backward erosion of a cohesive soil above an underground cavity (Luu et al., 2017). 
In particular, our investigation focuses on the clogged conduit washout (Fig. 1), considered as a fre-
quent scenario in real in-situ situations. To capture the physical origin of this regressive process, our 
analyses notably examine the evolution of both the hydrodynamic parameters (velocity field, pore 
pressure, hydrodynamic force) and the granular cohesion parameters at different scales (interparti-
cle force, force chain).  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Plausible scenario in field situation of soil collapse within a flooded underground conduit 

proposed by BRGM (left). LBM-DEM numerical simulation of a backward erosion (right). 
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Evolution of liquid structures in unsaturated granular media is studied at the pore scale in 
order to better understand the solid-liquid interactions. Flow through porous media is simulated 
using the multicomponent Shan-Chen lattice Boltzmann method (LBM) (Shan & Chen, 1993). The 
hydrodynamic behavior of the model is validated by simulating the capillary rise in a tube.  
 

Fluid displacement is simulated for capillary tubes of different cross-section (see Figure 1). 
Capillary pressure (Pc) and degree of saturation (Sw) curves are obtained and compared with the 
analytical results provided by the solution given by Mason & Morrow (1984) (MS-P solution). Good 
agreement with MS-P solution is also found in terms of meniscus curvature.  

 
Liquid bridges and clusters are simulated (see Figure 2) under drying condition. Simple 

sphere-pack systems of 2-spheres and 3-spheres connected by liquid structure are presented. Capil-
lary forces, volume and profile are compared with the analytical solution and approximations in-
spired by the MS-P method. A simplified model based on pore-network subsets of a granular assem-
bly is being develop to simulate unsaturated granular materials. A proof of concept is offered in 2D. 
This model tracks the evolution of the interface and the primary drainage curve when the liquid of 
the cluster is dried out. Drainage is modeled in a network represented by pore throats and pore bod-
ies. The algorithm for the drainage simulation proceeds with an increment of curvature as the capil-
lary pressure is increased finding a new equilibrium configuration. Analytical results presented with 
the 2D model coincide with the LB simulations (see Figure 3). 

 
 

 
 

Figure 1 Fluid displacement through circular and polygonal tubes. 
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Figure 2 Evolution of a fluid cluster simulated using the LBM. Liquid cluster on the initial state on 
the left. Isolated liquid bridges after the drying process on the right. 

 
 
 

 
Figure 3 Evolution of a 2D fluid cluster using the LBM on the left. On the right, the analytical 

model presented in this work. Qualitative agreement is observed between both interfaces. 
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YADE has recently been coupled with a 1-D volume-averaged fluid resolution  in order to
simulate turbulent bedload transport configurations (Maurin, 2015). The model has been detailed
and  compared  to  experiments  (Maurin  et  al.,  2015),  and  further  applied  to  analyze  the  local
granular  rheology  (Maurin  et  al.,  2016),   the  slope  influence  (Maurin  et  al.,  2018)  and  size-
segregation (Frey et al., 2017) in turbulent bedload transport. The goal of this contribution is to
present the fluid resolution and the corresponding tools implemented in YADE, and to give an idea
on how it can be used in practice from examples of turbulent bedload transport simulations. 

Fluid-particle flows are ubiquitous in nature and in industrial applications, as for example
in  sediment  transport,  pipe  flow  or  fluidized  bed  processes.  Large  scale  modeling  for  such
applications  represents  a  major  issue,  and  remains  a  challenge  considering  the  complexity  of
granular media and turbulent fluid flows. In this framework, it is worth adopting a particle-scale
description in order to better understand the mechanisms at play and determine physically-based
closures for larger scale model. Focusing on the granular phase description, this is achieved in the
present contribution by considering a coupling between a discrete element method (DEM) and a
volume-averaged  fluid  resolution  (RANS).  In  such  an  approach,  each  particle  is  described
independently  using  the  DEM  and  considering  the  interaction  with  the  solved  averaged  fluid
velocity field.  The momentum transfer associated to the fluid  forces applied to the particles  is
accounted for in the fluid resolution, so that the momentum of the whole system is conserved. 

Figure 1 Schematical description of the configuration considered for the DEM-1D RANS coupling

Considering  steady  uniform  turbulent  bedload  transport,  the  volume-averaged  fluid
resolution  reduces  to  a  1-D  fluid  momentum  balance  on  the  streamwise  fluid  velocity  <ux>f

(Jackson, 2000; Maurin et al. 2015): 

where ϵ=1−ϕ is  the  fluid  volume fraction, ϕ is  the  solid  volume fraction, ρ
f is  the  fluid

density,  <uf  >= <ux>f(z)  ex is the volume-averaged fluid velocity profile, τxz and Rxz are the
viscous and turbulent fluid stresses, g is the acceleration of gravity, α is the channel inclination
angle, and n  f x 

s is the momentum transfer associated to the fluid-particle interactions. To solve
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equation (1),  the latter and the solid volume fraction are determined by averaging the discrete
particle phase.
The  DEM-1D  RANS  coupling  has  been  implemented  in  YADE  through  an  engine  named
HydroForceEngine, which is able to (i) apply fluid forces to each particle from a 1-D fluid velocity
profile  <uf  >= <ux>f(z)  ex, (ii) compute the volume-averaged 1-D depth profiles of solid volume
fraction, solid velocity and drag forces applied by the fluid to the particles, and (iii) solve equation
(1) from the latter profiles, for a given time and with a given time-step. 
When added to the engine list, the HydroForceEngine applies drag and buoyancy forces to each
particle contained in the engine id list, with the following formulations: 

where  d is the particle diameter,  vp is the particle velocity,  Rep is the particle Reynolds number,
ζ is the Richardson-Zaki exponent, Vp is the particle volume, and P is the fluid pressure.

The  function  averageProfile  of  HydroForceEngine  allows  to  compute  the  1-D volume-averaged
depth profiles of solid velocity, volume fraction, and drag force. The stored vectors are used for the
fluid resolution, but the function can also be called independently. 
Last, the function fluidResolution takes as parameters the simulated time and the fluid resolution
time step. It solves a discretized version of equation (1), using implicit finite differences and solving
the resulting tri-diagonal  system with a  double-sweep algorithm (see  Maurin et  al.,  2015;  and
Chauchat,  2017).  More  details  about  HydroForceEngine,  the  corresponding  functions  and  the
different parameters can be found in YADE manual. 

The example  folder  trunk/example/HydroForceEngine contains validation scripts  of  the
fluid resolution (fluidValidation), diverse examples to show how HydroForceEngine can be used
(oneWayCoupling),  and   a  script  to  simulate  steady  uniform  turbulent  bedload  transport
configurations  with  the  DEM-1D  RANS  coupling  described  above  (twoWayCoupling).  Those
examples come with associated post-processing scripts. Focusing on the  DEM-1D RANS coupling
script  (sedimentTransportExample_1DRANSCoupling.py),  it  allows  tracking  for  example  the
sediment transport rate as a function of time, and to compute the solid depth profiles (Maurin et al.
2015)  or  the  local  granular  rheology  as  a  function of  the  depth from getStressProfile  function
(Maurin et al. 2016). 

References

Chauchat, J. (2017) A comprehensive two-phase flow model for unidirectional sheet-flows, Journal
of Hydraulic Research. DOI: 10.1080/00221686.2017.1289260

Jackson R. (2000) The dynamics of fluidized particles, Cambridge University Press
Frey P., Maurin R., Morchid-Alaoui L., Gupta S. and Chauchat J. (2017) Vertical size-segregation 

numerical experiments in bedload sediment transport with a coupled fluid-discrete element
model, In proceedings Powder and Grains 2017

Maurin R. (2015) Investigation of granular behavior in bedload transport using and Eulerian-
Lagrangian model, PhD Thesis, Univ. Grenoble Alpes, 142pp

Maurin R., Chauchat J., Chareyre B. and Frey P. (2015) A minimal coupled fluid-discrete element 
model for turbulent bedload transport, Physics of Fluids 27, 113302

Maurin R., Chauchat J., Chareyre B. and Frey P. (2016) Granular rheology in turbulent bedload 
transport, Journal of Fluid Mechanics 804: 490-512

Maurin R., Chauchat J., Chareyre B. and Frey P. (2018) Revisiting slope influence in turbulent 
bedload transport: consequence for vertical flow structure and transport rate scaling, 
Journal of Fluid Mechanics, 839: 135-156

Acknowledgements

Raphael Maurin would like to thank the Yade community for support during the development. 

– 39 –



2nd YADE Workshop Aix-en-Provence, April 26th–27th, 2018

YADE simulations of vertical size-segregation
in bedload sediment transport

Rémi Chassagne1, Philippe Frey1, Julien Chauchat2, Raphaël Maurin3

1 Irstea, Univ. Grenoble Alpes, UR ETNA, St Martin d’Heres, France
2 LEGI, Univ. Grenoble Alpes, CNRS UMR 5519 - Grenoble, France

3 IMFT, Univ. Toulouse, CNRS - Toulouse, France
remi.chassagne@irstea.fr

Keywords: Bedload; Segregation; HydroForceEngine

Bedload sediment  transport  (transport  of  particles  by  a  flowing  fluid  along  the  bed  by
rolling,  sliding and/or saltating) has major consequences for public safety, water resources and
environmental sustainabilty. In mountains, steep slopes drive intense transport of a wide range of
grain sizes implying size sorting or segregation largely responsible for our limited ability to predict
sediment flux and river morphology.

Concerning size sorting, most studies have concentrated on the spontaneous percolation of
fine grains into immobile gravels. However when the substrate is moving, the segregation process
is different as statistically void openings permit downward percolation of larger particles, a process
also known as ‘kinetic sieving’.

In order to gain understanding of this process, bedload transport numerical experiments of
two-size  particle mixtures were carried out,  using a coupled Eulerian-Lagrangian fluid-discrete
element model developed at Irstea and validated with experiments (Maurin et al. 2015, 2016). It is
composed of a 3D discrete element model (based on the open source code Yade), describing each
individual  particle,  coupled  with  a  one  dimensional  Reynolds  average  Navier  Stokes  model
(Chauchat 2017) (HydroForceEngine module in YADE). A 3D 10% steep domain (angle of 5.71°)
consisting at initial time of a given number of layers of 4 mm spherical particles deposited on top of
a 6 mm particle bed, were submitted to a turbulent, hydraulically rough and supercritical water
flow and let evolved with time. Shields numbers (dimensionless water shear stress) of 0.1 and 0.3
were considered.

(a) at initial time     (b) during segregation
Figure 1 Segregation simulation with YADE. The fine particles infiltrate inside the bed formed by

the coarse particles

For  a  given  Shields  number,  the  elevation  of  the  center  of  mass  of  the  infiltrated  fine
particles has been shown to remarkably follow the same logarithmic decrease with time, whatever
the number of fine layers initially deposited. This decrease is steeper for a higher Shields number. 

These  numerical  experiments  were  also  analysed  in  the  framewok  of  a  continuum
theoretical model for the segregation of binary mixtures based on a kinematic approach (Thornton
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et  al.  2006).  Modelling  bedload  size  sorting  at  the  particle  scale  and  upscaling  in  continuum
models should improve our knowledge of sediment transport and river morphology.
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The shear behavior of granular materials immersed in a viscous fluid depends on fluid
properties (viscosity, density), particle properties (size, density) and boundary conditions (shear
rate, confining pressure). Using computational fluid dynamics simulations coupled with molecular
dynamics for granular flow, and exploring a broad range of the values of parameters, we show that
the parameter space can be reduced to a single parameter that controls the packing fraction and
effective friction coefficient. This control parameter is a modified inertial number that incorporates
viscous effects. 

Figure 1 A snapshot of the suspension and its boundary conditions (left); a snapshot of the force
network and negative and positive fluid pressures in blue and red, respectively. 
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 Suffusion is the selective erosion of the finest particles of a granular material subjected to an 
internal flow. Among the four kinds of internal erosion processes identified today, it is the only one 
that can be considered at the material point scale. Indeed, the internal flow modifies the micro-
structure as a whole. Consequently, the effect of suffusion on a granular material may be seen as a 
modification of the constitutive properties of the material itself and not as a boundary value prob-
lem. This fundamental remark enables to analyse the elementary mechanisms of suffusion at the 
scale of a representative elementary volume (REV) of soil. 

In this study, granular materials are modelled at the REV scale using the open source code 
YADE based on a discrete element method (DEM). In addition to standard contact forces, flu-
id/grain interactions are accounted for with a recently developed pore scale finite volume (PFV) 
scheme (Chareyre et al. 2012). Based on the full coupled problem, the impact of the fluid flow in 
terms of grain erosion, grain clogging and force chain reorganization is explored numerically at the 
microscale. This analysis relies mostly on recently developed micromechanical tools based on force 
chain and pore network definitions (Wautier et al. 2017). In parallel, the flow impact is assessed at 
the REV scale in terms of mechanical stability according to the second order work criterion (Nicot 
et al. 2009). The elementary mechanisms are shown to have different impacts on the evolution of 
the bifurcation domain. In particular, clogging might play an unexpected stabilizing role. 

In addition to the above considerations, details on the numerical modelling will be given 
and the issue of computational cost will be raised. In particular, the choice in the boundary condi-
tions, the definition of an erosion criterion and the size of the sample in terms of particle size dis-
tribution and number of particles will be discussed. 
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            Suffusion is a particular internal erosion process that can lead to important disorders in
water retaining structures such as embankment dams and levees. Therefore, the aim of this study is
to  further  investigate  the  mechanical  behavior  of  erodible  soils  and  their  microstructure.  We
present such an investigation through a numerical study based on the discrete element method
(DEM).  The  discrete  numerical  model  used  in  this  study  consists  of  a  3D  granular  assembly
modeled with spherical  discrete  elements  (Aboul  Hosn et  al.  2017).  Previous  studies  from the
literature showed that  such a simplified particles'  shape leads to excessive rolling,  limiting the
mechanical resistance of the soil. Thus, contact rolling resistance is taken into consideration in this
work to model the grain's angularity and to better represent the macroscopic behavior of granular
materials.  The  influence  of  elastic  and plastic  local  parameters  will  be  discussed.  Moreover,  a
procedure to obtain an initial density,  ranging from loose to dense samples, is proposed and a
calibration  procedure  based  on  all  these  considerations  is  defined.  Thereafter,  a  numerical
extraction procedure developed in this study to mimic the suffusion process is presented (Aboul
Hosn et al. 2018). Suffusion constitutes a strongly coupled fluid-solid interaction problem. Seepage
flow through the porous medium exerts forces on soil particles leading to their displacement which
in turn affects the fluid flow. Thus,  only a fully coupled hydro-mechanical  model is  capable of
describing  such  a  complex  process.  However,  using  a  complete  hydro-mechanical  coupling
approach constitutes a difficult task which requires an important computational cost. Therefore,
the newly developed extraction procedure presents an alternative and original approach based on a
one-way  fluid-solid  coupling  which  allows  taking  into  account  both  hydraulic  and  geometric
criteria  to  describe  the  detachment  and  the  migration  of  fine  particles  with  a  reasonable
computational cost. All details of the new approach are discussed. Moreover, the defined extraction
procedure  is  applied  on  a  soil  sample  and  the  consequences  of  suffusion  on  the  mechanical
properties  of  the  soil  are  characterized.  A  microstructural  analysis  of  eroded  soils  is  then
considered to better understand how the microstructure of the soil is modified after suffusion.
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We investigate the heat conductivity of granular samples as a function of the distribution of
particle sizes. A thermal model embedded in a discrete element scheme is used for this study. Sev-
eral granular samples are built, from mono-disperse to very polydisperse (Figure 1). We find that
the thermal conductivity increases first and then decreases with size span for a uniform distribu-
tion of particle volume fractions (Figure 2). This behavior is the reflect of the volume fraction of
particles which contributes to the heat transfer network. The characteristics of the systems such as
the volume fraction, the contact network, the forces, the local heat flux and the path of heat are an-
alyzed. The variation of thermal conductivity with particle size span is a consequence of two contra-
dictory effects: As the size span increases, the path of heat becomes shorter, and the average force
and thus the heat flux at the contacts increase,  thus enhancing the heat transfer. On the other
hand, for a granular media of high size span, we observe a large number of floating particles thus
excluded from the heat transfer network, with a significant decrease in the number of contacts.

(a) (b) ©

Figure 1: Temperature distribution in assemblies for different size spans s. Here, for s=0.0 (a),
s=0.4 (b) and s=0.8 (c)
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Figure 2: Effective thermal conductivity as a function of size span s
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 Shot peening is a surface hardening technique used to improve the fatigue life of metallic 
components in a wide variety of industries such as aerospace, energy generation and automotive. It 
involves projection of a large number of small spherical particles with high velocities onto the target 
surfaces. Due to the impact, the surfaces deform plastically and develop compressive residual 
stresses that resist the development of cracks and thereby increasing the fatigue life of the 
components significantly.  
 
The effectiveness of the peening process is mainly controlled by two factors, namely coverage area 
and intensity. The intensity of the shot peening process is measured using a special technique known 
as the Almen intensity test, where a thin strip is shot peened by fixing it on to a holder and when the 
constraints are removed, the strip bends forming an arc like structure. The height of the resulting 
arc is used as an indirect measure for the intensity of the shot peening process, also known as Almen 
intensity. Various numerical studies have been made to accurately model the shot peening process 
and to study the effects of peening parameters on the development of the residual stresses (Schulze 
et al., 2008). But due to the complexity of the process, the models were limited to few number of 
shots with pre-selected impact locations. To develop a full-scale model, particle methods have been 
used but are limited to the study of shot stream dynamics (Jianming et al., 2011) and (Murugaratnam  
et al., 2015). The purpose of our study is to develop a realistic model of the shot peening process that 
more accurately simulates the Almen intensity tests and that can be used for studying the impact of 
various process parameters on Almen intensity.      
                                                                                                   
 

 
 

Figure 1. Almen intensity test with shots modeled as DEM particles. 
 

The shot peening model  uses the discrete element method  coupled with the finite element method. 
The shots are modeled as DEM particles and the strip and supporting structure are modeled using 
finite elements in Abaqus\Explicit. The DEM particles are generated using the top plate in Figure 1, 
also known as the particle generator. The mass flow rate and the velocity of the flow are defined. The 
Almen strip is modeled using Johnson Cook parameters with strain rate dependency. The resulting 
arc height of the Almen strip is obtained by transferring the results from Abaqus\Explicit to 
Abaqus\Standard. The influence of the shot velocity, size and the angle of impact on the Almen 
intensity have been studied. 
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Figure 2. Arc height of the Almen strip due to shot peening.  
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A  detailed  modelling  of  hydraulic  fracturing  is  becoming  vital  for  the  sustainable
development  of  enhanced  geothermal  systems  and  fossil  fuel  extraction  as  well  as  for
understanding important phenomena related to naturally induced hydraulic fractures. The great
majority of existing models are restricted to the simulation of single, non-interacting hydraulic
fractures  in  homogeneous  media  and  are  most  of  the  times  formulated  in  two  dimensions.
However,  the  inhomogeneity  of  the  rock,  the  potential  and very  probable  interaction  between
hydraulic  fractures and natural  fractures or neighbouring hydraulic  fractures as well  as the 3rd

spatial dimension are key aspects for the hydraulic fracture growth. 

In  an  attempt  to  gain  insight  into  hydraulic  fracturing  processes  taking  place  in  low
permeability, non-homogeneous cohesive media, a hydro-mechanical DEM model was developed.
The proposed model is based on the bonded particle method (BPM) specifically developed for rock
modelling  purpose  (Scholtès  &  Donzé,  2013).  Through  the  possibility  to  adjust  the  degree  of
particle interlocking in relation with the texture of the material under consideration, the BPM can
reproduce  non-linear  macroscopic  failure  envelops  as  well  as  high  UCS/UTS  ratios  as  an
alternative  to  clumps  or  computationally  heavier  constitutive  laws.  The  fluid  flow is  modelled
through the PFV scheme (Chareyre et al., 2012 , Catalano et al.,  2014) specifically modified for
double permeability, cohesive materials (Papachristos, 2017, Papachristos, et al., 2017). The fluid
space  corresponds  to  the  physical  geometrical  space  between  the  discrete  elements.  Local
conductances between adjacent “pores” are based on the Hagen-Poisseuille law if the rock is intact
or on the cubic law if a crack exists between the pores. The above configuration leads to a two way
coupling between fluid flow, rock deformation and fracture opening (or closure).

The model  has  been applied in  a  number of  applications  including single  and multiple
hydraulic  fractures  propagation  in  intact  rock  specimen  (Figure  1)  as  well  as  in  specimen
containing persistent  and non-persistent  natural  fractures  (Figure  2).  From the analysis  many
important aspects arose regarding the spatio-temporal hydraulic fracture growth, its intensity and
volume. 

The model,  after  detailed verification could open the way for tackling a large variety of
hydro-mechanical problems related to rocks or other tight permeability brittle and quasi-brittle
media. 
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Figure 1 (Left) 3D view of aperture distribution on single hydraulic fracture. (Right) Side view of
final patterns of three closely spaced,  sequential hydraulic fractures.

Figure 2 (Left) Volumetric strain (dilation) due to propagating hydraulic fracture in specimen
with a persistent discontinuity.  (Right) Binary pressure field demonstrating crossing of the pre-

existing defect by the hydraulic fracture.
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Hydraulic  fracturing  is  a  stimulation  technique  used  to  increase  the  productivity  of
petroleum reservoirs in which rocks are fractured by a pressurized liquid. The process involves the
high-pressure injection of fluid with proppants into a wellbore to create cracks in the deep-rock
formations through which natural gas and petroleum will flow more freely. When the hydraulic
pressure is removed from the well, small proppant grains remain to hold the fractures open.

The modeling of the fluid-driven fracture initiation and propagation in rocks comprises the
coupling of different physical mechanisms: (1) large deformation of the solid skeleton induced by
the fluid  pressure  on fracture  surfaces  and (2)  flow of  the pore  fluid  along new fractures  and
through the region of surrounding existing fractures. Hydraulic fracturing results in very complex
fracture patterns composed of pre-existing and new fractures that greatly influence the process at
the  global  scale.  Since  hydraulic  fracturing  strongly  depends  on  heterogeneous  rocks’  meso-
structure the DEM is a suitable numerical tool for investigating the formation process of complex
fracture patterns at the mesoscopic level (Suchorzewski et al. 2017).

The aim of our research work is to develop a novel model of the fluid-driven  fracture
initiation and propagation in rocks based on the three-dimensional DEM that combines mechanics
of  discontinuous bodies  with fluid dynamics.  Here,  the Virtual  Pore Network (VPN) fluid flow
model coupled with DEM is proposed. The VPN model is a significant extension of Pore Network
(also called Pore Finite Volume) method (Yoon et al. 2014, Shimizu et al. 2011). The basic concept
of VPN is to reproduce geometry of voids (fluid domain) in the rock matrix. The fluid domain is
discretized by using the mesh of triangular (2D) or tetrahedral (3D) cells further called virtual pores.
  

 

Figure 1 Example mesh in 2D with large grain deformations at the grain-scale level.
 

Full  detailed treatment  of  geometry is  performed at  the level  of  grain  scale  both in  2D
(Fig. 1)  and 3D.  The DEM model  is  extended to  account  for  geometrical  deformation  of  DEM
elements,  since  soft-sphere  approach  in  which  spheres  overlap  does  not  make  it  possible  to
precisely  capture  the  pore  geometry.  The  channels,  pores  and  fracture  geometry  follow  the
changing  geometry  of  DEM  grains  deformations.  The  remeshing  is  performed  to  account
topological DEM changes due to formation or closing of cracks. This is achieved by overlapping the
affected regions of old mesh over the new mesh to find the exact geometrical overlapping volume
between each virtual pore element from new grid with respective virtual pore elements in the old
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grid.  An exact  change of two-phase pore pressure is  recalculated according to contributions of
volume from the old elements to the new elements in the new mesh. This  results in complete
change  of  mesh  topology,  including  formation  and  destruction  of  pores,  cracks  and channels.
Furthermore to improve the algorithm accuracy the change of pores/channels into cracks and vice-
versa  will  be  accounted  for  by  using  full  energy,  momentum  and  mass  preserving  system  of
nonlinear equations.

It is assumed that fluid flows only through the channels which connect centroids of virtual
pores. To model fluid flow in the channels, the Poiseuille fluid flow model is applied. In general, the
voids in the rock matrix can be filled with a multi-phase fluid, partly with gas phase and partly with
liquid phase. Thus, a full multi-phase fluid flow model is assumed. The Volume of Fluid method is
implemented to track the liquid-gas interface. The fluid flows in the channels connecting virtual
pores, while the virtual pores accumulate pressure and the volume fraction of each of the fluids.
The  interaction  between  discrete  and  continuum  media  is  modeled  by  the  mutual  transfer  of
viscous and pressure forces from fluid to grains and by transfer of grains velocities from grains to
fluid. Special attention is paid to the effect of rapid crack growth and displacements of the rock
meso-structure  on  the  fracture  patterns  and  fluid  pressures. The  algorithm  is  based  on  an
assumption  that  mass  is  a  topological  invariant.  It  enables  to  investigate  fluid  flow  in  a
topologically variable pores and fractures system in which some pores, fractures and channels may
vanish while some new others may appear.

The fully coupled hydro-mechanical 3D DEM/CFD model for rocks with pre-existing and
newly created fractures will be implemented into the open source platform YADE (Kozicki & Donze
2008, Šmilauer V., Chareyre B., et al. 2011). At present a 2D version is working and a code rewrite
to full 2D/3D is in progress. The DEM/CFD model will be validated based on the tests listed in the
research literature.
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 A micromechanical investigation of acoustic emissions (AE) in heterogeneous rocks is 
performed. First, the heterogeneity model of a sandstone rock is developed and imposed on a Yade 
DEM specimen using cathodoluminescent image analysis (Figure 1). Next, the strain energy change 
AE simulation model developed by Hazzard et al. (2000) and Hazzard and Damjanac (2013) are 
added to Yade and validated experimentally (Figure 2). Finally, an array of numerical AE 
“transducers” is used to collect numerical wave propagation associated with broken bonds (Figure 

3). The arrival times of these waves are used to 
localize the source event and strain energy based 
AE locations are used to validate the method. A 
relationship is established between numerical wave 
arrival time and dynamic heterogeneity, damping 
magnitude, and intrinsic heterogeneity. We find 
that the development of dynamic heterogeneity 
(damage) results in greater AE localization error 
due to the increased presence of frictional bonds. 
Damping magnitude plays a minor role in the 
collection and identification of numerical waves 
due to the application of low band pass filtering. As 
intrinsic heterogeneity increases, the localization 
error also increases due to an anisotropic velocity 
structure.   

Figure 1 Cathodoluminescent image analysis  
used to build a grain edge-interaction-length 
distribution for the heterogeneity model 
implemented in Yade (Caulk 2018) 

Figure 3 Comparison of DEM synthetic wave 
to micromechanical strain energy based AE 
count. Synthetic waveforms arrive shortly after 
the strain based AE occur in the specimen, 
exhibiting the direct connection between 
micromechanical sources and realistic wave 
propagation 

Figure 2 DEM strain energy based Acoustic 
Emissions at 90-95% peak load (blue triangles) 
and 95-100% peak load (black circles) for a 
heterogeneous rock (Caulk 2018)(right). AE 
model and heterogeneity model both validated 
using Zietlow and Labuz (1998) data (left). 
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Concrete is a widely used material in civil infrastructure.  Traditional analysis and 
design typically considers only the uniaxial behavior of the material.  Predicting the stress-strain 
response of plain concrete under uniaxial compression is not trivial.  A large number of structural 
elements involve concrete material under a multiaxial compressive state where the effect of the 
confining stress can be very important for design.  The numerical prediction of the multiaxial 
compressive stress-strain behavior of plain concrete is more involved.  In this presentation we 
will present results from an experimental program by Flores and Pando (2008) where triaxial 
compression tests were performed to assess the stress-deformation behavior and damage patterns 
of concrete under multiaxial compression.  The authors will also present numerical predictions 
carried out using the finite element method (FEM) using several constitutive models.  This will 
serve the purpose to highlight the challenging nature of this problem.  Finally the authors will 
show numerical predictions performed using the Discrete element method (DEM) (Cundall & 
Strack, 1979). The initial set of DEM models were performed by Tannu (2017) using LS-Dyna 
(LSTC, 2017) (Figure 1a).  The second set of DEM analyses are being modeled in YADE (Šmilauer 
et al., 2015).  An example of one of the DEM models used is shown in Figure 1b.  

Figure 1 Examples of DEM models used for uniaxial compression of plain concrete

The FEM and DEM models were used to predict uniaxial and triaxial compression 
experiments on plain concrete by Flores and Pando (2008).  Uniaxial compression test results from 
this study are shown in Figure 2.  This figure shows the axial compressive stress versus axial strain 
and also as a function of radial strain. 

b) Model with YADEa) Model with LS-Dyna 
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Figure 2 Experimental results from uniaxial compression tests by Flores and Pando (2008). 

FEM predictions were performed using the software TNO Diana and the constitutive laws 
Total Strain Crack Model (Vecchio and Collins, 1993) and UBCSAND (Puebla et al., 1997).  The FEM 
predictions were found to be quite sensitive to the constitutive model used (Chinchay-Poma, 2017).  
The approach involved calibrating the different FEM models considered with the 
uniaxial compression test results and then perform blind predictions of the triaxial compression
tests.  The FEM models of the triaxial compression tests did a reasonably good job at predicting the 
compressive strength values, and were less accurate at predicting the volumetric strains that 
the specimens experienced during triaxial compression testing.   

The DEM predictions, which is the focus of this presentation, also required a careful 
calibration as results are sensitive to particle size and shape, initial packing density, and the type of 
contact model used.  Similarly to the FEM modeling, the DEM models were calibrated using the 
uniaxial compression test results.  The DEM results to date show that this numerical approach can 
adequately predict the measured compressive strengths.  The DEM prediction of the axial strain to 
failure, and the volumetric change is more sensitive to the variables mentioned above as reported by 
Tannu, 2017).  The DEM modeling using YADE is ongoing to carefully investigate the effect of bond 
parameters, initial packing density, and other key variables.  The authors will present FEM and DEM 
predictions for the purposes of comparison and to discuss key differences in initial model setup and 
general challenges of these two well established modeling approaches.   
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 Conservative estimates of seismically induced secondary fracture shear displacements are 
crucial to assess long-term safety of nuclear waste deep repositories.  
 

The Distinct Element Method is a simulation method well suited to the investigation of rock 
mass behavior via the Synthetic Rock Mass approach (Mas Ivars et. al., 2011). Intact rock is 
modeled using a bonded-particle approach, and discontinuities are inserted using contact 
constitutive models able to represent smooth interfaces. This representation incorporates key 
mechanisms at the micro-scale, including bond breakage and large displacements, and reproduces 
observed emergent behavior at the macroscopic scale. Being computationally intensive, the 
drawback of this method lies in its inability to address boundary-value problems, for which 
continuum or coupled discrete-continuum approaches are generally required.  

 
The work presented uses a three-dimensional coupled discrete-continuum environment to 

simulate the boundary-value problem (Li et. al., 2015). The inner region is modeled using the 
distinct element software PFC3D. The outer region is modeled using the finite-difference software 
FLAC3D. The discrete and continuum regions overlap. In the overlapping region, particle 
displacements in the discrete model are required to conform to the continuum displacements at the 
corresponding particle positions using a linear interpolation function, and the continuum grid-
point velocities are corrected using averages of the discrete model velocities over a wavelength that 
is consistent with the zones size. This approach prevents spurious mechanical wave reflection at 
the discrete-continuum interface by filtering high-frequency components, and is therefore well 
suited for the investigation of the mechanical response of rock masses subject to dynamic 
solicitations.  

 
The presentation describes the coupled environment and validation tests, and then the 

application of the environment to simulate a boundary value problem is discussed. The boundary 
value problem investigates the case of a rupture along a shallow, gently dipping deformation zone. 
A controlled earthquake rupture is input on a primary fault, and temporal evolution of the shear 
displacements along the primary fault and secondary fractures are monitored.  
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 Listric faults are curved normal faults, with a surface concavity upward and dip angle 
decreasing with the depth. This bending trend depends on a combination of crossed layers’ 
mechanical properties, but also on the values and orientation of the maximum principal stress acting. 
Tectonic extensional regimes along passive margins, where sedimentation and subsidence are 
common dominant phenomena, are the typical location for listric fault’s onset and development.  
Plastic deformations progressively accumulates in the hanging-wall above the fault, till the 
emergence of growth fault secondary systems, synthetic or antithetic. These faults often bound well-
defined rock blocks which rotate generating typical rollover anticlines. These complex geological 
features around major listric faults, are believed to represent optimal hydrocarbon sites. Therefore, 
it’s fundamental to explore the coupling of mechanical and hydraulic processes  acting at different 
scales in these natural systems. 

Among them the abnormal pore pressure values, frequently higher than the hydrostatic 
pressures, traditionally employed as marker for HC presence at high depths, are one of the major 
cause of fluid mobilization in sedimentary basins crossed by faults. These pressure could become 
even too high to undermine the seal integrity, over the reservoirs. These complex hydromechanical 
aspects are object of conceptual geomechanical models aiming to assess the maximum overpressures 
in petroleum systems, to constrain the height of HC columns, like the “dynamic capacity model” (T. 
Finkenberg et al., 2011). The present study focuses on the diving mechanisms involved in fluid 
migration: hydraulic fracturing, when reservoir pore pressure is equal to the minimum principal 
stress in the seal, and leakage through fault reactivation, when reservoir pore pressure is equal to a 
critical pressure generating shear. 

A simple model of a stratified system crossed by a listric fault was realized  with a CAD 
software, Rhinoceros, in order to reproduce a real representative cross section, later extruded in the 
third direction. The listric fault separates a hanging-wall with a pre-existent deformation, from an 
initially undeformed footwall. An automatic mesh converter tool, “Griddle”, was used to obtain a 
discontinuous medium mesh, consisting in several tetrahedral shape blocks, ready to be exported in 
a DEM software for hydromechanical simulations: 3DEC by Itasca.  

3DEC software based on the distinct element method, has been used to model 3D 
discontinuous systems. This method is characterized by a “soft” contact approach and an explicit 
scheme to solve the equation of motion of each discrete element. For the model built in this study, it 
was assumed an elastic linear isotropic behaviour for the blocks, localizing failure only along the 
joints whose behaviour is governed by two linear laws; one for the limitation of the maximum 
traction force, considering the joint tensile strength, and the other one for the maximum shear force, 
a Coulomb slip law, taking in account friction and cohesion along the joint. 

Concerning the hydromechanical analysis, Terzaghi’s effective stress principle is used to 
calculate both the states of stress in the blocks and along the discontinuities. The flow formulation is 
only along the discontinuities, the “joint fluid flow”, based on the parallel plate model for laminar 
flow, with roughness homogenized along a REA (Representative Elementary Area). It includes a 
cubic dependence of the specific discharge on the hydraulic aperture, which in turn depends on the 
mechanical aperture, variable in a prefixed range during the simulations. 

In 3DEC, after the geometry definition and the material properties assignment, a series of  
“one-way” coupled simulations were set: a first computational cycle only mechanic, to stabilize the 
model under gravity loading, followed by a purely hydraulic cycle, and the last one again mechanical, 
to evaluate the states superpositions. 
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Figure 1 Model of the stratified system crossed by a major listric fault. 

 
The first natural process simulated was the migration of fluid from a low source rock till a 

shallower permeable layer. Thus, after the installation of a hydrostatic gradient of pore pressure, an 
overpressure was applied along the model base, and the flow paths were evaluated, as a consequence 
of changes in permeability of the layers and of the fault. Afterwards, an hydrofracturing process and 
fault reactivation were evaluated, after an over-pressurization of the reservoir layer localized in an 
intermediate position of the model.  
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The nonlinear  history-dependent  macroscopic  behavior  of  geomaterials  is  rooted in  the
micromechanics at contacts and the irreversible rearrangement of the microstructure. The discrete
element method (DEM) can predict  the micromechanics  using contact  laws (Cundall  & Strack,
1979), but the prior knowledge about contact laws and micromechanical parameters is generally
unknown because of the diversity of granular materials (Cheng et al., 2018). We propose a iterative
Bayesian filtering framework to infer the posterior distribution of micromechanical parameters and
update the posterior probabilities conditioned to time-dependent experimental data. Data-driven
Bayesian  calibration  is  conducted  for  the  DEM  simulation  of  glass  beads  under  oedometric
compression,  using  the  a  priori  particle  configuration  obtained  from  3D  X-ray  computed
tomography images. The posterior means of the respective micromechanical parameters converge
within three iterations (Fig. 1),  leading to excellent agreement between the experimental results
and the numerical predictions given by the optimal parameter sets and the ensemble (Fig. 2). 

Figure 1 Evolution of identified values for Young’s modulus Ec, friction angle μ, rolling stiffness
and friction km and ηm over axial strain during each iteration.
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Figure 2 Comparison of experimental data and numerical predictions at the third iteration. Gray
lines represent predictions given by the top three most probable parameter sets. Dark red line

indicates the ensemble averages of the sequential importance sampling (SIS) samples. The shaded
area shows the uncertainties

The proposed calibration method is  fast,  efficient and automated. It  iteratively uses the
previous posterior as the new proposal distribution and limits the simulations to the one within
highly probable parameter subspaces. The Bayesian calibration provides a better understanding of
micro-macro uncertainty propagation, from the posterior distribution over the micromechanical
parameters and macroscopic quantities of interest, conditioned to the experimental stress-strain
relationship  of  the  glass  bead  specimen.  The  present  work  shows  that  the  iterative  Bayesian
filtering  framework  has  a  great  potential  for  uncertainty  quantification  and  propagation  in
multiscale characterization and simulations of granular materials.
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Discrete Element Method (DEM) could be an interesting approach to study multi-damaged
materials because it takes naturally into account discontinuities. The discrete element approach
used here is a mix between lattice models and particle bond models as it was first proposed by
Potyondy & Cundall (2004).  In order to simulate brittle elastic media such as rocks, glasses or
ceramics, discrete elements are bonded by “cohesive beams”. In such model, the discrete elements
are bonded by Euler-Bernouilli  beams that can be loaded in a tensile,  a bending and a torsion
mode. For details see André et al. (2012). The given whole assembly leads to an emergent behavior
that mimics a brittle elastic media characterized by Young’s modulus, Poisson’s ratio and failure
strength. 

The great  advantage of  this  method,  in  comparison with continuous approaches,  is  the
introduction of local failure criterion. If this criterion is reached during a simulation, some bonds
are removed from the model in order to simulate crack propagations and coalescences.  In the
proposed study, the failure criterion is based on the computation of local Cauchy stress tensors as
described in André et al. (2013). Based on the Rankine’s criterion well adapted to the fracture of
brittle solids, bonds are removed if maximal principal stresses computed from these Cauchy stress
tensors reach a given value.

The main difficulty of this approach is to tackle quantitative simulations. Local parameter
values must be correctly chosen in order to simulate quantitatively at the assembly scale the right
tensile  strength.  By  consequence,  calibration  steps  of  such  models  is  very  important  to  reach
quantitative results. These steps are generally fastidious because they involve many  computations
and  analyses.  In  some cases,  this  task  must  be  restart  from  zero  if  the  geometry  and/or  the
configuration  of  the  initial  domain  changes.  This  is  a  huge  limitation  that  prevents  the
dissemination of this original and interesting method. 

The study presented here proposes to tackle this difficulty. Simple mathematical functions
were deduced from more than 5,000 DEM computations. So, relations between local parameters,
that needs to be calibrated, and global parameters, that are generally known, are described though
analytical functions. This approach allows for users to simplify the computational pre-processing of
brittle  elastic  material  because they are  able  to enter  directly  the  values  of  Young’s   modulus,
Poisson’s ratio and failure strength in the DEM code without any fastidious calibration steps. 
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 The use of the discrete element method (DEM) has risen lately in the field of geomechanics. 
DEM applications aim mainly at understanding rock and soil behaviour at the grain scale. DEM 
models can be quite different regarding model initialization, model structure (clumps) or particle 
shapes. Each of these features can affect the results of the analyses. Besides that, the 
microparameters must be carefully chosen in order to simulate a specific rock. This work focuses on 
this calibration process, which relates the microparameters with the macroproperties of the material. 

Different calibration techniques are used when modelling with DEM. The most used method 
is the trial and error, in which several models with different parameter values are analysed seeking 
the best fit to laboratory tests. This is very time consuming because it is necessary to run a great 
number of models until agreement is reached. Another approach is presented by Koolivand-Salooki 
et al. (2017), who use the Genetic Programming (GP) model in order to get the Uniaxial Compressive 
Strength (UCS) from formation porosity, bulk density and water saturation. 

GP is based on natural genetic operations (crossover, mutation and reproduction), following 
the Darwinian principle of reproduction and survival. The nodes in the GP tree structure are divided 
into two groups: terminal (constants and variables) and function (arithmetic operations). These two 
groups are used in order to form expression trees, giving the solution to a problem. According to the 
authors, this method needs fewer data than other artificial intelligence methods. In this work, the 
GP is used to calibrate the microparameters from the Jointed Cohesive Frictional (JCF) bonded 
contact model, described by Scholtès & Donzé (2013). The equations for this bonded contact model 
are presented in Eq. (1) and Eq.(2) for the normal force (��) and maximum admissible normal force 

(��,���). In Eq. (3) and Eq. (4) the shear force (��), which is evaluated in an incremental manner, and 

the maximum admissible shear force (��,���) are presented. 

�� = 	� ⋅ ∆D (1) 

��,��� = −� ⋅ ���� 
(2) 

Here, 	� is the contact normal stiffness, ∆� is the overlap between the particles (positive) or 
the distance between them (negative), � is the tensile strength and ���� is the interacting surface 
between the particles. 

�� = ����������� + k� ⋅ ∆�� (3) 

��,��� = �� ⋅ ���� ! + " ⋅ ���� (4) 

In addition, 	� is the shear stiffness, ∆�� is relative incremental tangential displacement,   is 
the frictional angle and " is the cohesion of the contact between two particles. 

Figure 1 presents the DEM model of the rock sample. It consists of 1,204 particles, with radius 
of 2 mm in a cylinder with diameter of 37 mm and height of 65 mm. 
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Figure 1 Rock sample used for the uniaxial compressive test. 

The objective of the GP procedure is to use the numerical model to find the same UCS and 
Young’s Modulus (+) from the laboratory test. Therefore, one hundred models were carried out using 
an in house DEM software in order to train and test the GP. Hence, the result is a function relating 
the five microparameters (	�, 	�,  , " and �) with the UCS and another function relating these 
microparameters with +. 

The following step is to perform an optimization procedure, similar to the one presented by 
Yoon (2007), using the commercial software, Matlab. Knowing rock UCS and +, this procedure ena-
bles finding the values for the five microparameters. A brief result from this group of models is pre-
sented in Table 1. After having the results, nine new tests are carried out using GP equations and the 
in house DEM solver in order to validate this procedure. The results are presented in Table 1. 

Table 1 Results from the models run for the GP and the validation models. 

 

The results obtained in this work show good agreement between the values of UCS and 

Young’s Modulus from the GP equations and those obtained numerically with the DEM solver. 
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Number of Models Objective Max E error (%) Max UCS error (%) Mean E error (%) Mean UCS error (%)

80 Training 5.63 9.75 1.00 2.31

20 Test 6.38 7.75 1.33 2.81

9 Validation 1.82 5.77 0.79 2.85
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This work deals with a comparison between two different numerical discrete element 
approaches for modelling a double-twisted hexagonal wire mesh: a node-wire-based (NWB) and a 
cylinder-wire-based (CWB) approach. In the former each wire is schematized with a remote 
interaction between two nodes without a physical shape (Nicot et al., 2001, Thoeni et al., 2014), 
whereas in the latter cylindrical elements are used to represent the wires (Effeindzourou et al., 2016, 
Albaba et al., 2017). A single hexagonal mesh element, for both the approaches, is presented in Figure 
1a for clarity. 

In the NWB approach the density of the node is artificially increased in order to keep the total 
mass of the mesh panel constant. Moreover, the particle radius is fixed equal to 4 times the single 
wire diameter (4x2.7 mm) for arbitrary convention. In the second approach the cylinders have the 
same diameter of the single wires and their density is equal to the real one. In both approaches the 
interaction between the nodes, which is possible only in tensile direction, is represented by a piece-
wise force-displacement curve derived from a laboratory tensile test on a wire; two different curves 
are used to represent the single and the double-twisted wire. The mechanical response of the 
numerical mesh has been compared with experimental results (tensile and punch tests) showing a 
good agreement (Gabrieli et al., 2017). 

Two cases are studied: one where the mesh interacts with a limited number of external bodies 
and one other with a considerable number of bodies. In the first case a 3x3 m2 mesh panel interacts 
with a punching element made of several triangular elements which are moved against the mesh with 
a constant velocity, whereas in the second case a 2.88x9 m2 mesh panel is loaded by a column of 
sphere under gravity (mesh-soil test). In the latter case the force and the displacement are monitored 
in the center of the panel. In the aforementioned cases the two approaches are compared with 
regards to the mechanical response of the wire mesh and the computational cost of the simulation. 

The mechanical response of the two approaches, in the different conditions of testing, is 
shown in Figure 1. The curves are normalized with respect to the maximum value of force and 
displacement at the failure obtained with the node-wire-based approach for the considered test. 
 

 
 

Figure 1 (a) Example of a periodic hexagon of the wire mesh: NWB (green), CWB (blue). 
Numerical response of the mesh: (b) punch test, (c) mesh-soil test. 
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It is clear that the mechanical response of the mesh is approximatively the same for both 
approaches, as the same tensile law is used in both cases. However, small discrepancies between the 
two approaches are visible in Figure 1c which are probably ascribable to some differences in the 
positions and directions of contacts between the mesh and the deformable soil column. 

The computational cost of the two approaches with reference to the different phases of the 
DEM algorithm and a comparison of the ratio of the computational time to the total number of bodies 
are reported in Figure 2. In all the simulation the time step is fixed and equal to 1.3x10-6 s and the 
time statistics refer to a fixed number of steps (150000 for the punch test, 100000 for the mesh-soil 
test). 
 

 
Figure 2 Comparison of the computational time for the different approaches (NWB and CWB) in 

the two test conditions. 
 

As a first result it is interesting to note that the total time required with the cylinder-wire-
based approach is equal to 4.5 times, for the punch test, and 1.2 times, for the mesh-soil test, the one 
required with the node-wire-based approach. Focusing on the ratio of the total time to the number 
of bodies, the computational time required by the CWB (#bodies = 9197), for the punch test is 
approximately equal to 2 times the one required by the NWB (#bodies = 3584). For the mesh-soil 
test the two times are approximatively the same for the two approach: CWB (#bodies = 64252), NWB 
(#bodies = 52063). Therefore, the higher computational demand required by the CWB approach is 
mainly controlled by the higher number of elements. 

Moreover, in the CWB there is also a costlier contact detection phase (InsertionSortCollider) 
which is independent of the number of bodies; however, its influence on the total time of the 
simulation is very low. 

Concluding, both the approaches are approximatively equivalent in terms of mechanical 
response when the mesh interacts with large bodies, whereas some discrepancies are visible when 
the contact with smaller bodies has to be handled. Nevertheless, the CWB appears more suited to 
deal with angular particles and with other external elements.  

This simple timing comparison between the two approaches shows that the computational 
cost is mainly influenced by the number of bodies, therefore when the number of external bodies (i.e. 
facets, blocks or soil particles) is considerably larger than the one of the elements of the mesh (i.e. 
nodes or cylinders) the computational effort required by the two approaches becomes comparable. 
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 This presentation demonstrates the feasibility of building a low cost, high-performing GPU-
accelerated Yade computer for running coupled DEM-Pore Finite Volume simulations. First, we 
focus on the part selection. Luckily, Yade does not necessarily need the biggest and most powerful 
processor, Yade does not need an inordinate amount of ultra-fast RAM, and Yade does not require a 
brand new video game dream GPU. In fact, used 12-core server processors can be purchased for 
under 100 USD, 16 GB RAM stick prices have dropped significantly over the past few years, and a six 
year old Tesla GPU has four times the double precision computing power as brand new gaming cards 
at 1/5 of the price. This talk hopes to show how a typical Yade user could naively spend an 
extraordinary amount of money on an over built (and incorrectly built) workstation, simply to find 
out their simulations run at the same speed as if they had purchased a well configured laptop. We 
show some benchmarks demonstrating the efficiency of GPU acceleration in comparison to CPU 
based computing (Figure 1). Finally, we discuss the uses cases, strengths, and weaknesses of GPU 
acceleration. 
 
 

 

Figure 1 Factorization and analyze times for PFV matrices using GPUs and 10-core CPUs 
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